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Introduction
Oscillation of the cerebral blood flow (CBF) is a common feature in several physiological or 
pathophysiological states and may significantly influence the metabolic state of the brain. 
Inhibition of nitric oxide (NO) synthesis reportedly evokes CBF oscillations although the 
mechanism of this action has not been clarified yet. In isolated rat middle cerebral arteries it has 
been recently demonstrated that the induction of vasomotion after blockade of the NO 
synthesis is mediated mainly by the thromboxane-pathway [1]. In a subsequent in vivo study 
the vulnerability of the cerebral circulation to thromboxane-induced CBF-oscillations has been 
reported in the absence of NO [2]. 
The aim of the present study was to characterize the temporal pattern of the CBF oscillations 
induced by the stimulation of thromboxane-receptor in case of diminished NO synthesis. In an 
earlier paper Fourier transform (FFT) was successfully applied for the signal pattern recognition 
[2]. However, this method was not able to provide a general formula for the classification of the 
signals.
In this study for the signal classification an Artificial Neural Network (ANN) model based on 
supervised, backpropagation network has been developed. The benefit of such a model is the 
opportunity of systematic classification of different CBF signals.

Experimental Method
The experiments were carried out on anesthetized (urethan, 1.3 g/kg ip.), spontaneously 
breathing adult male Wistar rats. The head of the animals was fixed in a stereotaxic head 
holder, the skull was thinned over the parietal cortex on both sides where two laser Doppler 
(LD) probes were placed in predefined positions as described previously [3]. A 5-min segment 
of the LD flux (LDF) recording was evaluated before the administration of the NO synthase 
(NOS) inhibitor NG-nitro-L-arginine methyl ester (L-NAME, 100 mg/kg iv.). 
After 75 minutes the thromboxane receptor-agonist U-46619 was applied intravenously in a 
dose of 1 µg/kg. The pattern of the LDF recording was evaluated before and 25 minutes after 
the administration of U-46619.

Feature Extraction
In order to carry out classification of the time signals, we need a feature vector characterizing 
each signal. It goes without saying, that a feature vector should have considerably less 
elements than the number of the samples in time domain. Wavelet transformation proved to be 
a successful candidate for this data compression process [4]. Figure 1 shows a typical time 
signal. Employing Daubechies filter of second order for the 2n  samples of the time signal, 
discrete wavelet transformation (DWT) decomposes the signal into n resolution levels, into one 
approximation subband and n-1 wavelet subbands. In our case n = 16, see the phase space 
plot of DWT of the time signal on Figure 2.

Fig.1 Time signal Fig. 2 Phase space plot of the DWT of the time signal

In the phase space plot, each rectangle represents a wavelet (vertical direction) and the darker 
a rectangle, the larger the absolute value of the corresponding wavelet coefficient. The residual 
trend is plotted in the bottom row, the finest detail, in the top row.
Preliminary investigations proved that the average energy content of the coefficients at higher 
resolutions is neglectable, see Figure 2, therefore the two coefficients of the approximation 
subband were considered as feature vector components. In addition the different values of the 
wavelet coefficients (represented by different gray levels), i.e. at the resolution level six, show 
that the frequency is time dependent, revealing the certain instacioner nature of the signal.

Fig. 3 Unsupervised classification of signals of right and left brain side

Signals of the right and left side of the brain do not differ from each other considerably, only a 
narrow band contains misclassified signals, see Figure 3. These results show that the applied 
feature representation can be accepted, especially considering that these signals resulted from 
direct measurements of different clinical experiments.

ANN Model for Signal Classification
In order to develop a model for classifying measured clinical signals, we employed a 
supervised, backpropagation neural network with sigmoid activation functions. The network 
has two input and two output nodes, and one hidden layer with two nodes. The teaching set 
consists of the 75% of the total number of the signals (30 signals) and rest served for testing 
(10 signals). 
The network learned the teaching set, however one inconsistent signal was recovered, see 
Figure 4.

Fig. 4 Supervised classification with backpropagation 
network having two hidden nodes

Our ANN model, used for signal classification, can be expressed in analytical form as it can be 
seen on Figure 5. Parameters  w1 and w2 are the wavelet coefficients of the approximation 
subband of DWT of the time signal. This function, after rounding, gives {1, 0} and {0, 1} as 
output for the two classes, respectively.

Fig. 5 Analytical form of the ANN model for signal classification

Employing this model only two signals were misclassified from the 10 elements of the testing 
set having not been involved in the teaching process.

Summary
For clinical time signal classification, an ANN model based on supervised, backpropagation 
network was developed. Feature extraction of the time signal having 216 samples at 200 Hz 
sampling rate, was carried out with discrete wavelet transformation using Daubechies filter of 
second order. Because of the dominating average energy content of the approximation 
subband coefficients, these two coefficients were considered as a feature vector for the 
signals. Unsupervised classification showed that this feature vector is an acceptable 
representation of the time signals. It also turned out that the difference between normal signal 
and a signal indicating drug injection effect is significant, and much more dominant than the 
difference between signals of the right and left brain sides. 
In order to avoid overlearning, a simple ANN model with two hidden nodes was suggested for 
classification of the signals. Using symbolic algebra, the analytical form of this model could be 
given.
In the future, having more measurements, further investigations would be necessary to 
examine other feature extraction methods as well as ANN models for the classification. 
However, these clinical experiments are very expensive, therefore physiological modeling and 
simulations would be also needed. 
For the computations Mathematica 5 and its Neural Networks Application were used. The original Mathematica notebook file 
can be found on the following site: www.sze.hu\~benyo\research\CBF_oscillations.html.
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