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Preface

 

According to the original definition of mechatronics proposed by the Yasakawa Electric Company and
the definitions that have appeared since, many of the engineering products designed and manufactured
in the last 25 years integrating mechanical and electrical systems can be classified as 

 

mechatronic systems

 

.
Yet many of the engineers and researchers responsible for those products were never formally trained in
mechatronics 

 

per se

 

. The 

 

Mechatronics Handbook 

 

can serve as a reference resource for those very same
design engineers to help connect their everyday experience in design with the vibrant field of mecha-
tronics. More generally, this handbook is intended for use in research and development departments in
academia, government, and industry, and as a reference source in university libraries. It can also be used
as a resource for scholars interested in understanding and explaining the engineering design process. As
the historical divisions between the various branches of engineering and computer science become less
clearly defined, we may well find that the mechatronics specialty provides a roadmap for nontraditional
engineering students studying within the traditional structure of most engineering colleges. It is evident
that there is an expansion of mechatronics laboratories and classes in the university environment world-
wide. This fact is reflected in the list of contributors to this handbook, including an international group
of 88 academicians and engineers representing 13 countries. It is hoped that the 

 

Mechatronics Handbook

 

can serve the world community as the definitive reference source in mechatronics. 

 

Organization

 

The 

 

Mechatronics Handbook

 

 is a collection of 50
chapters covering the key elements of mechatronics:

a. Physical Systems Modeling
b. Sensors and Actuators
c. Signals and Systems
d. Computers and Logic Systems
e. Software and Data Acquisition

 

Section One – Overview of Mechatronics

 

In the opening section, the general subject of
mechatronics is defined and organized. The chapters are overview in nature and are intended to provide
an introduction to the key elements of mechatronics. For readers interested in education issues related
to mechatronics, this first section concludes with a discussion on new directions in the mechatronics
engineering curriculum. The chapters, listed in order of appearance, are:

1. What is Mechatronics?
2. Mechatronic Design Approach
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3. System Interfacing, Instrumentation and Control Systems
4. Microprocessor-Based Controllers and Microelectronics
5. An Introduction to Micro- and Nanotechnology
6. Mechatronics: New Directions in Nano-, Micro-, and Mini-Scale Electromechanical Systems

Design, and Engineering Curriculum Development

 

Section Two – Physical System Modeling

 

The underlying mechanical and electrical mathematical models comprising most mechatronic systems
are presented in this section. The discussion is intended to provide a detailed description of the process
of physical system modeling, including topics on structures and materials, fluid systems, electrical systems,
thermodynamic systems, rotational and translational systems, modeling issues associated with MEMS,
and the physical basis of analogies in system models. The chapters, listed in order of appearance, are:

7. Modeling Electromechanical Systems
8. Structures and Materials
9. Modeling of Mechanical Systems for Mechatronics Applications

10. Fluid Power Systems
11. Electrical Engineering 
12. Engineering Thermodynamics
13. Modeling and Simulation for MEMS
14. Rotational and Translational Microelectromechanical Systems: MEMS Synthesis, Microfabrica-

tion, Analysis, and Optimization
15. The Physical Basis of Analogies in Physical System Models

 

Section Three – Sensors and Actuators

 

The basics of sensors and actuators are introduced in the third section. This section begins with chapters
on the important subject of time and frequency and on the subject of sensor and actuator characteristics.
The remainder of the section is subdivided into two categories: sensors and actuators. The chapters
include both the fundamental physical relationships and mathematical models associated with the sensor
and actuator technologies. The chapters, listed in order of appearance, are:

16. Introduction to Sensors and Actuators
17. Fundamentals of Time and Frequency
18. Sensor and Actuator Characteristics
19. Sensors

19.1 Linear and Rotational Sensors
19.2 Acceleration Sensors
19.3 Force Measurement
19.4 Torque and Power Measurement
19.5 Flow Measurement 
19.6 Temperature Measurements
19.7 Distance Measuring and Proximity Sensors
19.8 Light Detection, Image, and Vision Systems
19.9 Integrated Micro-sensors
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20. Actuators
20.1 Electro-mechanical Actuators
20.2 Electrical Machines
20.3 Piezoelectric Actuators
20.4 Hydraulic and Pneumatic Actuation Systems
20.5 MEMS: Microtransducers Analysis, Design and Fabrication

 

Section Four – Systems and Controls

 

An overview of signals and systems is presented in this fourth section. Since there is a significant body
of readily-available material to the reader on the general subject of signals and systems, there is not an
overriding need to repeat that material here. Instead, the goal of this section is to present the relevant
aspects of signals and systems of special importance to the study of mechatronics. The section begins
with articles on the role of control in mechatronics and on the role of modeling in mechatronic design.
These chapters set the stage for the more fundamental discussions on signals and systems comprising
the bulk of the material in this section. Modern aspects of control design using optimization techniques
from H

 

2

 

 theory, adaptive and nonlinear control, neural networks and fuzzy systems are also included as
they play an important role in modern engineering system design. The section concludes with a chapter
on design optimization for mechatronic systems. The chapters, listed in order of appearance, are:

21. The Role of Controls in Mechatronics
22. The Role of Modeling in Mechatronics Design
23. Signals and Systems

23.1 Continuous- and Discrete-time Signals
23.2 Z Transforms and Digital Systems
23.3 Continuous- and Discrete-time State-space Models
23.4 Transfer Functions and Laplace Transforms

24. State Space Analysis and System Properties
25. Response of Dynamic Systems
26. Root Locus Method
27. Frequency Response Methods
28. Kalman Filters as Dynamic System State Observers
29. Digital Signal Processing for Mechatronic Applications
30. Control System Design Via H

 

2

 

 Optimization
31. Adaptive and Nonlinear Control Design
32. Neural Networks and Fuzzy Systems
33. Advanced Control of an Electrohydraulic Axis
34. Design Optimization of Mechatronic Systems

 

Section Five – Computers and Logic Systems

 

The development of the computer, and then the microcomputer, embedded computers, and associated
information technologies and software advances, has impacted the world in a profound manner. This is
especially true in mechatronics where the integration of computers with electromechanical systems has
led to a new generation of smart products. The future is filled with promise of better and more intelligent
products resulting from continued improvements in computer technology and software engineering. The
last two sections of the 

 

Mechatronics Handbook

 

 are devoted to the topics of computers and software. In
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this fifth section, the focus is on computer hardware and associated issues of logic, communication,
networking, architecture, fault analysis, embedded computers, and programmable logic controllers. The
chapters, listed in order of appearance, are:

35. Introduction to Computers and Logic Systems
36. Logic Concepts and Design
37. System Interfaces
38. Communication and Computer Networks
39. Fault Analysis in Mechatronic Systems
40. Logic System Design
41. Synchronous and Asynchronous Sequential Systems
42. Architecture
43. Control with Embedded Computers and Programmable Logic Controllers

 

Section Six – Software and Data Acquisition

 

Given that computers play a central role in modern mechatronics products, it is very important to
understand how data is acquired and how it makes its way into the computer for processing and logging.
The final section of the 

 

Mechatronics Handbook

 

 is devoted to the issues surrounding computer software
and data acquisition. The chapters, listed in order of appearance, are:

44. Introduction to Data Acquisition
45. Measurement Techniques: Sensors and Transducers
46. A/D and D/A Conversion
47. Signal Conditioning
48. Computer-Based Instrumentation Systems
49. Software Design and Development
50. Data Recording and Logging
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1
What is Mechatronics?

1.1 Basic Definitions
1.2 Key Elements of Mechatronics
1.3 Historical Perspective
1.4 The Development of the Automobile

as a Mechatronic System
1.5 What is Mechatronics? And What’s Next?

Mechatronics is a natural stage in the evolutionary process of modern engineering design. The develop-
ment of the computer, and then the microcomputer, embedded computers, and associated information
technologies and software advances, made mechatronics an imperative in the latter part of the twentieth
century. Standing at the threshold of the twenty-first century, with expected advances in integrated bio-
electro-mechanical systems, quantum computers, nano- and pico-systems, and other unforeseen devel-
opments, the future of mechatronics is full of potential and bright possibilities.

1.1 Basic Definitions

The definition of mechatronics has evolved since the original definition by the Yasakawa Electric Com-
pany. In trademark application documents, Yasakawa defined mechatronics in this way [1,2]:

The word, mechatronics, is composed of “mecha” from mechanism and the “tronics” from electronics.
In other words, technologies and developed products will be incorporating electronics more and more
into mechanisms, intimately and organically, and making it impossible to tell where one ends and the
other begins.

The definition of mechatronics continued to evolve after Yasakawa suggested the original definition. One
oft quoted definition of mechatronics was presented by Harashima, Tomizuka, and Fukada in 1996 [3].
In their words, mechatronics is defined as

the synergistic integration of mechanical engineering, with electronics and intelligent computer control
in the design and manufacturing of industrial products and processes.

That same year, another definition was suggested by Auslander and Kempf [4]:

Mechatronics is the application of complex decision making to the operation of physical systems.

Yet another definition due to Shetty and Kolk appeared in 1997 [5]:

Mechatronics is a methodology used for the optimal design of electromechanical products.

More recently, we find the suggestion by W. Bolton [6]:

A mechatronic system is not just a marriage of electrical and mechanical systems and is more than
just a control system; it is a complete integration of all of them.

Robert H. Bishop
The University of Texas at Austin

M. K. Ramasubramanian
North Carolina State University 
©2002 CRC Press LLC



 

         
All of these definitions and statements about mechatronics are accurate and informative, yet each one
in and of itself fails to capture the totality of mechatronics. Despite continuing efforts to define mecha-
tronics, to classify mechatronic products, and to develop a standard mechatronics curriculum, a consensus
opinion on an all-encompassing description of “what is mechatronics” eludes us. This lack of consensus
is a healthy sign. It says that the field is alive, that it is a youthful subject. Even without an unarguably
definitive description of mechatronics, engineers understand from the definitions given above and from
their own personal experiences the essence of the philosophy of mechatronics.

For many practicing engineers on the front line of engineering design, mechatronics is nothing new.
Many engineering products of the last 25 years integrated mechanical, electrical, and computer systems,
yet were designed by engineers that were never formally trained in mechatronics per se. It appears that
modern concurrent engineering design practices, now formally viewed as part of the mechatronics
specialty, are natural design processes. What is evident is that the study of mechatronics provides a
mechanism for scholars interested in understanding and explaining the engineering design process to
define, classify, organize, and integrate many aspects of product design into a coherent package. As the
historical divisions between mechanical, electrical, aerospace, chemical, civil, and computer engineering
become less clearly defined, we should take comfort in the existence of mechatronics as a field of study
in academia. The mechatronics specialty provides an educational path, that is, a roadmap, for engineering
students studying within the traditional structure of most engineering colleges. Mechatronics is generally
recognized worldwide as a vibrant area of study. Undergraduate and graduate programs in mechatronic
engineering are now offered in many universities. Refereed journals are being published and dedicated
conferences are being organized and are generally highly attended.

It should be understood that mechatronics is not just a convenient structure for investigative studies
by academicians; it is a way of life in modern engineering practice. The introduction of the microprocessor
in the early 1980s and the ever increasing desired performance to cost ratio revolutionized the paradigm
of engineering design. The number of new products being developed at the intersection of traditional
disciplines of engineering, computer science, and the natural sciences is ever increasing. New develop-
ments in these traditional disciplines are being absorbed into mechatronics design at an ever increasing
pace. The ongoing information technology revolution, advances in wireless communication, smart sen-
sors design (enabled by MEMS technology), and embedded systems engineering ensures that the engi-
neering design paradigm will continue to evolve in the early twenty-first century. 

1.2 Key Elements of Mechatronics

The study of mechatronic systems can be divided into the following areas of specialty:

1. Physical Systems Modeling
2. Sensors and Actuators
3. Signals and Systems
4. Computers and Logic Systems
5. Software and Data Acquisition

The key elements of mechatronics are illustrated in Fig. 1.1. As the field of mechatronics continues to
mature, the list of relevant topics associated with the area will most certainly expand and evolve. 

1.3 Historical Perspective

Attempts to construct automated mechanical systems has an interesting history. Actually, the term “auto-
mation” was not popularized until the 1940s when it was coined by the Ford Motor Company to denote
a process in which a machine transferred a sub-assembly item from one station to another and then
positioned the item precisely for additional assembly operations. But successful development of automated
mechanical systems occurred long before then. For example, early applications of automatic control
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systems appeared in Greece from 300 to 1 B.C. with the development of float regulator mechanisms [7].
Two important examples include the water clock of Ktesibios that used a float regulator, and an oil lamp
devised by Philon, which also used a float regulator to maintain a constant level of fuel oil. Later, in the
first century, Heron of Alexandria published a book entitled Pneumatica that described different types of
water-level mechanisms using float regulators.

In Europe and Russia, between seventeenth and nineteenth centuries, many important devices were
invented that would eventually contribute to mechatronics. Cornelis Drebbel (1572–1633) of Holland
devised the temperature regulator representing one of the first feedback systems of that era. Subsequently,
Dennis Papin (1647–1712) invented a pressure safety regulator for steam boilers in 1681. Papin’s pressure
regulator is similar to a modern-day pressure-cooker valve. The first mechanical calculating machine was
invented by Pascal in 1642 [8]. The first historical feedback system claimed by Russia was developed by
Polzunov in 1765 [9]. Polzunov’s water-level float regulator, illustrated in Fig. 1.2, employs a float that rises
and lowers in relation to the water level, thereby controlling the valve that covers the water inlet in the boiler.

Further evolution in automation was enabled by advancements in control theory traced back to the
Watt flyball governor of 1769. The flyball governor, illustrated in Fig. 1.3, was used to control the speed

FIGURE 1.1 The key elements of mechatronics.

FIGURE 1.2 Water-level float regulator. (From Modern
Control Systems, 9th ed., R. C. Dorf and R. H. Bishop,
Prentice-Hall, 2001. Used with permission.)

MECHANICS OF SOLIDS
TRANSLATIONAL AND ROTATIONAL SYSTEMS
FLUID SYSTEMS
ELECTRICAL SYSTEMS
THERMAL SYSTEMS
MICRO- AND NANO-SYSTEMS
ROTATIONAL ELECTROMAGNETIC MEMS
PHYSICAL SYSTEM ANALOGIES
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of a steam engine [10]. Employing a measurement of the speed of the output shaft and utilizing the
motion of the flyball to control the valve, the amount of steam entering the engine is controlled. As the
speed of the engine increases, the metal spheres on the governor apparatus rise and extend away from
the shaft axis, thereby closing the valve. This is an example of a feedback control system where the
feedback signal and the control actuation are completely coupled in the mechanical hardware.

These early successful automation developments were achieved through intuition, application of practical
skills, and persistence. The next step in the evolution of automation required a theory of automatic control.
The precursor to the numerically controlled (NC) machines for automated manufacturing (to be developed
in the 1950s and 60s at MIT) appeared in the early 1800s with the invention of feed-forward control of
weaving looms by Joseph Jacquard of France. In the late 1800s, the subject now known as control theory
was initiated by J. C. Maxwell through analysis of the set of differential equations describing the flyball
governor [11]. Maxwell investigated the effect various system parameters had on the system performance.
At about the same time, Vyshnegradskii formulated a mathematical theory of regulators [12]. In the 1830s,
Michael Faraday described the law of induction that would form the basis of the electric motor and the
electric dynamo. Subsequently, in the late 1880s, Nikola Tesla invented the alternating-current induction
motor. The basic idea of controlling a mechanical system automatically was firmly established by the end
of 1800s. The evolution of automation would accelerate significantly in the twentieth century.

The development of pneumatic control elements in the 1930s matured to a point of finding applications
in the process industries. However, prior to 1940, the design of control systems remained an art generally
characterized by trial-and-error methods. During the 1940s, continued advances in mathematical and
analytical methods solidified the notion of control engineering as an independent engineering discipline.
In the United States, the development of the telephone system and electronic feedback amplifiers spurred
the use of feedback by Bode, Nyquist, and Black at Bell Telephone Laboratories [13–17]. The operation
of the feedback amplifiers was described in the frequency domain and the ensuing design and analysis
practices are now generally classified as “classical control.” During the same time period, control theory
was also developing in Russia and eastern Europe. Mathematicians and applied mechanicians in the
former Soviet Union dominated the field of controls and concentrated on time domain formulations
and differential equation models of systems. Further developments of time domain formulations using
state variable system representations occurred in the 1960s and led to design and analysis practices now
generally classified as “modern control.” 

The World War II war effort led to further advances in the theory and practice of automatic control
in an effort to design and construct automatic airplane pilots, gun-positioning systems, radar antenna
control systems, and other military systems. The complexity and expected performance of these military
systems necessitated an extension of the available control techniques and fostered interest in control
systems and the development of new insights and methods. Frequency domain techniques continued to
dominate the field of controls following World War II, with the increased use of the Laplace transform,
and the use of the so-called s-plane methods, such as designing control systems using root locus.

FIGURE 1.3 Watt’s flyball governor. (From Modern Control Systems, 9th ed., R. C. Dorf and R. H. Bishop, Prentice-
Hall, 2001. Used with permission.)
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On the commercial side, driven by cost savings achieved through mass production, automation of
the production process was a high priority beginning in the 1940s. During the 1950s, the invention of
the cam, linkages, and chain drives became the major enabling technologies for the invention of new
products and high-speed precision manufacturing and assembly. Examples include textile and printing
machines, paper converting machinery, and sewing machines. High-volume precision manufacturing
became a reality during this period. The automated paperboard container-manufacturing machine
employs a sheet-fed process wherein the paperboard is cut into a fan shape to form the tapered sidewall,
and wrapped around a mandrel. The seam is then heat sealed and held until cured. Another sheet-fed
source of paperboard is used to cut out the plate to form the bottom of the paperboard container,
formed into a shallow dish through scoring and creasing operations in a die, and assembled to the cup
shell. The lower edge of the cup shell is bent inwards over the edge of the bottom plate sidewall, and
heat-sealed under high pressure to prevent leaks and provide a precisely level edge for standup. The
brim is formed on the top to provide a ring-on-shell structure to provide the stiffness needed for its
functionality. All of these operations are carried out while the work piece undergoes a precision transfer
from one turret to another and is then ejected. The production rate of a typical machine averages over
200 cups per minute. The automated paperboard container manufacturing did not involve any non-
mechanical system except an electric motor for driving the line shaft. These machines are typical of
paper converting and textile machinery and represent automated systems significantly more complex
than their predecessors. 

The development of the microprocessor in the late 1960s led to early forms of computer control in
process and product design. Examples include numerically controlled (NC) machines and aircraft control
systems. Yet the manufacturing processes were still entirely mechanical in nature and the automation
and control systems were implemented only as an afterthought. The launch of Sputnik and the advent
of the space age provided yet another impetus to the continued development of controlled mechanical
systems. Missiles and space probes necessitated the development of complex, highly accurate control
systems. Furthermore, the need to minimize satellite mass (that is, to minimize the amount of fuel required
for the mission) while providing accurate control encouraged advancements in the important field of
optimal control. Time domain methods developed by Liapunov, Minorsky, and others, as well as the
theories of optimal control developed by L. S. Pontryagin in the former Soviet Union and R. Bellman in
the United States, were well matched with the increasing availability of high-speed computers and new
programming languages for scientific use.

Advancements in semiconductor and integrated circuits manufacturing led to the development of a
new class of products that incorporated mechanical and electronics in the system and required the two
together for their functionality. The term mechatronics was introduced by Yasakawa Electric in 1969 to
represent such systems. Yasakawa was granted a trademark in 1972, but after widespread usage of the
term, released its trademark rights in 1982 [1–3]. Initially, mechatronics referred to systems with only
mechanical systems and electrical components—no computation was involved. Examples of such systems
include the automatic sliding door, vending machines, and garage door openers. 

In the late 1970s, the Japan Society for the Promotion of Machine Industry (JSPMI) classified mecha-
tronics products into four categories [1]:

1. Class I: Primarily mechanical products with electronics incorporated to enhance functionality.
Examples include numerically controlled machine tools and variable speed drives in manufactur-
ing machines.

2. Class II: Traditional mechanical systems with significantly updated internal devices incorporating
electronics. The external user interfaces are unaltered. Examples include the modern sewing
machine and automated manufacturing systems.

3. Class III: Systems that retain the functionality of the traditional mechanical system, but the internal
mechanisms are replaced by electronics. An example is the digital watch.

4. Class IV: Products designed with mechanical and electronic technologies through synergistic
integration. Examples include photocopiers, intelligent washers and dryers, rice cookers, and
automatic ovens. 
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The enabling technologies for each mechatronic product class illustrate the progression of electrome-
chanical products in stride with developments in control theory, computation technologies, and micro-
processors. Class I products were enabled by servo technology, power electronics, and control theory.
Class II products were enabled by the availability of early computational and memory devices and custom
circuit design capabilities. Class III products relied heavily on the microprocessor and integrated circuits
to replace mechanical systems. Finally, Class IV products marked the beginning of true mechatronic
systems, through integration of mechanical systems and electronics. It was not until the 1970s with the
development of the microprocessor by the Intel Corporation that integration of computational systems
with mechanical systems became practical. 

The divide between classical control and modern control was significantly reduced in the 1980s with
the advent of “robust control” theory. It is now generally accepted that control engineering must consider
both the time domain and the frequency domain approaches simultaneously in the analysis and design
of control systems. Also, during the 1980s, the utilization of digital computers as integral components
of control systems became routine. There are literally hundreds of thousands of digital process control
computers installed worldwide [18,19]. Whatever definition of mechatronics one chooses to adopt, it is
evident that modern mechatronics involves computation as the central element. In fact, the incorporation
of the microprocessor to precisely modulate mechanical power and to adapt to changes in environment
are the essence of modern mechatronics and smart products. 

1.4 The Development of the Automobile 
as a Mechatronic System

The evolution of modern mechatronics can be illustrated with the example of the automobile. Until the
1960s, the radio was the only significant electronics in an automobile. All other functions were entirely
mechanical or electrical, such as the starter motor and the battery charging systems. There were no
“intelligent safety systems,” except augmenting the bumper and structural members to protect occupants
in case of accidents. Seat belts, introduced in the early 1960s, were aimed at improving occupant safety
and were completely mechanically actuated. All engine systems were controlled by the driver and/or other
mechanical control systems. For instance, before the introduction of sensors and microcontrollers, a
mechanical distributor was used to select the specific spark plug to fire when the fuel–air mixture was
compressed. The timing of the ignition was the control variable. The mechanically controlled combustion
process was not optimal in terms of fuel efficiency. Modeling of the combustion process showed that,
for increased fuel efficiency, there existed an optimal time when the fuel should be ignited. The timing
depends on load, speed, and other measurable quantities. The electronic ignition system was one of the
first mechatronic systems to be introduced in the automobile in the late 1970s. The electronic ignition
system consists of a crankshaft position sensor, camshaft position sensor, airflow rate, throttle position,
rate of throttle position change sensors, and a dedicated microcontroller determining the timing of the
spark plug firings. Early implementations involved only a Hall effect sensor to sense the position of the
rotor in the distributor accurately. Subsequent implementations eliminated the distributor completely
and directly controlled the firings utilizing a microprocessor. 

The Antilock Brake System (ABS) was also introduced in the late 1970s in automobiles [20]. The ABS
works by sensing lockup of any of the wheels and then modulating the hydraulic pressure as needed to
minimize or eliminate sliding. The Traction Control System (TCS) was introduced in automobiles in the
mid-1990s. The TCS works by sensing slippage during acceleration and then modulating the power to
the slipping wheel. This process ensures that the vehicle is accelerating at the maximum possible rate
under given road and vehicle conditions. The Vehicle Dynamics Control (VDC) system was introduced
in automobiles in the late 1990s. The VDC works similar to the TCS with the addition of a yaw rate
sensor and a lateral accelerometer. The driver intention is determined by the steering wheel position and
then compared with the actual direction of motion. The TCS system is then activated to control the
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power to the wheels and to control the vehicle velocity and minimize the difference between the steering
wheel direction and the direction of the vehicle motion [20,21]. In some cases, the ABS is used to slow
down the vehicle to achieve desired control. In automobiles today, typically, 8, 16, or 32-bit CPUs are
used for implementation of the various control systems. The microcontroller has onboard memory
(EEPROM/EPROM), digital and analog inputs, A/D converters, pulse width modulation (PWM), timer
functions, such as event counting and pulse width measurement, prioritized inputs, and in some cases
digital signal processing. The 32-bit processor is used for engine management, transmission control, and
airbags; the 16-bit processor is used for the ABS, TCS, VDC, instrument cluster, and air conditioning
systems; the 8-bit processor is used for seat, mirror control, and window lift systems. Today, there are
about 30–60 microcontrollers in a car. This is expected to increase with the drive towards developing
modular systems for plug-n-ply mechatronics subsystems. 

Mechatronics has become a necessity for product differentiation in automobiles. Since the basics of
internal combustion engine were worked out almost a century ago, differences in the engine design
among the various automobiles are no longer useful as a product differentiator. In the 1970s, the Japanese
automakers succeeded in establishing a foothold in the U.S. automobile market by offering unsurpassed
quality and fuel-efficient small automobiles. The quality of the vehicle was the product differentiator
through the 1980s. In the 1990s, consumers came to expect quality and reliability in automobiles from
all manufacturers. Today, mechatronic features have become the product differentiator in these tradition-
ally mechanical systems. This is further accelerated by higher performance price ratio in electronics,
market demand for innovative products with smart features, and the drive to reduce cost of manufac-
turing of existing products through redesign incorporating mechatronics elements. With the prospects
of low single digit (2–3%) growth, automotive makers will be searching for high-tech features that will
differentiate their vehicles from others [22]. The automotive electronics market in North America, now
at about $20 billion, is expected to reach $28 billion by 2004 [22]. New applications of mechatronic
systems in the automotive world include semi-autonomous to fully autonomous automobiles, safety
enhancements, emission reduction, and other features including intelligent cruise control, and brake by
wire systems eliminating the hydraulics [23]. Another significant growth area that would benefit from a
mechatronics design approach is wireless networking of automobiles to ground stations and vehicle-to-
vehicle communication. Telematics, which combines audio, hands-free cell phone, navigation, Internet
connectivity, e-mail, and voice recognition, is perhaps the largest potential automotive growth area. In
fact, the use of electronics in automobiles is expected to increase at an annual rate of 6% per year over
the next five years, and the electronics functionality will double over the next five years [24]. 

Micro Electromechanical Systems (MEMS) is an enabling technology for the cost-effective develop-
ment of sensors and actuators for mechatronics applications. Already, several MEMS devices are in use
in automobiles, including sensors and actuators for airbag deployment and pressure sensors for manifold
pressure measurement. Integrating MEMS devices with CMOS signal conditioning circuits on the same
silicon chip is another example of development of enabling technologies that will improve mechatronic
products, such as the automobile. 

Millimeter wave radar technology has recently found applications in automobiles. The millimeter wave
radar detects the location of objects (other vehicles) in the scenery and the distance to the obstacle and
the velocity in real-time. A detailed description of a working system is given by Suzuki et al. [25]. Figure 1.4
shows an illustration of the vehicle-sensing capability with a millimeter-waver radar. This technology
provides the capability to control the distance between the vehicle and an obstacle (or another vehicle)
by integrating the sensor with the cruise control and ABS systems. The driver is able to set the speed and
the desired distance between the cars ahead of him. The ABS system and the cruise control system are
coupled together to safely achieve this remarkable capability. One logical extension of the obstacle
avoidance capability is slow speed semi-autonomous driving where the vehicle maintains a constant
distance from the vehicle ahead in traffic jam conditions. Fully autonomous vehicles are well within the
scope of mechatronics development within the next 20 years. Supporting investigations are underway in
many research centers on development of semi-autonomous cars with reactive path planning using GPS-
based continuous traffic model updates and stop-and-go automation. A proposed sensing and control
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system for such a vehicle, shown in Fig. 1.5, involves differential global positioning systems (DGPS), real-
time image processing, and dynamic path planning [26]. 

Future mechatronic systems on automobiles may include a fog-free windshield based on humidity
and temperature sensing and climate control, self-parallel parking, rear parking aid, lane change assistance,
fluidless electronic brake-by-wire, and replacement of hydraulic systems with electromechanical servo
systems. As the number of automobiles in the world increases, stricter emission standards are inevitable.
Mechatronic products will in all likelihood contribute to meet the challenges in emission control and
engine efficiency by providing substantial reduction in CO, NO, and HC emissions and increase in vehicle

FIGURE 1.4 Using a radar to measure distance and velocity to autonomously maintain desired distance between
vehicles. (Adapted from Modern Control Systems, 9th ed., R. C. Dorf and R. H. Bishop, Prentice-Hall, 2001. Used
with permission.)

FIGURE 1.5 Autonomous vehicle system design with sensors and actuators.
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efficiency [23]. Clearly, an automobile with 30–60 microcontrollers, up to 100 electric motors, about 200
pounds of wiring, a multitude of sensors, and thousands of lines of software code can hardly be classified
as a strictly mechanical system. The automobile is being transformed into a comprehensive mechatronic
system. 

1.5 What is Mechatronics? And What’s Next?

Mechatronics, the term coined in Japan in the 1970s, has evolved over the past 25 years and has led to
a special breed of intelligent products. What is mechatronics? It is a natural stage in the evolutionary
process of modern engineering design. For some engineers, mechatronics is nothing new, and, for others,
it is a philosophical approach to design that serves as a guide for their activities. Certainly, mechatronics
is an evolutionary process, not a revolutionary one. It is clear that an all-encompassing definition of
mechatronics does not exist, but in reality, one is not needed. It is understood that mechatronics is about
the synergistic integration of mechanical, electrical, and computer systems. One can understand the
extent that mechatronics reaches into various disciplines by characterizing the constituent components
comprising mechatronics, which include (i) physical systems modeling, (ii) sensors and actuators, (iii)
signals and systems, (iv) computers and logic systems, and (v) software and data acquisition. Engineers
and scientists from all walks of life and fields of study can contribute to mechatronics. As engineering
and science boundaries become less well defined, more students will seek a multi-disciplinary education
with a strong design component. Academia should be moving towards a curriculum, which includes
coverage of mechatronic systems. 

In the future, growth in mechatronic systems will be fueled by the growth in the constituent areas.
Advancements in traditional disciplines fuel the growth of mechatronics systems by providing “enabling
technologies.” For example, the invention of the microprocessor had a profound effect on the redesign
of mechanical systems and design of new mechatronics systems. We should expect continued advance-
ments in cost-effective microprocessors and microcontrollers, sensor and actuator development enabled
by advancements in applications of MEMS, adaptive control methodologies and real-time programming
methods, networking and wireless technologies, mature CAE technologies for advanced system modeling,
virtual prototyping, and testing. The continued rapid development in these areas will only accelerate the
pace of smart product development. The Internet is a technology that, when utilized in combination
with wireless technology, may also lead to new mechatronic products. While developments in automotives
provide vivid examples of mechatronics development, there are numerous examples of intelligent systems
in all walks of life, including smart home appliances such as dishwashers, vacuum cleaners, microwaves,
and wireless network enabled devices. In the area of “human-friendly machines” (a term used by H.
Kobayashi [27]), we can expect advances in robot-assisted surgery, and implantable sensors and actuators.
Other areas that will benefit from mechatronic advances may include robotics, manufacturing, space
technology, and transportation. The future of mechatronics is wide open.
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2
Mechatronic Design

Approach

2.1 Historical Development and Definition
of Mechatronic Systems

2.2 Functions of Mechatronic Systems
Division of Functions Between Mechanics and
Electronics • Improvement of Operating 
Properties • Addition of New Functions

2.3 Ways of Integration
Integration of Components (Hardware) • Integration of 
Information Processing (Software)

2.4 Information Processing Systems (Basic
Architecture and HW/SW Trade-offs)
Multilevel Control Architecture • Special Signal 
Processing • Model-based and Adaptive Control
Systems • Supervision and Fault Detection • Intelligent 
Systems (Basic Tasks)

2.5 Concurrent Design Procedure
for Mechatronic Systems 
Design Steps • Required CAD/CAE Tools • Modeling 
Procedure • Real-Time Simulation • Hardware-in-the-Loop 
Simulation • Control Prototyping

2.1 Historical Development and Definition
of Mechatronic Systems

In several technical areas the integration of products or processes and electronics can be observed. This
is especially true for mechanical systems which developed since about 1980. These systems changed from
electro-mechanical systems with discrete electrical and mechanical parts to integrated electronic-mechanical
systems with sensors, actuators, and digital microelectronics. These integrated systems, as seen in Table 2.1,
are called mechatronic systems, with the connection of MECHAnics and elecTRONICS. 

The word “mechatronics” was probably first created by a Japanese engineer in 1969 [1], with earlier
definitions given by [2] and [3]. In [4], a preliminary definition is given: “Mechatronics is the synergetic
integration of mechanical engineering with electronics and intelligent computer control in the design
and manufacturing of industrial products and processes” [5].

All these definitions agree that mechatronics is an interdisciplinary field, in which the following disci-
plines act together (see Fig. 2.1):

• mechanical systems (mechanical elements, machines, precision mechanics);

• electronic systems (microelectronics, power electronics, sensor and actuator technology); and

• information technology (systems theory, automation, software engineering, artificial intelligence).

Rolf Isermann
Darmstadt University of Technology
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Some survey contributions describe the development of mechatronics; see [5–8]. An insight into general
aspects are given in the journals [4,9,10]; first conference proceedings in [11–15]; and the books [16–19].

Figure 2.2 shows a general scheme of a modern mechanical process like a power producing or a power
generating machine. A primary energy flows into the machine and is then either directly used for the
energy consumer in the case of an energy transformer, or converted into another energy form in the case
of an energy converter. The form of energy can be electrical, mechanical (potential or kinetic, hydraulic,
pneumatic), chemical, or thermal. Machines are mostly characterized by a continuous or periodic (repet-
itive) energy flow. For other mechanical processes, such as mechanical elements or precision mechanical
devices, piecewise or intermittent energy flows are typical.

TABLE 2.1 Historical Development of Mechanical, Electrical, and Electronic Systems

FIGURE 2.1 Mechatronics: synergetic integration of different disciplines.
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The energy flow is generally a product of a generalized flow and a potential (effort). Information on
the state of the mechanical process can be obtained by measured generalized flows (speed, volume, or
mass flow) or electrical current or potentials (force, pressure, temperature, or voltage). Together with
reference variables, the measured variables are the inputs for an information flow through the digital
electronics resulting in manipulated variables for the actuators or in monitored variables on a display. 

The addition and integration of feedback information flow to a feedforward energy flow in a basically
mechanical system is one characteristic of many mechatronic systems. This development presently influ-
ences the design of mechanical systems. Mechatronic systems can be subdivided into:

• mechatronic systems

• mechatronic machines

• mechatronic vehicles

• precision mechatronics

• micro mechatronics

This shows that the integration with electronics comprises many classes of technical systems. In several
cases, the mechanical part of the process is coupled with an electrical, thermal, thermodynamic, chemical,
or information processing part. This holds especially true for energy converters as machines where, in
addition to the mechanical energy, other kinds of energy appear. Therefore, mechatronic systems in a
wider sense comprise mechanical and also non-mechanical processes. However, the mechanical part
normally dominates the system.

Because an auxiliary energy is required to change the fixed properties of formerly passive mechanical
systems by feedforward or feedback control, these systems are sometimes also called active mechanical systems.

2.2 Functions of Mechatronic Systems

Mechatronic systems permit many improved and new functions. This will be discussed by considering
some examples.

Division of Functions between Mechanics and Electronics

For designing mechatronic systems, the interplay for the realization of functions in the mechanical and
electronic part is crucial. Compared to pure mechanical realizations, the use of amplifiers and actuators
with electrical auxiliary energy led to considerable simplifications in devices, as can be seen from watches,

FIGURE 2.2 Mechanical process and information processing develop towards mechatronic systems.
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electrical typewriters, and cameras. A further considerable simplification in the mechanics resulted from
introducing microcomputers in connection with decentralized electrical drives, as can be seen from elec-
tronic typewriters, sewing machines, multi-axis handling systems, and automatic gears.

The design of lightweight constructions leads to elastic systems which are weakly damped through the
material. An electronic damping through position, speed, or vibration sensors and electronic feedback
can be realized with the additional advantage of an adjustable damping through the algorithms. Examples
are elastic drive chains of vehicles with damping algorithms in the engine electronics, elastic robots,
hydraulic systems, far reaching cranes, and space constructions (with, for example, flywheels).

The addition of closed loop control for position, speed, or force not only results in a precise tracking
of reference variables, but also an approximate linear behavior, even though the mechanical systems show
nonlinear behavior. By omitting the constraint of linearization on the mechanical side, the effort for
construction and manufacturing may be reduced. Examples are simple mechanical pneumatic and electro-
mechanical actuators and flow valves with electronic control.

With the aid of freely programmable reference variable generation the adaptation of nonlinear mechan-
ical systems to the operator can be improved. This is already used for the driving pedal characteristics
within the engine electronics for automobiles, telemanipulation of vehicles and aircraft, in development
of hydraulic actuated excavators, and electric power steering.

With an increasing number of sensors, actuators, switches, and control units, the cable and electrical
connections increase such that reliability, cost, weight, and the required space are major concerns. Therefore,
the development of suitable bus systems, plug systems, and redundant and reconfigurable electronic systems
are challenges for the designer.

Improvement of Operating Properties

By applying active feedback control, precision is obtained not only through the high mechanical precision
of a passively feedforward controlled mechanical element, but by comparison of a programmed reference
variable and a measured control variable. Therefore, the mechanical precision in design and manufac-
turing may be reduced somewhat and more simple constructions for bearings or slideways can be used.
An important aspect is the compensation of a larger and time variant friction by adaptive friction
compensation [13,20]. Also, a larger friction on cost of backlash may be intended (such as gears with
pretension), because it is usually easier to compensate for friction than for backlash.

Model-based and adaptive control allow for a wide range of operation, compared to fixed control with
unsatisfactory performance (danger of instability or sluggish behavior). A combination of robust and
adaptive control allows a wide range of operation for flow-, force-, or speed-control, and for processes
like engines, vehicles, or aircraft. A better control performance allows the reference variables to move
closer to the constraints with an improvement in efficiencies and yields (e.g., higher temperatures,
pressures for combustion engines and turbines, compressors at stalling limits, higher tensions and higher
speed for paper machines and steel mills).

Addition of New Functions

Mechatronic systems allow functions to occur that could not be performed without digital electronics.
First, nonmeasurable quantities can be calculated on the basis of measured signals and influenced by
feedforward or feedback control. Examples are time-dependent variables such as slip for tyres, internal
tensities, temperatures, slip angle and ground speed for steering control of vehicles, or parameters like
damping, stiffness coefficients, and resistances. The adaptation of parameters such as damping and
stiffness for oscillating systems (based on measurements of displacements or accelerations) is another
example. Integrated supervision and fault diagnosis becomes more and more important with increasing
automatic functions, increasing complexity, and higher demands on reliability and safety. Then, the
triggering of redundant components, system reconfiguration, maintenance-on-request, and any kind of
teleservice make the system more “intelligent.” Table 2.2 summarizes some properties of mechatronic
systems compared to conventional electro-mechanical systems.
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2.3 Ways of Integration

Figure 2.3 shows a general scheme of a classical mechanical-electronic system. Such systems resulted from
adding available sensors, actuators, and analog or digital controllers to mechanical components. The limits
of this approach were given by the lack of suitable sensors and actuators, the unsatisfactory life time
under rough operating conditions (acceleration, temperature, contamination), the large space require-
ments, the required cables, and relatively slow data processing. With increasing improvements in minia-
turization, robustness, and computing power of microelectronic components, one can now put more
emphasis on electronics in the design of a mechatronic system. More autonomous systems can be envisioned,
such as capsuled units with touchless signal transfer or bus connections, and robust microelectronics.

The integration within a mechatronic system can be performed through the integration of components
and through the integration of information processing.

Integration of Components (Hardware)

The integration of components (hardware integration) results from designing the mechatronic system
as an overall system and imbedding the sensors, actuators, and microcomputers into the mechanical
process, as seen in Fig. 2.4. This spatial integration may be limited to the process and sensor, or to the
process and actuator. Microcomputers can be integrated with the actuator, the process or sensor, or can
be arranged at several places.

Integrated sensors and microcomputers lead to smart sensors, and integrated actuators and microcom-
puters lead to smart actuators. For larger systems, bus connections will replace cables. Hence, there are
several possibilities to build up an integrated overall system by proper integration of the hardware.

Integration of Information Processing (Software)

The integration of information processing (software integration) is mostly based on advanced control
functions. Besides a basic feedforward and feedback control, an additional influence may take place
through the process knowledge and corresponding online information processing, as seen in Fig. 2.4.
This means a processing of available signals at higher levels, including the solution of tasks like supervision

TABLE 2.2 Properties of Conventional and Mechatronic Design Systems

Conventional Design Mechatronic Design

Added components Integration of components (hardware)
1 Bulky Compact
2 Complex mechanisms Simple mechanisms
3 Cable problems Bus or wireless communication
4 Connected components Autonomous units

Simple control Integration by information processing (software)
5 Stiff construction Elastic construction with damping by electronic feedback
6 Feedforward control, linear (analog) control Programmable feedback (nonlinear) digital control
7 Precision through narrow tolerances Precision through measurement and feedback control
8 Nonmeasurable quantities change arbitrarily Control of nonmeasurable estimated quantities
9 Simple monitoring Supervision with fault diagnosis

10 Fixed abilities Learning abilities

FIGURE 2.3 General scheme of a (classical) mechanical-electronic system.
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with fault diagnosis, optimization, and general process management. The respective problem solutions
result in real-time algorithms which must be adapted to the mechanical process properties, expressed by
mathematical models in the form of static characteristics, or differential equations. Therefore, a knowledge
base is required, comprising methods for design and information gaining, process models, and perfor-
mance criteria. In this way, the mechanical parts are governed in various ways through higher level
information processing with intelligent properties, possibly including learning, thus forming an integra-
tion by process-adapted software.

2.4 Information Processing Systems (Basic Architecture
and HW/SW Trade-offs)

The governing of mechanical systems is usually performed through actuators for the changing of posi-
tions, speeds, flows, forces, torques, and voltages. The directly measurable output quantities are frequently
positions, speeds, accelerations, forces, and currents.

Multilevel Control Architecture

The information processing of direct measurable input and output signals can be organized in several
levels, as compared in Fig. 2.5.

level 1: low level control (feedforward, feedback for damping, stabilization, linearization)
level 2: high level control (advanced feedback control strategies)
level 3: supervision, including fault diagnosis
level 4: optimization, coordination (of processes)
level 5: general process management

Recent approaches to mechatronic systems use signal processing in the lower levels, such as damping,
control of motions, or simple supervision. Digital information processing, however, allows for the
solution of many tasks, like adaptive control, learning control, supervision with fault diagnosis, decisions

FIGURE 2.4 Ways of integration within mechatronic systems.
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for maintenance or even redundancy actions, economic optimization, and coordination. The tasks of the
higher levels are sometimes summarized as “process management.”

Special Signal Processing

The described methods are partially applicable for nonmeasurable quantities that are reconstructed from
mathematical process models. In this way, it is possible to control damping ratios, material and heat
stress, and slip, or to supervise quantities like resistances, capacitances, temperatures within components,
or parameters of wear and contamination. This signal processing may require special filters to determine
amplitudes or frequencies of vibrations, to determine derivated or integrated quantities, or state variable
observers.

Model-based and Adaptive Control Systems

The information processing is, at least in the lower levels, performed by simple algorithms or software-
modules under real-time conditions. These algorithms contain free adjustable parameters, which have
to be adapted to the static and dynamic behavior of the process. In contrast to manual tuning by trial
and error, the use of mathematical models allows precise and fast automatic adaptation.

The mathematical models can be obtained by identification and parameter estimation, which use the
measured and sampled input and output signals. These methods are not restricted to linear models, but
also allow for several classes of nonlinear systems. If the parameter estimation methods are combined
with appropriate control algorithm design methods, adaptive control systems result. They can be used
for permanent precise controller tuning or only for commissioning [20].

FIGURE 2.5 Advanced intelligent automatic system with multi-control levels, knowledge base, inference mecha-
nisms, and interfaces.
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Supervision and Fault Detection

With an increasing number of automatic functions (autonomy), including electronic components, sen-
sors and actuators, increasing complexity, and increasing demands on reliability and safety, an integrated
supervision with fault diagnosis becomes more and more important. This is a significant natural feature
of an intelligent mechatronic system. Figure 2.6 shows a process influenced by faults. These faults indicate
unpermitted deviations from normal states and can be generated either externally or internally. External
faults can be caused by the power supply, contamination, or collision, internal faults by wear, missing
lubrication, or actuator or sensor faults. The classical way for fault detection is the limit value checking
of some few measurable variables. However, incipient and intermittant faults can not usually be detected,
and an in-depth fault diagnosis is not possible by this simple approach. Model-based fault detection and
diagnosis methods were developed in recent years, allowing for early detection of small faults with normally
measured signals, also in closed loops [21]. Based on measured input signals, U(t), and output signals,
Y(t), and process models, features are generated by parameter estimation, state and output observers,
and parity equations, as seen in Fig. 2.6. 

These residuals are then compared with the residuals for normal behavior and with change detection
methods analytical symptoms are obtained. Then, a fault diagnosis is performed via methods of classi-
fication or reasoning. For further details see [22,23].

A considerable advantage is if the same process model can be used for both the (adaptive) controller
design and the fault detection. In general, continuous time models are preferred if fault detection is based
on parameter estimation or parity equations. For fault detection with state estimation or parity equations,
discrete-time models can be used.

Advanced supervision and fault diagnosis is a basis for improving reliability and safety, state dependent
maintenance, triggering of redundancies, and reconfiguration.

Intelligent Systems (Basic Tasks)

The information processing within mechatronic systems may range between simple control functions
and intelligent control. Various definitions of intelligent control systems do exist, see [24–30]. An intel-
ligent control system may be organized as an online expert system, according to Fig. 2.5, and comprises

• multi-control functions (executive functions),

• a knowledge base,

• inference mechanisms, and

• communication interfaces.

FIGURE 2.6 Scheme for a model-based fault detection.
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The online control functions are usually organized in multilevels, as already described. The knowledge
base contains quantitative and qualitative knowledge. The quantitative part operates with analytic (math-
ematical) process models, parameter and state estimation methods, analytic design methods (e.g., for
control and fault detection), and quantitative optimization methods. Similar modules hold for the
qualitative knowledge (e.g., in the form of rules for fuzzy and soft computing). Further knowledge is the
past history in the memory and the possibility to predict the behavior. Finally, tasks or schedules may
be included.

The inference mechanism draws conclusions either by quantitative reasoning (e.g., Boolean methods)
or by qualitative reasoning (e.g., possibilistic methods) and takes decisions for the executive functions.

Communication between the different modules, an information management database, and the man–
machine interaction has to be organized.

Based on these functions of an online expert system, an intelligent system can be built up, with the
ability “to model, reason and learn the process and its automatic functions within a given frame and to
govern it towards a certain goal.” Hence, intelligent mechatronic systems can be developed, ranging from
“low-degree intelligent” [13], such as intelligent actuators, to “fairly intelligent systems,” such as self-
navigating automatic guided vehicles.

An intelligent mechatronic system adapts the controller to the mostly nonlinear behavior (adaptation),
and stores its controller parameters in dependence on the position and load (learning), supervises all relevant
elements, and performs a fault diagnosis (supervision) to request maintenance or, if a failure occurs, to
request a fail safe action (decisions on actions). In the case of multiple components, supervision may help
to switch off the faulty component and to perform a reconfiguration of the controlled process. 

2.5 Concurrent Design Procedure for Mechatronic Systems

The design of mechatronic systems requires a systematic development and use of modern design tools.

Design Steps

Table 2.3 shows five important development steps for mechatronic systems, starting from a purely
mechanical system and resulting in a fully integrated mechatronic system. Depending on the kind of
mechanical system, the intensity of the single development steps is different. For precision mechanical
devices, fairly integrated mechatronic systems do exist. The influence of the electronics on mechanical
elements may be considerable, as shown by adaptive dampers, anti-lock system brakes, and automatic
gears. However, complete machines and vehicles show first a mechatronic design of their elements, and
then slowly a redesign of parts of the overall structure as can be observed in the development of machine
tools, robots, and vehicle bodies.

Required CAD////CAE Tools

The computer aided development of mechatronic systems comprises:

1. constructive specification in the engineering development stage using CAD and CAE tools,
2. model building for obtaining static and dynamic process models,
3. transformation into computer codes for system simulation, and
4. programming and implementation of the final mechatronic software.

Some software tools are described in [31]. A broad range of CAD/CAE tools is available for 2D- and
3D-mechanical design, such as Auto CAD with a direct link to CAM (computer-aided manufacturing),
and PADS, for multilayer, printed-circuit board layout. However, the state of computer-aided modeling
is not as advanced. Object-oriented languages such as DYMOLA and MOBILE for modeling of large
combined systems are described in [31–33]. These packages are based on specified ordinary differential
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equations, algebraic equations, and discontinuities. A recent description of the state of computer-aided
control system design can be found in [34]. For system simulation (and controller design), a variety of
program systems exist, like ACSL, SIMPACK, MATLAB/SIMULINK, and MATRIX-X. These simulation
techniques are valuable tools for design, as they allow the designer to study the interaction of components
and the variations of design parameters before manufacturing. They are, in general, not suitable for real-
time simulation.

Modeling Procedure

Mathematical process models for static and dynamic behavior are required for various steps in the design
of mechatronic systems, such as simulation, control design, and reconstruction of variables. Two ways
to obtain these models are theoretical modeling based on first (physical) principles and experimental
modeling (identification) with measured input and output variables. A basic problem of theoretical
modeling of mechatronic systems is that the components originate from different domains. There exists
a well-developed domain specific knowledge for the modeling of electrical circuits, multibody mechanical
systems, or hydraulic systems, and corresponding software packages. However, a computer-assisted general
methodology for the modeling and simulation of components from different domains is still missing [35].

The basic principles of theoretical modeling for system with energy flow are known and can be unified
for components from different domains as electrical, mechanical, and thermal (see [36–41]). The mod-
eling methodology becomes more involved if material flows are incorporated as for fluidics, thermody-
namics, and chemical processes.

TABLE 2.3 Steps in the Design of Mechatronic Systems

Precision 
Mechanics

Mechanical 
Elements Machines

Pure mechanical system

1. Addition of sensors, actuators, 
microelectronics, control 
functions

2. Integration of components 
(hardware integration)

3. Integration by information 
processing (software 
integration)

4. Redesign of mechanical 
system

5. Creation of synergetic 
effects

Fully integrated mechatronic 
systems

Examples Sensors 
actuators 
disc-storages 
cameras

ns 
s 

ches 

Suspensio
damper
clut
gears brakes

Electric drives 
combustion 
engines 
mach. tools 
robots

The size of a circle indicates the present intensity of the respective mechatronic devel-

opment step:  large,  medium,  little.
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A general procedure for theoretical modeling of lumped parameter processes can be sketched as follows
[19].

1. Definition of flows

• energy flow (electrical, mechanical, thermal conductance)

• energy and material flow (fluidic, thermal transfer, thermodynamic, chemical)

2. Definition of process elements: flow diagrams

• sources, sinks (dissipative)

• storages, transformers, converters

3. Graphical representation of the process model

• multi-port diagrams (terminals, flows, and potentials, or across and through variables)

• block diagrams for signal flow

• bond graphs for energy flow

4. Statement of equations for all process elements
(i) Balance equations for storage (mass, energy, momentum)

(ii)Constitutive equations for process elements (sources, transformers, converters)
(iii)Phenomenological laws for irreversible processes (dissipative systems: sinks)

5. Interconnection equations for the process elements

• continuity equations for parallel connections (node law)

• compatibility equations for serial connections (closed circuit law)

6. Overall process model calculation

• establishment of input and output variables

• state space representation

• input/output models (differential equations, transfer functions)

An example of steps 1–3 is shown in Fig. 2.7 for a drive-by-wire vehicle. A unified approach for processes
with energy flow is known for electrical, mechanical, and hydraulic processes with incompressible fluids.
Table 2.4 defines generalized through and across variables.

In these cases, the product of the through and across variable is power. This unification enabled the
formulation of the standard bond graph modeling [39]. Also, for hydraulic processes with compressible
fluids and thermal processes, these variables can be defined to result in powers, as seen in Table 2.4.
However, using mass flows and heat flows is not engineering practice. If these variables are used, so-
called pseudo bond graphs with special laws result, leaving the simplicity of standard bond graphs. Bond
graphs lead to a high-level abstraction, have less flexibility, and need additional effort to generate
simulation algorithms. Therefore, they are not the ideal tool for mechatronic systems [35]. Also, the
tedious work needed to establish block diagrams with an early definition of causal input/output blocks
is not suitable.

Development towards object-oriented modeling is on the way, where objects with terminals (cuts) are
defined without assuming a causality in this basic state. Then, object diagrams are graphically represented,
retaining an intuitive understanding of the original physical components [43,44]. Hence, theoretical
modeling of mechatronic systems with a unified, transparent, and flexible procedure (from the basic
components of different domains to simulation) are a challenge for further development. Many compo-
nents show nonlinear behavior and nonlinearities (friction and backlash). For more complex process
parts, multidimensional mappings (e.g., combustion engines, tire behavior) must be integrated.

For verification of theoretical models, several well-known identification methods can be used, such as
correlation analysis and frequency response measurement, or Fourier- and spectral analysis. Since some
parameters are unknown or changed with time, parameter estimation methods can be applied, both, for
models with continuous time or discrete time (especially if the models are linear in the parameters)
[42,45,46]. For the identification and approximation of nonlinear, multi-dimensional characteristics,
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artificial neural networks (multilayer perceptrons or radial-basis-functions) can be expanded for non-
linear dynamic processes [47].

Real-Time Simulation

Increasingly, real-time simulation is applied to the design of mechatronic systems. This is especially true
if the process, the hardware, and the software are developed simultaneously in order to minimize iterative
development cycles and to meet short time-to-market schedules. With regard to the required speed of
computation simulation methods, it can be subdivided into

1. simulation without (hard) time limitation,
2. real-time simulation, and
3. simulation faster than real-time.

Some application examples are given in Fig. 2.8. Herewith, real-time simulation means that the simulation
of a component is performed such that the input and output signals show the same time-dependent

TABLE 2.4 Generalized Through and Across Variables for Processes with Energy Flow

System Through Variables Across Variables

Electrical Electric current I Electric voltage U
Magnetic Magnetic Flow F Magnetic force Q
Mechanical

• translation Force F Velocity w
• rotation Torque M Rotational speed ω

Hydraulic Volume flow Pressure p
Thermodynamic Entropy flow Temperature T

FIGURE 2.7 Different schemes for an automobile (as required for drive-by-wire-longitudinal control): (a) scheme
of the components (construction map), (b) energy flow diagram (simplified), (c) multi-port diagram with flows and
potentials, (d) signal flow diagram for multi-ports.

V̇

©2002 CRC Press LLC



 

                     
values as the real, dynamically operating component. This becomes a computational problem for pro-
cesses which have fast dynamics compared to the required algorithms and calculation speed.

Different kinds of real-time simulation methods are shown in Fig. 2.9. The reason for the real-time
requirement is mostly that one part of the investigated system is not simulated but real. Three cases can
be distinguished:

1. The real process can be operated together with the simulated control by using hardware other than
the final hardware. This is also called “control prototyping.”

2. The simulated process can be operated with the real control hardware, which is called “hardware-
in-the-loop simulation.”

3. The simulated process is run with the simulated control in real time. This may be required if the
final hardware is not available or if a design step before the hardware-in-the-loop simulation is
considered.

Hardware-in-the-Loop Simulation

The hardware-in-the-loop simulation (HIL) is characterized by operating real components in connection
with real-time simulated components. Usually, the control system hardware and software is the real
system, as used for series production. The controlled process (consisting of actuators, physical processes,
and sensors) can either comprise simulated components or real components, as seen in Fig. 2.10(a). In
general, mixtures of the shown cases are realized. Frequently, some actuators are real and the process

FIGURE 2.8 Classification of simulation methods with regard to speed and application examples.

FIGURE 2.9 Classification of real-time simulation.
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and the sensors are simulated. The reason is that actuators and the control hardware very often form
one integrated subsystem or that actuators are difficult to model precisely and to simulate in real time.
(The use of real sensors together with a simulated process may require considerable realization efforts,
because the physical sensor input does not exist and must be generated artificially.) In order to change
or redesign some functions of the control hardware or software, a bypass unit can be connected to the
basic control hardware. Hence, hardware-in-the-loop simulators may also contain partially simulated
(emulated) control functions.

The advantages of the hardware-in-the-loop simulation are generally:

• design and testing of the control hardware and software without operating a real process (“moving
the process field into the laboratory”);

• testing of the control hardware and software under extreme environmental conditions in the
laboratory (e.g., high/low temperature, high accelerations and mechanical shocks, aggressive
media, electro-magnetic compatibility);

• testing of the effects of faults and failures of actuators, sensors, and computers on the overall system;

• operating and testing of extreme and dangerous operating conditions;

• reproducible experiments, frequently repeatable;

• easy operation with different man-machine interfaces (cockpit-design and training of operators);
and

• saving of cost and development time.

Control Prototyping

For the design and testing of complex control systems and their algorithms under real-time constraints,
a real-time controller simulation (emulation) with hardware (e.g., off-the-shelf signal processor) other
than the final series production hardware (e.g., special ASICS) may be performed. The process, the
actuators, and sensors can then be real. This is called control prototyping (Fig. 2.10(b)). However, parts
of the process or actuators may be simulated, resulting in a mixture of HIL-simulation and control
prototyping. The advantages are mainly:

• early development of signal processing methods, process models, and control system structure,
including algorithms with high level software and high performance off-the-shelf hardware;

• testing of signal processing and control systems, together with other design of actuators, process
parts, and sensor technology, in order to create synergetic effects;

FIGURE 2.10 Real-time simulation: hybrid structures. (a) Hardware-in-the-loop simulation. (b) Control prototyping.
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• reduction of models and algorithms to meet the requirements of cheaper mass production hard-
ware; and

• defining the specifications for final hardware and software.

Some of the advantages of HIL-simulation also hold for control prototyping. Some references for real-
time simulation are [48,49].
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• Software Design
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3.10 Summary

3.1 Introduction

The purpose of this chapter is to introduce a number of topics dealing with a mechatronic system.
This starts with an overview of mechatronic systems and a look at the input and output signals
of a mechatronic system. The special features of microprocessor input and output are next.
Software, an often-neglected portion of a mechatronic system, is briefly covered with an emphasis
on software engineering concepts. The chapter concludes with a short discussion of testing and
instrumentation.

Rick Homkes
Purdue University
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The Mechatronic System

Figure 3.1 shows a typical mechatronic system with mechanical, electrical, and computer components.
The process of system data acquisition begins with the measurement of a physical value by a sensor. The
sensor is able to generate some form of signal, generally an analog signal in the form of a voltage level
or waveform. This analog signal is sent to an analog-to-digital converter (ADC). Commonly using a
process of successive approximation, the ADC maps the analog input signal to a digital output. This
digital value is composed of a set of binary values called bits (often represented by 0s and 1s). The set of
bits represents a decimal or hexadecimal number that can be used by the microcontroller. The micro-
controller consists of a microprocessor plus memory and other attached devices. The program in the
microprocessor uses this digital value along with other inputs and preloaded values called calibrations to
determine output commands. Like the input to the microprocessor, these outputs are in digital form and
can be represented by a set of bits. A digital-to-analog converter (DAC) is then often used to convert the
digital value into an analog signal. The analog signal is used by an actuator to control a physical device
or affect the physical environment. The sensor then takes new measurements and the process repeated,
thus completing a feedback control loop. Timing for this entire operation is synchronized by the use of
a clock.

A Home/Office Example

An example of a mechatronic system is the common heating/cooling system for homes and offices. Simple
systems use a bimetal thermostat with contact points controlling a mercury switch that turns on and off
the furnace or air conditioner. A modern environmental control system uses these same basic components
along with other components and computer program control. A temperature sensor monitors the physical
environment and produces a voltage level as demonstrated in Fig. 3.2 (though generally not nearly such
a smooth function). After conversion by the ADC, the microcontroller uses the digitized temperature

FIGURE 3.1 Microprocessor control system.

FIGURE 3.2 Voltage levels.
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data along with a 24-hour clock and the user requested temperatures to produce a digital control signal.
This signal directs the actuator, usually a simple electrical switch in this example. The switch, in turn,
controls a motor to turn the heating or cooling unit on or off. New measurements are then taken and
the cycle is repeated. While not a mechatronic product on the order of a camcorder, it is a mechatronic
system because of its combination of mechanical, electrical, and computer components. This system may
also incorporate some additional features. If the temperature being sensed is quite high, say 80°C, it is
possible that a fire exists. It is then not a good idea to turn on the blower fan and feed the fire more
oxygen. Instead the system should set off an alarm or use a data communication device to alert the fire
department. Because of this type of computer control, the system is “smart,” at least relative to the older
mercury-switch controlled systems.

An Automotive Example

A second example is the Antilock Braking System (ABS) found in many vehicles. The entire purpose of
this type of system is to prevent a wheel from locking up and thus having the driver loose directional
control of the vehicle due to skidding. In this case, sensors attached to each wheel determine the rotational
speed of the wheels. These data, probably in a waveform or time-varied electrical voltage, is sent to the
microcontroller along with the data from sensors reporting inputs such as brake pedal position, vehicle
speed, and yaw. After conversion by the ADC or input capture routine into a digital value, the program
in the microprocessor then determines the necessary action. This is where the aspect of human computer
interface (HCI) or human machine interface (HMI) comes into play by taking account of the “feel” of
the system to the user. System calibration can adjust the response to the driver while, of course, stopping
the vehicle by controlling the brakes with the actuators. There are two important things to note in this
example. The first is that, in the end, the vehicle is being stopped because of hydraulic forces pressing
the brake pad against a drum or rotor—a purely mechanical function. The other is that the ABS, while
an “intelligent product,” is not a stand-alone device. It is part of a larger system, the vehicle, with multiple
microcontrollers working together through the data network of the vehicle.

3.2 Input Signals of a Mechatronic System

Transducer/Sensor Input

All inputs to mechatronic systems come from either some form of sensory apparatus or communications
from other systems. Sensors were first introduced in the previous section and will be discussed in much
more depth in Chapter 19. Transducers, devices that convert energy from one form to another, are often
used synonymously with sensors. Transducers and their properties will be explained fully in Chapter 45.
Sensors can be divided into two general classifications, active or passive. Active sensors emit a signal in
order to estimate an attribute of the environment or device being measured. Passive sensors do not. A
military example of this difference would be a strike aircraft “painting” a target using either active laser
radar (LADAR) or a passive forward looking infrared (FLIR) sensor.

As stated in the Introduction section, the output of a sensor is usually an analog signal. The simplest
type of analog signal is a voltage level with a direct (though not necessarily linear) correlation to the
input condition. A second type is a pulse width modulated (PWM) signal, which will be explained further
in a later section of this chapter when discussing microcontroller outputs. A third type is a waveform,
as shown in Fig. 3.3. This type of signal is modulated either in its amplitude (Fig. 3.4) or its frequency
(Fig. 3.5) or, in some cases, both. These changes reflect the changes in the condition being monitored.

There are sensors that do not produce an analog signal. Some of these sensors produce a square wave
as in Fig. 3.6 that is input to the microcontroller using the EIA 232 communications standard. The square
wave represents the binary values of 0 and 1. In this case the ADC is probably on-board the sensor itself,
adding to the cost of the sensor. Some sensors/recorders can even create mail or TCP/IP packets as output.
An example of this type of unit is the MV100 MobileCorder from Yokogawa Corporation of America.
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FIGURE 3.3 Sine wave.

FIGURE 3.4 Amplitude modulation.

FIGURE 3.5 Frequency modulation.

FIGURE 3.6 Square wave.
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Analog-to-Digital Converters

The ADC can basically be typed by two parameters: the analog input range and the digital output range. As
an example, consider an ADC that is converting a voltage level ranging 0–12 V into a single byte of 8 bits.
In this example, each binary count increment reflects an increase in analog voltage of 1/256 of the maximum
12 V. There is an unusual twist to this conversion, however. Since a zero value represents 0 V, and a 128 value
represents half of the maximum value, 6 V in this example, the maximum decimal value of 255 represents
255/256 of the maximum voltage value, or 11.953125 V. A table of the equivalent values is shown below:

An ADC that is implemented in the Motorola HC12 microcontroller produces 10 bits. While not
fitting so nicely into a single byte of data, this 10-bit ADC does give additional resolution. Using an input
range from 0 to 5 V, the decimal resolution per least significant bit is 4.88 mV. If the ADC had 8 bits of
output, the resolution per bit would be 19.5 mV, a fourfold difference. Larger voltages, e.g., from 0 to
12 V, can be scaled with a voltage divider to fit the 0–5 V range. Smaller voltages can be amplified to
span the entire range. A process known as successive approximation (using the Successive Approximation
Register or SAR in the Motorola chip) is used to determine the correct digital value.

3.3 Output Signals of a Mechatronic System

Digital-to-Analog Converters

The output command from the microcontroller is a binary value in bit, byte (8 bits), or word (16 bits)
form. This digital signal is converted to analog using a digital-to-analog converter, or DAC. Let us examine
converting an 8-bit value into a voltage level between 0 and 12 V. The most significant bit in the binary
value to be converted (decimal 128) creates an analog value equal to half of the maximum output, or 6 V.
The next digit produces an additional one fourth, or 3 V, the next an additional one eighth, and so forth.
The sum of all these weighted output values represents the appropriate analog voltage. As was mentioned
in a previous section, the maximum voltage value in the range is not obtainable, as the largest value
generated is 255/256 of 12 V, or 11.953125 V. The smoothness of the signal representation depends on
the number of bits accepted by the DAC and the range of the output required. Figure 3.7 demonstrates
a simplified step function using a one-byte binary input and 12-V analog output.

Binary Decimal Voltage

0000 0000 0 0.0
0000 0001 1 0.00390625
1000 0000 128 6.0
1111 1111 255 11.953125

FIGURE 3.7 DAC stepped output.
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Actuator Output

Like sensors, actuators were first introduced in a previous section and will be described in detail in a
later chapter of this handbook. The three common actuators that this section will review are switches,
solenoids, and motors. Switches are simple state devices that control some activity, like turning on and
off the furnace in a house. Types of switches include relays and solid-state devices. Solid-state devices
include diodes, thyristors, bipolar transistors, field-effect transistors (FETs), and metal-oxide field-effect
transistors (MOSFETs). A switch can also be used with a sensor, thus turning on or off the entire sensor,
or a particular feature of a sensor.

Solenoids are devices containing a movable iron core that is activated by a current flow. The movement
of this core can then control some form of hydraulic or pneumatic flow. Applications are many, including
braking systems and industrial production of fluids. More information on solenoid actuators can be
found in a later chapter. Motors are the last type of actuator that will be summarized here. There are
three main types: direct current (DC), alternating current (AC), and stepper motors. DC motors may
be controlled by a fixed DC voltage or by pulse width modulation (PWM). In a PWM signal, such as
shown in Fig. 3.8, a voltage is alternately turned on and off while changing (modulating) the width of
the on-time signal, or duty cycle. AC motors are generally cheaper than DC motors, but require variable
frequency drive to control the rotational speed. Stepper motors move by rotating a certain number of
degrees in response to an input pulse.

3.4 Signal Conditioning

Signal conditioning is the modification of a signal to make it more useful to a system. Two important
types of signal conditioning are, of course, the conversion between analog and digital, as described in
the previous two sections. Other types of signal conditioning are briefly covered below, with a full coverage
reserved for Chapters 46 and 47.

Sampling Rate

The rate at which data samples are taken obviously affects the speed at which the mechatronic system can
detect a change in situation. There are several things to consider, however. For example, the response of
a sensor may be limited in time or range. There is also the time required to convert the signal into a form
usable by the microprocessor, the A to D conversion time. A third is the frequency of the signal being
sampled. For voice digitalization, there is a very well-known sampling rate of 8000 samples per second.
This is a result of the Nyquist theorem, which states that the sampling rate, to be accurate, must be at least
twice the maximum frequency being measured. The 8000 samples per second rate thus works well for
converting human voice over an analog telephone system where the highest frequency is approximately
3400 Hz. Lastly, the clock speed of the microprocessor must also be considered. If the ADC and DAC are

FIGURE 3.8 Pulse width modulation.
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on the same board as the microprocessor, they will often share a common clock. The microprocessor
clock, however, may be too fast for the ADC and DAC. In this case, a prescaler is used to divide the clock
frequency to a level usable by the ADC and DAC.

Filtering

Filtering is the attenuation (lessening) of certain frequencies from a signal. This process can remove noise
from a signal and condition the line for better data transmission. Filters can be divided into analog and
digital types, the analog filters being further divided into passive and active types. Analog passive filters use
resistors, capacitors, and inductors. Analog active filters typically use operational amplifiers with resistors
and capacitors. Digital filters may be implemented with software and/or hardware. The software component
gives digital filters the feature of being easier to change. Digital filters are explained fully in Chapter 29.

Filters may also be differentiated by the type of frequencies they affect.

1. Low-pass filters allow lower set of frequencies to pass through, while high frequencies are atten-
uated. A simplistic example of this is shown in Fig. 3.9.

2. High-pass filters, the opposite of low-pass, filter a lower frequency band while allowing higher
frequencies to pass.

3. Band-pass filters allow a particular range of frequencies to pass; all others are attenuated.
4. Band-stop filters stop a particular range of frequencies while all others are allowed to pass.

There are many types and applications of filters. For example, William Ribbens in his book Under-
standing Automotive Electronics (Newnes 1998) described a software low-pass filter (sometimes also called
a lag filter) that averages the last 60 fuel tank level samples taken at 1 s intervals. The filtered data are
then displayed on the vehicle instrument cluster. This type of filtering reduces large and quick fluctuations
in the fuel gauge due to sloshing in the tank, and thus displays a more accurate value.

Data Acquisition Boards

There is a special type of board that plugs into a slot in a desktop personal computer that can be used
for many of the tasks above. It is called a data acquisition board, or DAQ board. This type of board can
generate analog input and multiplex multiple input signals onto a single bus for transmission to the PC.
It can also come with signal conditioning hardware/software and an ADC. Some units have direct memory
access (DMA), where the device writes the data directly into computer memory without using the
microprocessor. While desktop PCs are not usually considered as part of a mechatronic system, the DAQ
board can be very useful for instrumentation.

FIGURE 3.9 Low-pass filter.
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3.5 Microprocessor Control

PID Control

A closed loop control system is one that determines a difference in the desired and actual condition (the
error) and creates a correction control command to remove this error. PID control demonstrates three ways
of looking at this error and correcting it. The first way is the P of PID, the proportional term. This term
represents the control action made by the microcontroller in proportion to the error. In other words, the
bigger the error, the bigger the correction. The I in PID is for the integral of the error over time. The
integral term produces a correction that considers the time the error has been present. Stated in other words,
the longer the error continues, the bigger the correction. Lastly, the D in PID stands for derivative. In the
derivative term, the corrective action is related to the derivative or change of the error with respect to time.
Stated in other words, the faster the error is changing, the bigger the correction. Control systems can use P,
PI, PD, or PID in creating corrective actions. The problem generally is “tuning” the system by selecting the
proper values in the terms. For more information on control design, see Chapter 31.

Programmable Logic Controllers

Any discussion of control systems and microprocessor control should start with the first type of “mecha-
tronic” control, the programmable logic controller or PLC. A PLC is a simpler, more rugged microcon-
troller designed for environments like a factory floor. Input is usually from switches such as push buttons
controlled by machine operators or position sensors. Timers can also be programmed in the PLC to run
a particular process for a set amount of time. Outputs include lamps, solenoid valves, and motors, with
the input–output interfacing done within the controller. A simple programming language used with a
PLC is called ladder logic or ladder programming. Ladder logic is a graphical language showing logic as
a combination of series (and’s) and parallel (or’s) blocks. Additional information can be found in
Chapter 43 and in the book Programmable Logic Controllers by W. Bolton (Newnes 1996).

Microprocessors

A full explanation of a microprocessor is found in section 5.8. For this discussion of microprocessors
and control, we need only know a few of the component parts of computer architecture. RAM, or random
access memory, is the set of memory locations the computer uses for fast temporary storage. The radio
station presets selected by the driver (or passenger) in the car radio are stored in RAM. A small electrical
current maintains these stored frequencies, so disconnection of the radio from the battery will result in
their loss. ROM, or read only memory, is the static memory that contains the program to run the
microcontroller. Thus the radio’s embedded program will not be lost when the battery is disconnected.
There are several types of ROM, including erasable programmable ROM (EPROM), electrically erasable
programmable ROM (EEPROM), and flash memory (a newer type of EEPROM). These types will be
explained later in this handbook. There are also special memory areas in a microprocessor called registers.
Registers are very fast memory locations that temporarily store the address of the program instruction
being executed, intermediate values needed to complete a calculation, data needed for comparison, and
data that need to be input or output. Addresses and data are moved from one point to another in RAM,
ROM, and registers using a bus, a set of lines transmitting data multiple bits simultaneously.

3.6 Microprocessor Numerical Control

Fixed-Point Mathematics

The microprocessors in an embedded controller are generally quite small in comparison to a personal
computer or computer workstation. Adding processing power in the form of a floating-point processor
and additional RAM or ROM is not always an option. This means that sometimes the complex mathematical
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functions needed in a control system are not available. However, sometimes the values being sensed and
computed, though real numbers, are of a reasonable range. Because of this situation there exists a special
type of arithmetic whereby microcontrollers use integers in place of floating-point numbers to compute
non-whole number (pseudo real) values.

There are several forms of fixed-point mathematics currently in use. The simplest form is based upon
powers of 2, just like normal integers in binary. However, a virtual binary point is inserted into the integer
to allow an approximation of real values to be stored as integers. A standard 8-bit unsigned integer is
shown below along with its equivalent decimal value.

0001 0100 = (1 * 24) + (1 * 22) = (1 * 16) + (1 * 4) = 20

Suppose a virtual binary point is inserted between the two nibbles in the byte. There are now four bits
left of the binary point with the standard positive powers of 2, and 4 bits right of the binary point with
negative powers of 2. The same number now represents a real number in decimal.

0001 0100 = (1 * 20) + (1 * 2-2) = (1 * 1) + (1 * 0.25) = 1.25

Obviously this method has shortcomings. The resolution of any fixed point number is limited to the
power of 2 attached to the least significant bit on the right of the number, in this case 2-4 or 1/16 or 0.0625.
Rounding is sometimes necessary. There is also a tradeoff in complexity, as the position of this virtual binary
point must constantly be maintained when performing calculations. The savings in memory usage and
processing time, however, often overcome these tradeoffs; so fixed-point mathematics can be very useful.

Calibrations

The area of calibrating a system can sometimes take on an importance not foreseen when designing a
mechatronic system. The use of calibrations, numerical and logical values kept in EEPROM or ROM,
allow flexibility in system tuning and implementation. For example, if different microprocessor crystal
speeds may be used in a mechatronic system, but real-time values are needed, a stored calibration constant
of clock cycles per microsecond will allow this calculation to be affected. Thus, calibrations are often
used as a gain, the value multiplied by some input in order to produce a scaled output.

Also, as mentioned above, calibrations are often used in the testing of a mechatronic system in order
to change the “feel” of the product. A transmission control unit can use a set of calibrations on engine
RPM, engine load, and vehicle speed to determine when to shift gears. This is often done with hysteresis,
as the shift points moving from second gear to third gear as from third gear to second gear may differ.

3.7 Microprocessor Input–Output Control

Polling and Interrupts

There are two basic methods for the microprocessor to control input and output. These are polling and
interrupts. Polling is just that, the microprocessor periodically checking various peripheral devices to
determine if input or output is waiting. If a peripheral device has some input or output that should be
processed, a flag will be set. The problem is that a lot of processing time is wasted checking for inputs
when they are not changing.

Servicing an interrupt is an alternative method to control inputs and outputs. In this method, a register
in the microprocessor must have set an interrupt enable (IE) bit for a particular peripheral device. When
an interrupt is initiated by the peripheral, a flag is set for the microprocessor. The interrupt request (IRQ)
line will go active, and the microprocessor will service the interrupt. Servicing an interrupt means that
the normal processing of the microprocessor is halted (i.e., interrupted) while the input/output is com-
pleted. In order to resume normal processing, the microprocessor needs to store the contents of its registers
before the interrupt is serviced. This process includes saving all active register contents to a stack, a part
©2002 CRC Press LLC



 

       
of RAM designated for this purpose, in a process known as a push. After a push, the microprocessor can
then load the address of the Interrupt Service Routine and complete the input/output. When that portion
of code is complete, the contents of the stack are reloaded to the registers in an operation known as a
Pop (or Pull) and normal processing resumes.

Input and Output Transmission

Once the input or output is ready for transmission, there are several modes that can be used. First, data
can be moved in either parallel or serial mode. Parallel mode means that multiple bits (e.g., 16 bits) move
in parallel down a multiple pathway or bus from source to destination. Serial mode means that the bits
move one at a time, in a series, down a single pathway. Parallel mode traffic is faster in that multiple bits
are moving together, but the number of pathways is a limiting factor. For this reason parallel mode is usually
used for components located close to one another while serial transmission is used if any distance is involved.

Serial data transmission can also be differentiated by being asynchronous or synchronous. Asynchro-
nous data transmission uses separate clocks between the sender and receiver of data. Since these clocks
are not synchronized, additional bits called start and stop bits are required to designate the boundaries
of the bytes being sent. Synchronous data transmission uses a common or synchronized timing source.
Start and stop bits are thus not needed, and overall throughput is increased.

A third way of differentiating data transmission is by direction. A simplex line is a one direction only
pathway. Data from a sensor to the microcontroller may use simplex mode. Half-duplex mode allows
two-way traffic, but only one direction at a time. This requires a form of flow control to avoid data
transmission errors. Full-duplex mode allows two-way simultaneous transmission of data.

The agreement between sending and receiving units regarding the parameters of data transmission
(including transmission speed) is known as handshaking.

HC12 Microcontroller Input–Output Subsystems

There are four input–output subsystems on the Motorola HC12 microcontroller that can be used to
exemplify the data transmission section above. 

The serial communications interface (SCI) is an asynchronous serial device available on the HC12. It can
be either polled or interrupt driven and is intended for communication between remote devices. Related to
SCI is the serial peripheral interface (SPI). SPI is a synchronous serial interface. It is intended for commu-
nication between units that support SPI like a network of multiple microcontrollers. Because of the synchro-
nization of timing that is required, SPI uses a system of master/slave relationships between microcontrollers.

The pulse width modulation (PWM) subsystem is often used for motor and solenoid control. Using
registers that are mapped to both the PWM unit and the microprocessor, a PWM output can be com-
manded by setting values for the period and duty cycle in the proper registers. This will result in a
particular on-time and off-time voltage command.

Last, the serial in-circuit debugger (SDI) allows the microcontroller to connect to a PC for checking
and modifying embedded software.

Microcontroller Network Systems

There is one last topic that should be mentioned in this section on inputs and outputs. Mechatronic
systems often work with other systems in a network. Data and commands are thus transmitted from
one system to another. While there are many different protocols, both open and proprietary, that could
be mentioned about this networking, two will serve our purposes. The first is the manufacturing auto-
mation protocol (MAP) that was developed by General Motors Corporation. This system is based on
the ISO Open Systems Interconnection (OSI) model and is especially designed for computer integrated
manufacturing (CIM) and multiple PLCs. The second is the controller area network (CAN). This
standard for serial communications was developed by Robert Bosch GmbH for use among embedded
systems in a car.
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3.8 Software Control

Systems Engineering

Systems engineering is the systems approach to the design and development of products and systems. As
shown in Fig. 3.10, a drawing that shows the relationships of the major engineering competencies with
mechatronics, the systems engineering competency encompasses the mechanical, electrical, and software
competencies. There are several important tasks for the systems engineers to perform, starting with
requirements gathering and continuing through final product and system verification and validation.
After requirements gathering and analysis, the systems engineers should partition requirements func-
tionality between mechanical, electrical, and software components, in consultation with the three
competencies involved. This is part of the implementation of concurrent engineering. As also shown
by the figure, software is an equal partner in the development of a mechatronic system. It is not an
add-on to the system and it is not free, the two opinions that were sometimes held in the past by
engineering management. While the phrase “Hardware adds cost, software adds value” is not entirely
true either, sometimes software engineers felt that their competency was not given equal weight with
the traditional engineering disciplines. And one last comment—many mechatronic systems are safety
related, such as an air bag system in a car. It is as important for the software to be as fault tolerant as
the hardware.

Software Engineering

Software engineering is concerned with both the final mechatronic “product” and the mechatronic
development process. Two basic approaches are used with process, with many variations upon these
approaches. One is called the “waterfall” method, where the process moves (falls) from one phase to
another (e.g., analysis to design) with checkpoints along the way. The other method, the “spiral” approach,
is often used when the requirements are not as well fixed. In this method there is prototyping, where the
customers and/or systems engineers refine requirements as more information about the system becomes
known. In either approach, once the requirements for the software portion of the mechatronic system
are documented, the software engineers should further partition functionality as part of software design.
Metrics as to development time, development cost, memory usage, and throughput should also be
projected and recorded. Here is where the Software Engineering Institute’s Capability Maturity Model
(SEI CMM) levels can be used for guidance. It is a truism that software is almost never developed as
easily as estimated, and that a system can remain at the “90% complete” level for most of the development
life cycle. The first solution attempted to solve this problem is often assigning more software engineers
onto the project. This does not always work, however, because of the learning curve of the new people,
as stated by Frederick Brooks in his important book The Mythical Man Month (Addison-Wesley 1995).

FIGURE 3.10 Mechatronics engineering disciplines.
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Software Design

Perhaps the most important part of the software design for a mechatronic system can be seen from the
hierarchy in Fig. 3.11. Ranging from requirements at the top to hardware at the bottom, this layering
serves several purposes. The most important is that it separates mechatronic functionality from imple-
mentation. Quite simply, an upper layer should not be concerned with how a lower layer is actually
performing a task. Each layer instead is directed by the layer above and receives a service or status from a
layer below it. To cross more than one layer boundary is bad technique and can cause problems later in
the process. Remember that this process abstraction is quite useful, for a mechatronic system has mechan-
ical, electrical, and software parts all in concurrent development. A change in a sensor or actuator interface
should only require a change at the layer immediately above, the driver layer. There is one last reason for
using a hierarchical model such as this. In the current business climate, it is unlikely that the people
working at the various layers will be collocated. Instead, it is not uncommon for development to be taking
place in multiple locations in multiple countries. Without a crisp division of these layers, chaos can result.

For more information on these and many other topics in software engineering such as coupling,
cohesion, and software reuse, please refer to Chapter 49 of this handbook, Roger Pressman’s book Software
Engineering: A Practitioner’s Approach 5th Edition (McGraw Hill 2000), and Steve McConnell’s book Code
Complete (Microsoft Press 1993).

3.9 Testing and Instrumentation

Verification and Validation

Verification and validation are related tasks that should be completed throughout the life cycle of the
mechatronic product or system. Boehm in his book Software Engineering Economics (Prentice-Hall 1988)
describes verification as “building the product right” while validation is “building the right product.” In
other words, verification is the testing of the software and product to make sure that it is built to the
design. Validation, on the other hand, is to make sure the software or product is built to the requirements

FIGURE 3.11 Mechatronic software layering.
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from the customer. As mentioned, verification and validation are life cycle tasks, not tasks completed just
before the system is set for production. One of the simplest and most useful techniques is to hold hardware
and software validation and verification reviews. Validation design reviews of hardware and software should
include the systems engineers who have the best understanding of the customer requirements. Verification
hardware design and software code reviews, or peer reviews, are an excellent means of finding errors
upstream in the development process. Managers may have to decide whether to allocate resources
upstream, when the errors are easier to fix, or downstream, when the ramifications can be much more
drastic. Consider the difference between a code review finding a problem in code, and having the author
change it and recompile, versus finding a problem after the product has been sold and in the field, where
an expensive product recall may be required.

Debuggers

Edsgar Dijkstra, a pioneer in the development of programming as a discipline, discouraged the terms
“bug” and “debug,” and considered such terms harmful to the status of software engineering. They are,
however, used commonly in the field. A debugger is a software program that allows a view of what is
happening with the program code and data while the program is executing. Generally it runs on a PC
that is connected to a special type of development microcontroller called an emulator. While debuggers
can be quite useful in finding and correcting errors in code, they are not real-time, and so can actually
create computer operating properly (COP) errors. However, if background debug mode (BDM) is available
on the microprocessor, the debugger can be used to step through the algorithm of the program, making
sure that the code is operating as expected. Intermediate and final variable values, especially those related
to some analog input or output value, can be checked. Most debuggers allow multiple open windows, the
setting of program execution break points in the code, and sometimes even the reflashing of the program
into the microcontroller emulator. An example is the Noral debugger available for the Motorola HC12.

The software in the microcontroller can also check itself and its hardware. By programming in a
checksum, or total, of designated portions of ROM and/or EEPROM, the software can check to make
sure that program and data are correct. By alternately writing and reading 0x55 and 0xAA to RAM (the
“checkerboard test”), the program can verify that RAM and the bus are operating properly. These startup
tasks should be done with every product operation cycle.

Logic Analyzer

A logic analyzer is a device for nonintrusive monitoring and testing of the microcontroller. It is usually
connected to both the microcontroller and a simulator. While the microcontroller is running its program
and processing data, the simulator is simulating inputs and displaying outputs of the system. A “trigger
word” can be entered into the logic analyzer. This is a bit pattern that will be on one of the buses monitored
by the logic analyzer. With this trigger, the bus traffic around that point of interest can be captured and
stored in the memory of the analyzer. An inverse assembler in the analyzer allows the machine code on the
bus to be seen and analyzed in the form of the assembly level commands of the program. The analyzer can
also capture the analog outputs of the microcontroller. This could be used to verify that the correct PWM
duty cycle is being commanded. The simulator can introduce shorts or opens into the system, then the
analyzer is used to see if the software correctly responds to the faults. The logic analyzer can also monitor
the master loop of the system, making sure that the system completes all of its tasks within a designated
time, e.g., 15 ms. An example of a logic analyzer is the Hewlett Packard HP54620. 

3.10 Summary

This chapter introduced a number of topics regarding a mechatronic system. These topics included not
just mechatronic input, output, and processing, but also design, development, and testing. Future chapters
will cover all of this material in much greater detail.
©2002 CRC Press LLC



 

                      
4
Microprocessor-Based

Controllers and
Microelectronics

4.1 Introduction to Microelectronics
4.2 Digital Logic 
4.3 Overview of Control Computers 
4.4 Microprocessors and Microcontrollers
4.5 Programmable Logic Controllers
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4.1 Introduction to Microelectronics

The field of microelectronics has changed dramatically during the last two decades and digital technology
has governed most of the application fields in electronics. The design of digital systems is supported by
thousands of different integrated circuits supplied by many manufacturers across the world. This makes
both the design and the production of electronic products much easier and cost effective. The permanent
growth of integrated circuit speed, scale of integration, and reduction of costs have resulted in digital
circuits being used instead of classical analog solutions of controllers, filters, and (de)modulators.

The growth in computational power can be demonstrated with the following example. One single-
chip microcontroller has the computational power equal to that of one 1992 vintage computer notebook.
This single-chip microcontroller has the computational power equal to four 1981 vintage IBM personal
computers, or to two 1972 vintage IBM 370 mainframe computers. 

Digital integrated circuits are designed to be universal and are produced in large numbers. Modern
integrated circuits have many upgraded features from earlier designs, which allow for “user-friendlier”
access and control. As the parameters of Integrated circuits (ICs) influence not only the individually
designed IC, but all the circuits that must cooperate with it, a roadmap of the future development of IC
technology is updated every year. From this roadmap we can estimate future parameters of the ICs, and
adapt our designs to future demands. The relative growth of the number of integrated transistors on a
chip is relatively stable. In the case of memory elements, it is equal to approximately 1.5 times the current
amount. In the case of other digital ICs, it is equal to approximately 1.35 times the current amount.

In digital electronics, we use quantities called logical values instead of the analog quantities of voltage
and current. Logical variables usually correspond to the voltage of the signal, but they have only two
values: log.1 and log.0. If a digital circuit processes a logical variable, a correct value is recognized because
between the logical value voltages there is a gap (see Fig. 4.1). We can arbitrarily improve the resolution
of signals by simply using more bits. 
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4.2 Digital Logic

Digital circuits are composed of logic gates, such as elementary electronic circuits operating in only two
states. These gates operate in such a way that the resulting logical value corresponds to the resulting value
of the Boolean algebra statements. This means that with the help of gates we can realize every logical
and arithmetical operation. These operations are performed in combinational circuits for which the
resulting value is dependent only on the actual state of the inputs variables. Of course, logic gates are
not enough for automata construction. For creating an automaton, we also need some memory elements
in which we capture the responses of the arithmetical and logical blocks.

A typical scheme of a digital finite state automaton is given in Fig. 4.2. The automata can be constructed
from standard ICs containing logic gates, more complex combinational logic blocks and registers,
counters, memories, and other standard sequential ICs assembled on a printed circuit board. Another
possibility is to use application specific integrated circuits (ASIC), either programmable or full custom,
for a more advanced design. This approach is suitable for designs where fast hardware solutions are
preferred. Another possibility is to use microcontrollers that are designed to serve as universal automata,
which function can be specified by memory programming.

4.3 Overview of Control Computers

Huge, complex, and power-consuming single-room mainframe computers and, later, single-case mini-
computers were primarily used for scientific and technical computing (e.g., in FORTRAN, ALGOL) and
for database applications (e.g., in COBOL). The invention in 1971 of a universal central processing unit
(CPU) in a single chip microprocessor caused a revolution in the computer technology. Beginning in

FIGURE 4.1 Voltage levels and logical values correspondence.

FIGURE 4.2 A finite state automaton: X—input binary vector, Y—output binary vector, Q—internal state vector. 
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1981, multi-boxes (desktop or tower case, monitor, keyboard, mouse) or single-box (notebook) micro-
computers became a daily-used personal tool for word processing, spreadsheet calculation, game playing,
drawing, multimedia processing, and presentations. When connected in a local area network (LAN) or
over the Internet, these “personal computers (PCs)” are able to exchange data and to browse the World
Wide Web (WWW).

Besides these “visible” computers, many embedded microcomputers are hidden in products such as
machines, vehicles, measuring instruments, telecommunication devices, home appliances, consumer
electronic products (cameras, hi-fi systems, televisions, video recorders, mobile phones, music instru-
ments, toys, air-conditioning). They are connected with sensors, user interfaces (buttons and displays),
and actuators. Programmability of such controllers brings flexibility to the devices (function program
choice), some kind of intelligence (fuzzy logic), and user-friendly action. It ensures higher reliability and
easier maintenance, repairs, (auto)calibration, (auto)diagnostics, and introduces the possibility of their
interconnection—mutual communication or hierarchical control in a whole plant or in a smart house.
A photograph of an electrically operated instrument is given in Fig. 4.3. 

Embedded microcomputers are based on the Harvard architecture where code and data memories are
split. Firmware (program code) is cross-compiled on a development system and then resides in a non-
volatile memory. In this way, a single main program can run immediately after a supply is switched on.
Relatively expensive and shock sensitive mechanical memory devices (hard disks) and vacuum tube
monitors have been replaced with memory cards or solid state disks (if an archive memory is essential)
and LED segment displays or LCDs. A PC-like keyboard can be replaced by a device/function specifically
labeled key set and/or common keys (arrows, Enter, Escape) completed with numeric keys, if necessary.
Such key sets, auxiliary switches, large buttons, the main switch, and display can be located in water and
dust resistant operator panels.

Progress in circuit integration caused fast development of microcontrollers in the last two decades.
Code memory, data memory, clock generator, and a diverse set of peripheral circuits are integrated with
the CPU (Fig. 4.4) to insert such complete single-chip microcomputers into an application specific PCB.

Digital signal processors (DSPs) are specialized embedded microprocessors with some on-chip periph-
erals but with external ADC/DAC, which represent the most important input/output channel. DSPs have
a parallel computing architecture and a fixed point or floating point instruction set optimized for typical
signal processing operations such as discrete transformations, filtering, convolution, and coding. We can
find DSPs in applications like sound processing/generation, sensor (e.g., vibration) signal analysis,

FIGURE 4.3 Example of a small mechatronic system: The ALAMBETA device for measurement of thermal prop-
erties of fabrics and plastic foils (manufactured by SENSORA, Czech Republic). It employs a unique measuring
method using extra thin heat flow sensors, sample thickness measurement incorporated into a head drive, micro-
processor control, and connection with a PC.
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telecommunications (e.g., bandpass filter and digital modulation/demodulation in mobile phones, com-
munication transceivers, modems), and vector control of AC motors.

Mass production (i.e., low cost), wide-spread knowledge of operation, comprehensive access to soft-
ware development and debugging tools, and millions of ready-to-use code lines make PCs useful for
computing-intensive measurement and control applications, although their architecture and operating
systems are not well suited for this purpose.

As a result of computer expansion, there exists a broad spectrum of computing/processing means from
powerful workstations, top-end PCs and VXI systems (64/32 bits, over 1000 MFLOPS/MIPS, 1000 MB of
memory, input power over 100 W, cost about $10,000), downwards to PC-based computer cards/modules
(32 bits, 100–300 MFLOPS/MIPS, 10–100 MB, cost less than $1000). Microprocessor cards/modules
(16/8 bits, 10–30 MIPS, 1 MB, cost about $100), complex microcontroller chips (16/8 bits, 10–30 MIPS,
10–100 KB, cost about $10), and simple 8-pin microcontrollers (8 bits, 1–5 MIPS, 1 KB, 10 mW, cost
about $1) are also available for very little money.

4.4 Microprocessors and Microcontrollers

There is no strict border between microprocessors and microcontrollers because certain chips can access
external code and/or data memory (microprocessor mode) and are equipped with particular peripheral
components.

Some microcontrollers have an internal RC oscillator and do not need an external component. How-
ever, an external quartz or ceramic resonator or RC network is frequently connected to the built-in, active
element of the clock generator. Clock frequency varies from 32 kHz (extra low power) up to 75 MHz.
Another auxiliary circuit generates the reset signal for an appropriate period after a supply is turned on.
Watchdog circuits generate chip reset when a periodic retriggering signal does not come in time due to
a program problem. There are several modes of consumption reduction activated by program instructions.

Complexity and structure of the interrupt system (total number of sources and their priority level
selection), settings of level/edge sensitivity of external sources and events in internal (i.e., peripheral)
sources, and handling of simultaneous interrupt events appear as some of the most important criteria
of microcontroller taxonomy.

Although 16- and 32-bit microcontrollers are engaged in special, demanding applications (servo-unit
control), most applications employ 8-bit chips. Some microcontrollers can internally operate with a 16-bit
or even 32-bit data only in fixed-point range—microcontrollers are not provided with floating point unit
(FPU). New microcontroller families are built on RISC (Reduced Instruction Set) core executing due to
pipelining one instruction per few clock cycles or even per each cycle. 

FIGURE 4.4 Block diagram of a microcontroller.
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One can find further differences in addressing modes, number of direct accessible registers, and type
of code memory (ranging from 1 to 128 KB) that are important from the view of firmware development.
Flash memory enables quick and even in-system programming (ISP) using 3–5 wires, whereas classical
EPROM makes chips more expensive due to windowed ceramic packaging. Some microcontrollers have
built-in boot and debug capability to load code from a PC into the flash memory using UART (Universal
Asynchronous Receiver/Transmitter) and RS-232C serial line. OTP (One Time Programmable) EPROM
or ROM appear effective for large production series. Data EEPROM (from 64 B to 4 KB) for calibration
constants, parameter tables, status storage, and passwords that can be written by firmware stand beside
the standard SRAM (from 32 B to 4 KB).

The range of peripheral components is very wide. Every chip has bidirectional I/O (input/output) pins
associated in 8-bit ports, but they often have an alternate function. Certain chips can set an input decision
level (TTL, MOS, or Schmitt trigger) and pull-up or pull-down current sources. Output drivers vary in
open collector or tri-state circuitry and maximal currents. 

At least one 8-bit timer/counter (usually provided with a prescaler) counts either external events
(optional pulses from an incremental position sensor) or internal clocks, to measure time intervals, and
periodically generates an interrupt or variable baud rate for serial communication. General purpose 16-bit
counters and appropriate registers form either capture units to store the time of input transients or
compare units that generate output transients as a stepper motor drive status or PWM (pulse width
modulation) signal. A real-time counter (RTC) represents a special kind of counter that runs even in
sleep mode. One or two asynchronous and optionally synchronous serial interfaces (UART/USART)
communicate with a master computer while other serial interfaces like SPI, CAN, and I2C control other
specific chips employed in the device or system.

Almost every microcontroller family has members that are provided with an A/D converter and a
multiplexer of single-ended inputs. Input range is usually unipolar and equal to supply voltage or rarely to
the on-chip voltage reference. The conversion time is given by the successive approximation principle of
ADC, and the effective number of bits (ENOB) usually does not reach the nominal resolution 8, 10, or 12 bits.

There are other special interface circuits, such as field programmable gate array (FPGA), that can be
configured as an arbitrary digital circuit.

Microcontroller firmware is usually programmed in an assembly language or in C language. Many
software tools, including chip simulators, are available on websites of chip manufacturers or third-party
companies free of charge. A professional integrated development environment and debugging hardware
(in-circuit emulator) is more expensive (thousands of dollars). However, smart use of an inexpensive
ROM simulator in a microprocessor system or a step-by-step development cycle using an ISP programmer
of flash microcontroller can develop fairly complex applications.

4.5 Programmable Logic Controllers

A programmable logic controller (PLC) is a microprocessor-based control unit designed for an industrial
installation (housing, terminals, ambient resistance, fault tolerance) in a power switchboard to control
machinery or an industrial process. It consists of a CPU with memories and an I/O interface housed
either in a compact box or in modules plugged in a frame and connected with proprietary buses. The
compact box starts with about 16 I/O interfaces, while the module design can have thousands of I/O
interfaces. Isolated inputs usually recognize industrial logic, 24 V DC or main AC voltage, while outputs
are provided either with isolated solid state switches (24 V for solenoid valves and contactors) or with
relays. Screw terminal boards represent connection facilities, which are preferred in PLCs to wire them
to the controlled systems. I/O logical levels can be indicated with LEDs near to terminals.

Since PLCs are typically utilized to replace relays, they execute Boolean (bit, logical) operations and
timer/counter functions (a finite state automaton). Analog I/O, integer or even floating point arithmetic,
PWM outputs, and RTC are implemented in up-to-date PLCs. A PLC works by continually scanning a
program, such as machine code, that is interpreted by an embedded microprocessor (CPU). The scan
time is the time it takes to check the input status, to execute all branches (all individual rungs of a ladder
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diagram) of the program using internal (state) bit variables if any, and to update the output status.
The scan time is dependent on the complexity of the program (milliseconds or tens of msec). The next
scan operation either follows the previous one immediately (free running) or starts periodically.

Programming languages for PLCs are described in IEC-1131-3 nomenclature:

LD—ladder diagram (see Fig. 4.5)
IL—instruction list (an assembler)
SFC—sequential function chart (usually called by the proprietary name GRAFCET)
ST—structured text (similar to a high level language) 
FBD—function block diagram

PLCs are programmed using cross-compiling and debugging tools running on a PC or with programming
terminals (usually using IL), both connected with a serial link. Remote operator panels can serve as a
human-to-machine interface. A new alternate concept (called SoftPLC) consists of PLC-like I/O modules
controlled by an industrial PC, built in a touch screen operator panel.

4.6 Digital Communications

Intercommunication among mechatronics subsystems plays a key role in their engagement of applica-
tions, both of fixed and flexible configuration (a car, a hi-fi system, a fixed manufacturing line versus a
flexible plant, a wireless pico-net of computer peripheral devices). It is clear that digital communication
depends on the designers demands for the amount of transferred data, the distance between the systems,
and the requirements on the degree of data reliability and security.

The signal is represented by alterations of amplitude, frequency, or phase. This is accomplished by
changes in voltage/current in metallic wires or by electromagnetic waves, both in radiotransmission and
infrared optical transmission (either “wireless” for short distances or optical fibers over fairly long
distances). Data rate or bandwidth varies from 300 b/s (teleprinter), 3.4 kHz (phone), 144 kb/s (ISDN)
to tens of Mb/s (ADSL) on a metallic wire (subscriber line), up to 100 Mb/s on a twisted pair (LAN),
about 30–100 MHz on a microwave channel, 1 GHz on a coaxial cable (trunk cable network, cable TV),
and up to tens of Gb/s on an optical cable (backbone network).

Data transmission employs complex methods of digital modulation, data compression, and data
protection against loss due to noise interference, signal distortion, and dropouts. Multilayer standard
protocols (ISO/OSI 7-layer reference model or Internet 4-layer group of protocols including well-known
TCP/IP), “partly hardware, partly software realized,” facilitate an understanding between communication
systems. They not only establish connection on a utilizable speed, check data transfer, format and
compress data, but can make communication transparent for an application. For example, no difference
can be seen between local and remote data sources. An example of a multilayer communication concept
is depicted in Fig. 4.6.

FIGURE 4.5 Example of PLC ladder diagram: 000.xx/
010.xx—address group of inputs/outputs, TIM000—timer
delays 5 s. 000.00—normally open input contact, 000.02—
normally closed input contact.
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Depending on the number of users, the communication is done either point-to-point (RS-232C from
PC COM port to an instrument), point-to-multipoint (buses, networks), or even as a broadcasting
(radio). Data are transferred using either switched connection (telephone network) or packet switching
(computer networks, ATM). Bidirectional transmission can be full duplex (phone, RS-232C) or semi-
duplex (most of digital networks). Concerning the link topology, a star connection or a tree connection
employs a device (“master”) mastering communication in the main node(s). A ring connection usually
requires Token Passing method and a bus communication is controlled with various methods such as
Master-Slave pooling, with or without Token Passing, or by using an indeterministic access (CSMA/CD
in Ethernet).

An LPT PC port, SCSI for computer peripherals, and GPIB (IEEE-488) for instrumentation serve as
examples of parallel (usually 8-bit) communication available for shorter distances (meters). RS-232C,
RS-485, I2C, SPI, USB, and Firewire (IEEE-1394) represent serial communication, some of which can
bridge long distance (up to 1 km). Serial communication can be done either asynchronously using start
and stop bits within transfer frame or synchronously using included synchronization bit patterns, if
necessary. Both unipolar and bipolar voltage levels are used to drive either unbalanced lines (LPT, GPIB
vs. RS-232C) or balanced twisted-pair lines (CAN vs. RS-422, RS-485).

FIGURE 4.6 Example of multilayer communication.
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Electrostatic Actuation • Electromagnetic Actuation

5.3 Microsensors
Strain • Pressure • Acceleration • Force • Angular Rate 
Sensing (Gyroscopes)

5.4 Nanomachines

5.1 Introduction

Originally arising from the development of processes for fabricating microelectronics, micro-scale devices
are typically classified according not only to their dimensional scale, but their composition and manu-
facture. Nanotechnology is generally considered as ranging from the smallest of these micro-scale devices
down to the assembly of individual molecules to form molecular devices. These two distinct yet over-
lapping fields of microelectromechanical systems (MEMS) and nanosystems or nanotechnology share a
common set of engineering design considerations unique from other more typical engineering systems.
Two major factors distinguish the existence, effectiveness, and development of micro-scale and nano-
scale transducers from those of conventional scale. The first is the physics of scaling and the second is
the suitability of manufacturing techniques and processes. The former is governed by the laws of physics
and is thus a fundamental factor, while the latter is related to the development of manufacturing
technology, which is a significant, though not fundamental, factor. Due to the combination of these
factors, effective micro-scale transducers can often not be constructed as geometrically scaled-down
versions of conventional-scale transducers. 

The Physics of Scaling

The dominant forces that influence micro-scale devices are different from those that influence their
conventional-scale counterparts. This is because the size of a physical system bears a significant influence
on the physical phenomena that dictate the dynamic behavior of that system. For example, larger-scale
systems are influenced by inertial effects to a much greater extent than smaller-scale systems, while smaller
systems are influenced more by surface effects. As an example, consider small insects that can stand on
the surface of still water, supported only by surface tension. The same surface tension is present when
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humans come into contact with water, but on a human scale the associated forces are typically insignif-
icant. The world in which humans live is governed by the same forces as the world in which these insects
live, but the forces are present in very different proportions. This is due in general to the fact that inertial
forces typically act in proportion to volume, and surface forces typically in proportion to surface area.
Since volume varies with the third power of length and area with the second, geometrically similar but
smaller objects have proportionally more area than larger objects.

Exact scaling relations for various types of forces can be obtained by incorporating dimensional analysis
techniques [1–5]. Inertial forces, for example, can be dimensionally represented as , where Fi

is a generalized inertia force, ρ is the density of an object, L is a generalized length, and x is a displacement.
This relationship forms a single dimensionless group, given by

 

Scaling with geometric and kinematic similarity can be expressed as

 

where L represents the length scale, x the kinematic scale, t the time scale, the subscript o the original
system, and the s represents the scaled system. Since physical similarity requires that the dimensionless
group (P) remain invariant between scales, the force relationship is given by Fs /Fo = N 4, assuming that
the intensive property (density) remains invariant (i.e., ρs = ρo). An inertial force thus scales as N 4, where
N is the geometric scaling factor. Alternately stated, for an inertial system that is geometrically smaller
by a factor of N, the force required to produce an equivalent acceleration is smaller by a factor of N 4. A
similar analysis shows that viscous forces, dimensionally represented by Fv = µL , scale as N 2, assuming
the viscosity µ remains invariant, and elastic forces, dimensionally represented by Fe = ELx, scale as N 2,
assuming the elastic modulus E remains invariant. Thus, for a geometrically similar but smaller system,
inertial forces will become considerably less significant with respect to viscous and elastic forces.

General Mechanisms of Electromechanical Transduction

The fundamental mechanism for both sensing and actuation is energy transduction. The primary forms
of physical electromechanical transduction can be grouped into two categories. The first is multicomponent
transduction, which utilizes “action at a distance” behavior between multiple bodies, and the second is
deformation-based or solid-state transduction, which utilizes mechanics-of-material phenomena such as
crystalline phase changes or molecular dipole alignment. The former category includes electromagnetic
transduction, which is typically based upon the Lorentz equation and Faraday’s law, and electrostatic
interaction, which is typically based upon Coulomb’s law. The latter category includes piezoelectric effects,
shape memory alloys, and magnetostrictive, electrostrictive, and photostrictive materials. Although mate-
rials exhibiting these properties are beginning to be seen in a limited number of research applications,
the development of micro-scale systems is currently dominated by the exploitation of electrostatic and
electromagnetic interactions. Due to their importance, electrostatic and electromagnetic transduction is
treated separately in the sections that follow.

Sensor and Actuator Transduction Characteristics

Characteristics of concern for both microactuator and microsensor technology are repeatability, the
ability to fabricate at a small scale, immunity to extraneous influences, sufficient bandwidth, and if
possible, linearity. Characteristics typically of concern specifically for microactuators are achievable force,
displacement, power, bandwidth (or speed of response), and efficiency. Characteristics typically of con-
cern specifically for microsensors are high resolution and the absence of drift and hysteresis. 
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5.2 Microactuators

Electrostatic Actuation

The most widely utilized multicomponent microactuators are those based upon electrostatic transduc-
tion. These actuators can also be regarded as a variable capacitance type, since they operate in an
analogous mode to variable reluctance type electromagnetic actuators (e.g., variable reluctance stepper
motors). Electrostatic actuators have been developed in both linear and rotary forms. The two most
common configurations of the linear type of electrostatic actuators are the normal-drive and tangential
or comb-drive types, which are illustrated in Figs. 5.1 and 5.2, respectively. Note that both actuators are
suspended by flexures, and thus the output force is equal to the electrostatic actuation force minus the
elastic force required to deflect the flexure suspension. The normal-drive type of electrostatic microac-
tuator operates in a similar fashion to a condenser microphone. In this type of drive configuration, the
actuation force is given by 

where A is the total area of the parallel plates, ε is the permittivity of air, v is the voltage across the plates,
and x is the plate separation. The actuation force of the comb-drive configuration is given by

where w is the width of the plates, ε is the permittivity of air, v is the voltage across the plates, and d is
the plate separation. Dimensional examination of both relations indicates that force is independent of
geometric and kinematic scaling, that is, for an electrostatic actuator that is geometrically and kinemat-
ically reduced by a factor of N, the force produced by that actuator will be the same. Since forces associated
with most other physical phenomena are significantly reduced at small scales, micro-scale electrostatic
forces become significant relative to other forces. Such an observation is clearly demonstrated by the fact
that all intermolecular forces are electrostatic in origin, and thus the strength of all materials is a result
of electrostatic forces [6]. 

The maximum achievable force of multicomponent electrostatic actuators is limited by the dielectric
breakdown of air, which occurs in dry air at about 0.8 x  106 V/m. Fearing [7] estimates that the upper
limit for force generation in electrostatic actuation is approximately 10 N/cm2. Since electrostatic drives

FIGURE 5.1 Schematic of a normal-drive electrostatic
actuator.

FIGURE 5.2 Comb-drive electrostatic actuator. Ener-
gizing an electrode provides motion toward that electrode.
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do not have any significant actuation dynamics, and since the inertia of the moving member is usually
small, the actuator bandwidth is typically quite large, on the order of a kilohertz.

The maximum achievable stroke for normal configuration actuators is limited by the elastic region of the
flexure suspension and additionally by the dependence of actuation force on plate separation, as given by the
above stated equations. According to Fearing, a typical stroke for a surface micromachined normal config-
uration actuator is on the order of a couple of microns. The achievable displacement can be increased by
forming a stack of normal-configuration electrostatic actuators in series, as proposed by Bobbio et al. [8,9].

The typical stroke of a surface micromachined comb actuator is on the order of a few microns, though
sometimes less. The maximum achievable stroke in a comb drive is limited primarily by the mechanics
of the flexure suspension. The suspension should be compliant along the direction of actuation to enable
increased displacement, but must be stiff orthogonal to this direction to avoid parallel plate contact due
to misalignment. These modes of behavior are unfortunately coupled, so that increased compliance along
the direction of motion entails a corresponding increase in the orthogonal direction. The net effect is that
increased displacement requires increased plate separation, which results in decreased overall force. 

The most common configurations of rotary electrostatic actuators are the variable capacitance motor
and the wobble or harmonic drive motor, which are illustrated in Figs. 5.3 and 5.4, respectively. Both
motors operate in a similar manner to the comb-drive linear actuator. The variable capacitance motor
is characterized by high-speed low-torque operation. Useful levels of torque for most applications there-
fore require some form of significant micromechanical transmission, which do not presently exist. The
rotor of the wobble motor operates by rolling along the stator, which provides an inherent harmonic-
drive-type transmission and thus a significant transmission ratio (on the order of several hundred times).
Note that the rotor must be well insulated to roll along the stator without electrical contact. The drawback
to this approach is that the rotor motion is not concentric with respect to the stator, which makes the
already difficult problem of coupling a load to a micro-shaft even more difficult. 

Examples of normal type linear electrostatic actuators are those by Bobbio et al. [8,9] and Yamaguchi
et al. [10]. Examples of comb-drive electrostatic actuators are those by Kim et al. [11] and Matsubara
et al. [12], and a larger-scale variation by Niino et al. [13]. Examples of variable capacitance rotary elec-
trostatic motors are those by Huang et al. [14], Mehragany et al. [15], and Trimmer and Gabriel [16].

FIGURE 5.3 Variable capacitance type electrostatic
motor. Opposing pairs of electrodes are energized se-
quentially to rotate the rotor.

FIGURE 5.4 Harmonic drive type electrostatic motor.
Adjacent electrodes are energized sequentially to roll the
(insulated) rotor around the stator.
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Examples of harmonic-drive motors are those by Mehragany et al. [17,18], Price et al. [19], Trimmer
and Jebens [20,21], and Furuhata et al. [22]. Electrostatic microactuators remain a subject of research
interest and development, and as such are not yet available on the general commercial market.

Electromagnetic Actuation

Electromagnetic actuation is not as omnipresent at the micro-scale as at the conventional-scale. This
probably is due in part to early skepticism regarding the scaling of magnetic forces, and in part to the
fabrication difficulty in replicating conventional-scale designs. Most electromagnetic transduction is
based upon a current carrying conductor in a magnetic field, which is described by the Lorentz equation:

 

where F is the force on the conductor, I is the current in the conductor, l is the length of the conductor,
and B is the magnetic flux density. In this relation, the magnetic flux density is an intensive variable and
thus (for a given material) does not change with scale. Scaling of current, however, is not as simple. The
resistance of wire is given by

where ρ is the resistivity of the wire (an intensive variable), l is the length, and A the cross-sectional area.
If a wire is geometrically decreased in size by a factor of N, its resistance will increase by a factor of N .
Since the power dissipated in the wire is I2R, assuming the current remains constant implies that the
power dissipated in the geometrically smaller wire will increase by a factor of N. Assuming the maximum
power dissipation for a given wire is determined by the surface area of the wire, a wire that is smaller by
a factor of N will be able to dissipate a factor of N 2 less power. Constant current is therefore a poor
assumption. A better assumption is that maximum current is limited by maximum power dissipation,
which is assumed to depend upon surface area of the wire. Since a wire smaller by a factor of N can
dissipate a factor of N 2 less power, the current in the smaller conductor would have to be reduced by a
factor of N 3/2. Incorporating this into the scaling of the Lorentz equation, an electromagnetic actuator
that is geometrically smaller by a factor of N would exert a force that is smaller by a factor of N 5/2.
Trimmer and Jebens have conducted a similar analysis, and demonstrated that electromagnetic forces
scale as N 2 when assuming constant temperature rise in the wire, N 5/2 when assuming constant heat
(power) flow (as previously described), and N 3 when assuming constant current density [23,24]. In any
of these cases, the scaling of electromagnetic forces is not nearly as favorable as the scaling of electrostatic
forces. Despite this, electromagnetic actuation still offers utility in microactuation, and most likely scales
more favorably than does inertial or gravitational forces.

Lorentz-type approaches to microactuation utilize surface micromachined micro-coils, such as the one
illustrated in Fig. 5.5. One configuration of this approach is represented by the actuator of Inoue et al. [25],

FIGURE 5.5 Schematic of surface micromachined
microcoil for electromagnetic actuation.

dF Idl   Bx=

R
pl
A
----=
©2002 CRC Press LLC



 

             
which utilizes current control in an array of microcoils to position a permanent micro-magnet in a plane,
as illustrated in Fig. 5.6. Another Lorentz-type approach is illustrated by the actuator of Liu et al. [26],
which utilizes current control of a cantilevered microcoil flap in a fixed external magnetic field to effect
deflection of the flap, as shown in Fig. 5.7. Liu reported deflections up to 500 µm and a bandwidth of
approximately 1000 Hz [26]. Other examples of Lorentz-type nonrotary actuators are those by Shinozawa
et al. [27], Wagner and Benecke [28], and Yanagisawa et al. [29]. A purely magnetic approach (i.e., not
fundamentally electromagnetic) is the work of Judy et al. [30], which in essence manipulates a flexure-
suspended permanent micromagnet by controlling an external magnetic field.

Ahn et al. [31] and Guckel et al. [32] have both demonstrated planar rotary variable-reluctance type
electromagnetic micromotors. A variable reluctance approach is advantageous because the rotor does not
require commutation and need not be magnetic. The motor of Ahn et al. incorporates a 12-pole stator and
10-pole rotor, while the motor of Guckel et al. utilizes a 6-pole stator and 4-pole rotor. Both incorporate
rotors of approximately 500 µm diameter. Guckel reports (no load) rotor speeds above 30,000 rev/min, and
Ahn estimates maximum stall torque at 1.2 µN m. As with electrostatic microactuators, microfabricated
electromagnetic actuators likewise remain a subject of research interest and development and as such are
not yet available on the general commercial market.

5.3 Microsensors

Since microsensors do not transmit power, the scaling of force is not typically significant. As with
conventional-scale sensing, the qualities of interest are high resolution, absence of drift and hysteresis,
achieving a sufficient bandwidth, and immunity to extraneous effects not being measured.

Microsensors are typically based on either measurement of mechanical strain, measurement of
mechanical displacement, or on frequency measurement of a structural resonance. The former two types

FIGURE 5.6 Microcoil array for planar positioning of a permanent micromagnet, as described by Inoue et al. [25].
Each coil produces a field, which can either attract or repel the permanent magnet, as determined by the direction
of current. The magnet does not levitate, but rather slides on the insulated surface.

FIGURE 5.7 Cantilevered microcoil flap as described by Liu et al. [26]. The interaction between the energized coil
and the stationary electromagnet deflects the flap upward or downward, depending on the direction of current
through the microcoil.
©2002 CRC Press LLC



 

     
are in essence analog measurements, while the latter is in essence a binary-type measurement, since the
sensed quantity is typically the frequency of vibration. Since the resonant-type sensors measure frequency
instead of amplitude, they are generally less susceptible to noise and thus typically provide a higher
resolution measurement. According to Guckel et al., resonant sensors provide as much as one hundred
times the resolution of analog sensors [33]. They are also, however, more complex and are typically more
difficult to fabricate.

The primary form of strain-based measurement is piezoresistive, while the primary means of displace-
ment measurement is capacitive. The resonant sensors require both a means of structural excitation as
well as a means of resonant frequency detection. Many combinations of transduction are utilized for
these purposes, including electrostatic excitation, capacitive detection, magnetic excitation and detection,
thermal excitation, and optical detection.

Strain 

Many microsensors are based upon strain measurement. The primary means of measuring strain is via
piezoresistive strain gages, which is an analog form of measurement. Piezoresistive strain gages, also
known as semiconductor gages, change resistance in response to a mechanical strain. Note that piezo-
electric materials can also be utilized to measure strain. Recall that mechanical strain will induce an
electrical charge in a piezoelectric ceramic. The primary problem with using a piezoelectric material,
however, is that since measurement circuitry has limited impedance, the charge generated from a mechan-
ical strain will gradually leak through the measurement impedance. A piezoelectric material therefore
cannot provide reliable steady-state signal measurement. In constrast, the change in resistance of a
piezoresistive material is stable and easily measurable for steady-state signals. One problem with piezore-
sistive materials, however, is that they exhibit a strong strain-temperature dependence, and so must
typically be thermally compensated.

An interesting variation on the silicon piezoresistor is the resonant strain gage proposed by Ikeda et al.,
which provides a frequency-based form of measurement that is less susceptible to noise [34]. The resonant
strain gage is a beam that is suspended slightly above the strain member and attached to it at both ends.
The strain gage beam is magnetically excited with pulses, and the frequency of vibration is detected by
a magnetic detection circuit. As the beam is stretched by mechanical strain, the frequency of vibration
increases. These sensors provide higher resolution than typical piezoresistors and have a lower temper-
ature coefficient. The resonant sensors, however, require a complex three-dimensional fabrication tech-
nique, unlike the typical piezoresistors which require only planar techniques.

Pressure

One of the most commercially successful microsensor technologies is the pressure sensor. Silicon micro-
machined pressure sensors are available that measure pressure ranges from around one to several thou-
sand kPa, with resolutions as fine as one part in ten thousand. These sensors incorporate a silicon
micromachined diaphragm that is subjected to fluid (i.e., liquid or gas) pressure, which causes dilation
of the diaphragm. The simplest of these utilize piezoresistors mounted on the back of the diaphragm to
measure deformation, which is a function of the pressure. Examples of these devices are those by Fujii
et al. [35] and Mallon et al. [36]. A variation of this configuration is the device by Ikeda et al. Instead
of a piezoresistor to measure strain, an electromagnetically driven and sensed resonant strain gage, as
discussed in the previous section, is utilized [37]. Still another variation on the same theme is the
capacitive measurement approach, which measures the capacitance between the diaphragm and an
electrode that is rigidly mounted and parallel to the diaphragm. An example of this approach is by Nagata
et al. [38]. A more complex approach to pressure measurement is that by Stemme and Stemme, which
utilizes resonance of the diaphragm to detect pressure [39]. In this device, the diaphragm is capacitively
excited and optically detected. The pressure imposes a mechanical load on the diaphragm, which increases
the stiffness and, in turn, the resonant frequency. 
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Acceleration

Another commercially successful microsensor is the silicon microfabricated accelerometer, which in
various forms can measure acceleration ranges from well below one to around a thousand meters per
square second (i.e., sub-g to several hundred g ’s), with resolutions of one part in 10,000. These sensors
incorporate a micromachined suspended proof mass that is subjected to an inertial force in response to an
acceleration, which causes deflection of the supporting flexures. One means of measuring the deflection is
by utilizing piezoresistive strain gages mounted on the flexures. The primary disadvantage to this approach
is the temperature sensitivity of the piezoresistive gages. An alternative to measuring the deflection of the
proof mass is via capacitive sensing. In these devices, the capacitance is measured between the proof mass
and an electrode that is rigidly mounted and parallel. Examples of this approach are those by Boxenhorn
and Greiff [40], Leuthold and Rudolf [41], and Seidel et al. [42]. Still another means of measuring the
inertial force on the proof mass is by measuring the resonant frequency of the supporting flexures. The
inertial force due to acceleration will load the flexure, which will alter its resonant frequency. The frequency
of vibration is therefore a measure of the acceleration. These types of devices utilize some form of
transduction to excite the structural resonance of the supporting flexures, and then utilize some other
measurement technique to detect the frequency of vibration. Examples of this type of device are those
by Chang et al. [43], which utilize electrostatic excitation and capacitive detection, and by Satchell and
Greenwood [44], which utilize thermal excitation and piezoresistive detection. These types of acceler-
ometers entail additional complexity, but typically offer improved measurement resolution. Still another
variation of the micro-accelerometer is the force-balanced type. This type of device measures position
of the proof mass (typically by capacitive means) and utilizes a feedback loop and electrostatic or
electromagnetic actuation to maintain zero deflection of the mass. The acceleration is then a function
of the actuation effort. These devices are characterized by a wide bandwidth and high sensitivity, but are
typically more complex and more expensive than other types. Examples of force-balanced devices are
those by Chau et al. [45], and Kuehnel and Sherman [46], both of which utilize capacitive sensing and
electrostatic actuation.

Force 

Silicon microfabricated force sensors incorporate measurement approaches much like the microfabricated
pressure sensors and accelerometers. Various forms of these force sensors can measure forces ranging on
the order of millinewtons to newtons, with resolutions of one part in 10,000. Mechanical sensing typically
utilizes a beam or a flexure support which is elastically deflected by an applied force, thereby transforming
force measurement into measurement of strain or displacement, which can be accomplished by piezore-
sistive or capacitive means. An example of this type of device is that of Despont et al., which utilizes
capacitive measurement [47]. Higher resolution devices are typically of the resonating beam type, in
which the applied force loads a resonating beam in tension. Increasing the applied tensile load results in
an increase in resonant frequency. An example of this type of device is that of Blom et al. [48].

Angular Rate Sensing (Gyroscopes)

A conventional-scale gyroscope utilizes the spatial coupling of the angular momentum-based gyroscopic
effect to measure angular rate. In these devices, a disk is spun at a constant high rate about its primary
axis, so that when the disk is rotated about an axis not colinear with the primary (or spin) axis, a torque
results in an orthogonal direction that is proportional to the angular velocity. These devices are typically
mounted in gimbals with low-friction bearings, incorporate motors that maintain the spin velocity, and
utilize strain gages to measure the gyroscopic torque (and thus angular velocity). Such a design would
not be appropriate for a microsensor due to several factors, some of which include the diminishing effect
of inertia (and thus momentum) at small scales, the lack of adequate bearings, the lack of appropriate
micromotors, and the lack of an adequate three-dimensional microfabrication processes. Instead, micro-
scale angular rate sensors are of the vibratory type, which incorporate Coriolis-type effects rather than
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the angular momentum-based gyroscopic mechanics of conventional-scale devices. A Coriolis accelera-
tion results from linear translation within a coordinate frame that is rotating with respect to an inertial
reference frame. In particular, if the particle in Fig. 5.8 is moving with a velocity v within the frame xyz,
and if the frame xyz is rotating with an angular velocity of ω with respect to the inertial reference frame
XYZ, then a Coriolis acceleration will result equal to ac = 2ω x v. If the object has a mass m, a Coriolis
inertial force will result equal to Fc = -2mω x v (minus sign because direction is opposite ac). A vibratory
gyroscope utilizes this effect as illustrated in Fig. 5.9. A flexure-suspended inertial mass is vibrated in the
x-direction, typically with an electrostatic comb drive. An angular velocity about the z-axis will generate
a Coriolis acceleration, and thus force, in the y-direction. If the “external” angular velocity is constant
and the velocity in the x-direction is sinusoidal, then the resulting Coriolis force will be sinusiodal, and
the suspended inertial mass will vibrate in the y-direction with an amplitude proportional to the angular
velocity. The motion in the y-direction, which is typically measured capacitively, is thus a measure of the
angular rate. Examples of these types of devices are those by Bernstein et al. [49] and Oh et al. [50]. Note
that though vibration is an essential component of these devices, they are not technically resonant sensors,
since they measure amplitude of vibration rather than frequency.

5.4 Nanomachines

Nanomachines are devices that range in size from the smallest of MEMS devices down to devices
assembled from individual molecules [51]. This section briefly introduces energy sources, structural
hierarchy, and the projected future of the assembly of nanomachines. Built from molecular components
performing individual mechanical functions, the candidates for energy sources to actuate nanomachines
are limited to those that act on a molecular scale. Regarding manufacture, the assembly of nanoma-
chines is by nature a one-molecule-at-a-time operation. Although microscopy techniques are currently
used for the assembly of nanostructures, self-assembly is seen as a viable means of mass production.

FIGURE 5.8 Illustration of Coriolis acceleration, which
results from translation within a reference frame that is
rotating with respect to an inertial reference frame.

FIGURE 5.9 Schematic of a vibratory gyroscope.
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In a molecular device a discrete number of molecular components are combined into a supramolecular
structure where each discrete molecular component performs a single function. The combined action of
these individual molecules causes the device to operate and perform its various functions. Molecular
devices require an energy source to operate. This energy must ultimately be used to activate the compo-
nent molecules in the device, and so the energy must be chemical in nature. The chemical energy can
be obtained by adding hydrogen ions, oxidants, etc., by inducing chemical reactions by the impingement
of light, or by the actions of electrical current. The latter two means of energy activation, photochemical
and electrochemical energy sources, are preferred since they not only provide energy for the operation
of the device, but they can also be used to locate and control the device. Additionally, such energy
transduction can be used to transmit data to report on the performance and status of the device. Another
reason for the preference for photochemical- and electrochemical-based molecular devices is that, as
these devices are required to operate in a cyclic manner, the chemical reactions that drive the system
must be reversible. Since photochemical and electrochemical processes do not lead to the accumulation
of products of reaction, they readily lend themselves to application in nanodevices.

Molecular devices have recently been designed that are capable of motion and control by photochemical
methods. One device is a molecular plug and socket system, and another is a piston-cylinder system [51].
The construction of such supramolecular devices belongs to the realm of the chemist who is adept at
manipulating molecules.

As one proceeds upwards in size to the next level of nanomachines, one arrives at devices assembled
from (or with) single-walled carbon nanotubes (SWNTs) and/or multi-walled carbon nanotubes
(MWNTs) that are a few nanometers in diameter. We will restrict our discussion to carbon nanotubes
(CNTs) even though there is an expanding database on nanotubes made from other materials, especially
bismuth. The strength and versatility of CNTs make them superior tools for the nanomachine design
engineer. They have high electrical conductivity with current carrying capacity of a billion amperes per
square centimeter. They are excellent field emitters at low operating voltages. Moreover, CNTs emit light
coherently and this provides for an entire new area of holographic applications. The elastic modulus of
CNTs is the highest of all materials known today [52]. These electrical properties and extremely high
mechanical strength make MWNTs the ultimate atomic force microscope probe tips. CNTs have the
potential to be used as efficient molecular assembly devices for manufacturing nanomachines one atom
at a time.

Two obvious nanotechnological applications of CNTs are nanobearings and nanosprings. Zettl and
Cumings [53] have created MWNT-based linear bearings and constant force nanosprings. CNTs may
potentially form the ultimate set of nanometer-sized building blocks, out of which nanomachines of all
kinds can be built. These nanomachines can be used in the assembly of nanomachines, which can then
be used to construct machines of all types and sizes. These machines can be competitive with, or perhaps
surpass existing devices of all kinds.

SWNTs can also be used as electromechanical actuators. Baughman et al. [54] have demonstrated that
sheets of SWNTs generate larger forces than natural muscle and larger strains than high-modulus ferro-
electrics. They have predicted that actuators using optimized SWNT sheets may provide substantially
higher work densities per cycle than any other known actuator. Kim and Lieber [55] have built SWNT
and MWNT nanotweezers. These nanoscale electromechanical devices were used to manipulate and
interrogate nanostructures. Electrically conducting CNTs were attached to electrodes on pulled glass
micropipettes. Voltages applied to the electrodes opened and closed the free ends of the CNTs. Kim and
Lieber demonstrated the capability of the nanotweezers by grabbing and manipulating submicron clusters
and nanowires. This device could be used to manipulate biological cells or even manipulate organelles
and clusters within human cells. Perhaps, more importantly, these tweezers can potentially be used to as-
semble other nanomachines.

A wide variety of nanoscale manipulators have been proposed [56] including pneumatic manipulators
that can be configured to make tentacle, snake, or multi-chambered devices. Drexler has proposed
telescoping nanomanipulators for precision molecular positioning and assembly work. His manipulator
has a cylindrical shape with a diameter of 35 nm and an extensible length of 100 nm. A number of six
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degree of freedom Stewart platforms have been proposed [56], including one that allows strut lengths
to be moved in 0.10 nm increments across a 100 nm work envelope. A number of other nanodevices
including box-spring accelerometers, displacement accelerometers, pivoted gyroscopic accelerometers,
and gimbaled nanogyroscopes have been proposed and designed [56].

Currently, much thought is being devoted to molecular assembly and self-replicating devices (self-
replicating nanorobots). Self-assembly is arguably the only way for nanotechnology to advance in an
engineering or technological sense. Assembling a billion or trillion atom device—one atom at a time—
would be a great accomplishment. It would take a huge investment in equipment, labor, and time. Freitas
[56] describes the infrastructure needed to construct a simple medical nanorobot: a 1-µm spherical
respirocyte consisting of about 18 billion atoms. He estimates that a factory production line deploying
a coordinated system of 100 macroscale scanning probe microscope (SPM) assemblers, where each
assembler is capable of depositing one atom per second on a convergently-assembled workpiece, would
result in a manufacturing throughput of two nanorobots per decade. If one conjectures about enormous
increases in assembler manufacturing rates even to the extent of an output of one nanorobot per minute,
it would take two million years to build the first cubic centimeter therapeutic dosage of nanorobots.
Thus, it is clear that the future of medical nanotechnology and nanoengineering lies in the direction of
self-assembly and self-replication.
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6.1 Introduction

Modern engineering encompasses diverse multidisciplinary areas. Therefore, there is a critical need to
identify new directions in research and engineering education addressing, pursuing, and implementing
new meaningful and pioneering research initiatives and designing the engineering curriculum. By
integrating various disciplines and tools, mechatronics provides multidisciplinary leadership and sup-
ports the current gradual changes in academia and industry. There is a strong need for an advanced
research in mechatronics and a curriculum reform for undergraduate and graduate programs. Recent
research developments and drastic technological advances in electromechanical motion devices, power
electronics, solid-state devices, microelectronics, micro- and nanoelectromechanical systems (MEMS
and NEMS), materials and packaging, computers, informatics, system intelligence, microprocessors and
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DSPs, signal and optical processing, computer-aided-design tools, and simulation environments have
brought new challenges to the academia. As a result, many scientists are engaged in research in the area
of mechatronics, and engineering schools have revised their curricula to offer the relevant courses in
mechatronics. 

Mechatronic systems are classified as:

1. conventional mechatronic systems, 
2. microelectromechanical-micromechatronic systems (MEMS), and 
3. nanoelectromechanical-nanomechatronic systems (NEMS). 

The operational principles and basic foundations of conventional mechatronic systems and MEMS
are the same, while NEMS can be studied using different concepts and theories. In particular, the designer
applies the classical mechanics and electromagnetics to study conventional mechatronic systems and
MEMS. Quantum theory and nanoelectromechanics are applied for NEMS, see Fig. 6.1.

One weakness of the computer, electrical, and mechanical engineering curricula is the well-known
difficulties to achieving sufficient background, knowledge, depth, and breadth in integrative electrome-
chanical systems areas to solve complex multidisciplinary engineering problems. Mechatronics intro-
duces the subject matter, multidisciplinary areas, and disciplines (e.g., electrical, mechanical, and
computer engineering) from unified perspectives through the electromechanical theory fundamentals
(research) and designed sequence of mechatronic courses within an electromechanical systems (mecha-
tronic) track or program (curriculum). This course sequence can be designed based upon the program
objectives, strength, and goals. For different engineering programs (e.g., electrical, mechanical, com-
puter, aerospace, material), the number of mechatronic courses, contents, and coverage are different
because mechatronic courses complement the basic curriculum. However, the ultimate goal is the same:
educate and prepare a new generation of students and engineers to solve a wide spectrum of engineering
problems.

Mechatronics is an important part of modern confluent engineering due to integration, interaction,
interpretation, relevance, and systematization features. Efficient and effective means to assess the current
trends in modern engineering with assessments analysis and outcome prediction can be approached
through the mechatronic paradigm. The multidisciplinary mechatronic research and educational activ-
ities, combined with the variety of active student learning processes and synergetic teaching styles, will
produce a level of overall student accomplishments that is greater than the achievements which can
be produced by refining the conventional electrical, computer, and mechanical engineering curricula.
The multidisciplinary mechatronic paradigm serves very important purposes because it brings new
depth to engineering areas, advances students’ knowledge and background, provides students with the
basic problem-solving skills that are needed to cope with advanced electromechanical systems con-
trolled by microprocessors or DSPs, covers state-of-the-art hardware, and emphasizes and applies

FIGURE 6.1 Classification and fundamental theories applied in mechatronic systems.
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modern software environments. Through the mechatronic curriculum, important program objectives
and goals can be achieved. The integration of mechatronic courses into the engineering curriculum is
reported in this chapter. Our ultimate goal is to identify the role, examine the existing courses, refine
and enhance mechatronic curriculum in order to improve the structure and content of engineering
programs, recruit and motivate students, increase teaching effectiveness and improve material delivery, as
well as assess and evaluate the desired engineering program outcomes. The primary emphasis is placed
on enhancement and improvement in student knowledge, learning, critical thinking, depth, breadth,
results interpretation, integration and application of knowledge, motivation, commitment, creativity,
enthusiasm, and confidence. These can be achieved through the mechatronic curriculum development
and implementation. This chapter reports the development of a mechatronic curriculum. The role of
mechatronics in modern engineering is discussed and documented.

6.2 Nano-, Micro-, and Mini-Scale Electromechanical
Systems and Mechatronic Curriculum

Conventional, mini- and micro-scale electromechanical systems are studied from a unified perspective
because operating features, basic phenomena, and dominant effects are based upon classical electromag-
netics and mechanics (electromechanics). Electromechanical systems integrate subsystems and compo-
nents. No matter how well an individual subsystem or component (electric motor, sensor, power amplifier,
or DSP) performs, the overall performance can be degraded if the designer fails to integrate and optimize
the electromechanical system. While electric machines, sensors, power electronics, microcontrollers, and
DSPs should be emphasized, analyzed, designed, and optimized, the main focus is centered on integrated
issues. The designer sometimes fails to grasp and understand the global picture because this requires
extensive experience, background, knowledge, and capabilities to attain detailed assessment analysis with
outcome prediction and overall performance evaluation. While the component-based divide-and-solve
approach is valuable and applicable in the preliminary design phase, it is very important that the design
and analysis of integrated electromechanical systems be accomplished in the context of global optimiza-
tion with proper objectives, specifications, requirements, and bounds imposed. Novel electromechanical
and VLSI technologies, computer-aided-design software, software-hardware co-design tools, high-per-
formance software environments, and robust computational algorithms must be applied to design elec-
tromechanical systems. The main objective of the mechatronic curriculum development is to satisfy
academia–industry–government demands as well as to help students develop in-depth fundamental,
analytic, and experimental skills in analysis, design, optimization, control, and implementation of
advanced integrated electromechanical systems. It is not possible to cover the full spectrum of mecha-
tronics issues in a single course. Therefore, the mechatronic curriculum must be developed assuming
that students already have sufficient fundamentals in calculus, physics, circuits, electromechanical devices,
sensors, and controls.

The engineering curriculum usually integrates general education, science, and engineering courses.
The incorporation of multidisciplinary engineering science and engineering design courses represents
a major departure from the conventional curriculum. Usually, even electrical engineering students
have some deficiencies in advanced electromagnetics, electric machinery, power electronics, ICs, micro-
controllers, and DSPs because several of these courses are elective. Mechanical engineering students,
while advancing electrical engineering students in mechanics and thermodynamics, have limited access
to electromagnetics, electric machines, power electronics, microelectronics, and DSP courses. In addi-
tion, there are deficiencies in computer science and engineering mathematics for both electrical and
mechanical engineering students because these courses are usually required only for computer engi-
neering students. The need for engineering mathematics, electromagnetics, power electronics, and
electromechanical motion devices (electric machines, actuators, and sensors) has not diminished,
rather strengthened. In addition, radically new advanced hardware has been developed using enabling
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fabrication technologies to fabricate nano- and micro-scale sensors, actuators, ICs, and antennas. Efficient
software has emerged. To overcome the difficulties encountered, the mechatronic courses which cover
the multidisciplinary areas must be introduced to the engineering curriculum. Mechatronics has been
enthusiastically explored and supported by undergraduate and graduate, educational and research-
oriented universities, high-technology industry, and government laboratories. However, there is a need
to develop the long-term strategy in mechatronic research and education, define the role, as well as
implement, commercialize, and market the mechatronic and electromechanics programs. 

6.3 Mechatronics and Modern Engineering

Many engineering problems can be formulated, attacked, and solved using the mechatronic paradigm.
Mechatronics deals with benchmarking and emerging problems in integrated electrical–mechanical–
computer engineering, science, and technologies. Many of these problems have not been attacked and
solved; and sometimes, the existing solutions cannot be treated as the optimal one. This reflects obvious
trends in fundamental, applied, and experimental research as well as curriculum changes in response to
long-standing unsolved problems, engineering and technological enterprise, and entreaties of steady
evolutionary demands. 

Mechatronics is the integrated design, analysis, optimization, and virtual prototyping of intelligent
and high-performance electromechanical systems, system intelligence, learning, adaptation, decision
making, and control through the use of advanced hardware (actuators, sensors, microprocessors, DSPs,
power electronics, and ICs) and leading-edge software. 

Integrated multidisciplinary features approach quickly, as documented in Fig. 6.2. The mechatronic
paradigm, which integrates electrical, mechanical, and computer engineering, takes place.

The structural complexity of mechatronic systems has increased drastically due to hardware and
software advancements, as well as stringent achievable performance requirements. Answering the
demands of rising electromechanical system complexity, performance specifications, and intelligence,
the mechatronic paradigm was introduced. In addition to the proper choice of electromechanical
system components and subsystems, there are other issues which must be addressed in view of the
constantly evolving nature of the electromechanical systems theory (e.g., analysis, design, modeling,
optimization, complexity, intelligence, decision making, diagnostics, packaging). Competitive opti-
mum-performance electromechanical systems must be designed within the advanced hardware and
software concepts.

FIGURE 6.2 Mechatronics integrates electrical, mechanical, and computer engineering.
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6.4 Design of Mechatronic Systems

One of the most challenging problems in mechatronic systems design is the system architecture synthesis,
system integration, optimization, as well as selection of hardware (actuators, sensors, power electronics,
ICs, microcontrollers, and DSPs) and software (environments, tools, computation algorithms to perform
control, sensing, execution, emulation, information flow, data acquisition, simulation, visualization,
virtual prototyping, and evaluation). Attempts to design state-of-the-art high-performance mechatronic
systems and to guarantee the integrated design can be pursued through analysis of complex patterns and
paradigms of evolutionary developed biological systems. Recent trends in engineering have increased the
emphasis on integrated analysis, design, and control of advanced electromechanical systems. The scope
of mechatronic systems has continued to expand, and, in addition to actuators, sensors, power electronics,
ICs, antennas, microprocessors, DSPs, as well as input/output devices, many other subsystems must be
integrated. The design process is evolutionary in nature. It starts with a given set of requirements and
specifications. High-level functional design is performed first in order to produce detailed design at the
subsystem and component level. Using the advanced subsystems and components, the initial design is
performed, and the closed-loop electromechanical system performance is tested against the requirements.
If requirements and specifications are not met, the designer revises or refines the system architecture,
and other solutions are sought. At each level of the design hierarchy, the system performance in the
behavioral domain is used to evaluate and refine the design process and solution devised. Each level of
the design hierarchy corresponds to a particular abstraction level and has the specified set of activities
and design tools that support the design at this level. For example, different criteria are used to design
actuators and ICs due to different behavior, physical properties, operational principles, and performance
criteria imposed for these components. It should be emphasized that the level of hierarchy must be defined,
e.g., there is no need to study the behavior of millions of transistors on each IC chip because mechatronic
systems integrate hundreds of ICs, and the end-to-end behavior of ICs is usually evaluated (ICs are
assumed to be optimized, and these ICs are used as ready-to-use components). The design flow is
illustrated in Fig. 6.3.

Automated synthesis can be attained to implement this design flow. The design of mechatronic
systems is a process that starts from the specification of requirements and progressively proceeds to
perform a functional design and optimization that is gradually refined through a sequence of steps.
Specifications typically include the performance requirements derived from systems functionality,
operating envelope, affordability, and other requirements. Both top-down and bottom-up approaches
should be combined to design high-performance mechatronic systems augmenting hierarchy, integ-
rity, regularity, modularity, compliance, and completeness in the synthesis process. Even though the

FIGURE 6.3 Design flow in synthesis of mechatronic systems.

System Synthesis in 
Structural/Architectural 

Domain

System
Design,

Synthesis, and
Optimization

Achieved System
Performance:

Behavioral Domain

Desired System
Performance:

Behavioral Domain
©2002 CRC Press LLC



 

   
basic foundations have been developed, some urgent areas have been downgraded, less emphasized,
and researched. The mechatronic systems synthesis reported guarantees an eventual consensus
between behavioral and structural domains, as well as ensures descriptive and integrative features in
the design. These were achieved applying the mechatronic paradigm which allows one to extend and
augment the results of classical mechanics, electromagnetics, electric machinery, power electronics,
microelectronics, informatics, and control theories, as well as to apply advanced integrated hardware
and software.

To acquire and expand the engineering core, there is the need to augment interdisciplinary areas as
well as to link and place the multidisciplinary perspectives integrating actuators–sensors–power elec-
tronics–ICs–DSPs to attain actuation, sensing, control, decision making, intelligence, signal processing,
and data acquisition. New developments are needed. The theory and engineering practice of high-
performance electromechanical systems should be considered as the unified cornerstone of the engineering
curriculum through mechatronics. The unified analysis of actuators and sensors (e.g., electromechanical
motion devices), power electronics and ICs, microprocessors and DSPs, and advanced hardware and
software, have barely been introduced into the engineering curriculum. Mechatronics, as the break-
through concept in the design and analysis of conventional-, mini-, micro- and nano-scale electro-
mechanical systems, was introduced to attack, integrate, and solve a great variety of emerging problems. 

6.5 Mechatronic System Components

Mechatronics integrates electromechanical systems design, modeling, simulation, analysis, software-
hardware developments and co-design, intelligence, decision making, advanced control (including self-
adaptive, robust, and intelligent motion control), signal/image processing, and virtual prototyping.
The mechatronic paradigm utilizes the fundamentals of electrical, mechanical, and computer engi-
neering with the ultimate objective to guarantee the synergistic combination of precision engineering,
electronic control, and intelligence in the design, analysis, and optimization of electromechanical
systems. Electromechanical systems (robots, electric drives, servomechanisms, pointing systems, assem-
blers) are highly nonlinear systems, and their accurate actuation, sensing, and control are very chal-
lenging problems. Actuators and sensors must be designed and integrated with the corresponding
power electronic subsystems. The principles of matching and compliance are general design principles,
which require that the electromechanical system architectures should be synthesized integrating all
subsystems and components. The matching conditions have to be determined and guaranteed, and
actuators– sensors–power electronics compliance must be satisfied. Electromechanical systems must
be controlled, and controllers should be designed. Robust, adaptive, and intelligent control laws must
be designed, examined, verified, and implemented. The research in control of electromechanical systems
aims to find methods for devising intelligent and motion controllers, system architecture synthesis,
deriving feedback maps, and obtaining gains. To implement these controllers, microprocessors and
DSPs with ICs (input-output devices, A/D and D/A converters, optocouplers, transistor drivers) must
be used. Other problems are to design, optimize, and verify the analysis, control, execution, emulation,
and evaluation software.

It was emphasized that the design of high-performance mechatronic systems implies the subsystems
and components developments. One of the major components of mechatronic systems are electric
machines used as actuators and sensors. The following problems are usually emphasized: characterization
of electric machines, actuators, and sensors according to their applications and overall systems require-
ments by means of specific computer-aided-design software; design of high-performance electric
machines, actuators, and sensors for specific applications; integration of electric motors and actuators
with sensors, power electronics, and ICs; control and diagnostic of electric machines, actuators, and
sensors using microprocessors and DSPs.
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6.6 Systems Synthesis, Mechatronics Software,
and Simulation

Modeling, simulation, and synthesis are complementary activities performed in the design of mechatronic
systems. Simulation starts with the model developments, while synthesis starts with the specifications
imposed on the behavior and analysis of the system performance through analysis using modeling,
simulation, and experimental results. The designer mimics, studies, analyzes, and evaluates the mecha-
tronic system’s behavior using state, performance, control, events, disturbance, and other variables. The
synthesis process was described in section 6.4. Modeling, simulation, analysis, virtual prototyping, and
visualization are critical and urgently important aspects for developing and prototyping of advanced
electromechanical systems. As a flexible high-performance modeling and design environment, MATLAB

has become a standard, cost-effective tool. Competition has prompted cost and product cycle reductions.
To speed up analysis and design with assessment analysis, facilitate enormous gains in productivity and
creativity, integrate control and signal processing using advanced microprocessors and DSPs, accelerate
prototyping features, generate real-time C code and visualize the results, perform data acquisition and
data intensive analysis, the MATLAB

R environment is used. In MATLAB, the following commonly used
toolboxes can be applied: SIMULINK

R, Real-Time Workshop™, Control System, Nonlinear Control Design,
Optimization, Robust Control, Signal Processing, Symbolic Math, System Identification, Partial Differ-
ential Equations, Neural Networks, as well as other application-specific toolboxes (see the MATLAB demo
typing demo in the Command Window). MATLAB capabilities should be demonstrated by attacking
important practical examples in order to increase students’ productivity and creativity by demonstrating
how to use the advanced software in electromechanical system applications. The MATLAB environment
offers a rich set of capabilities to efficiently solve a variety of complex analysis, modeling, simulation,
control, and optimization problems encountered in undergraduate and graduate mechatronic courses.
A wide array of mechatronic systems can be modeled, simulated, analyzed, and optimized. The electro-
mechanical systems examples, integrated within mechatronic courses, will provide the practice and
educate students with the highest degree of comprehensiveness and coverage.

6.7 Mechatronic Curriculum

The ultimate objective of the mechatronic curriculum is to educate a new generation of students and
engineers, as well as to assist industry and government in the development of high-performance electro-
mechanical systems augmenting conventional engineering curriculum with an ever-expanding electro-
mechanics core. The emphasis should be focused on advancing the overall mission of the engineering
curriculum, because through mechatronics it is possible to further define, refine, and expand the objec-
tives into three fundamental areas, which are research, education, and service. Using the mechatronic
paradigm, academia will perform world-class fundamental and applied research by

• integrating electromagnetics, electromechanics, power electronics, ICs, and control; 

• devising advanced design, analysis, and optimization simulation and analytic tools and capabilities
through development of specialized computer-aided-design software; 

• developing actuation-sensing-control hardware;

• devising advanced paradigms, concepts, and technologies;

• supporting research, internship, and cooperative multidisciplinary education programs for under-
graduate and graduate students;

• supporting, sustaining, and assisting faculty in emerging new areas.

Mechatronic curriculum design includes development of goals and objectives, programs of study and
curriculum guides, courses, laboratories, textbooks, instructional materials, manuals, experiments,
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instructional sequences, material delivery techniques, visualization and demonstration approaches, and
other supplemental materials to accomplish a wide range of educational and research goals. There is an
increase in the number of students whose good programming skills and theoretical background match
with complete inability to solve simple engineering problems. The fundamental goal of mechatronic
courses is to demonstrate the application of theoretical, applied, and experimental results in analysis,
design, and deployment of complex electromechanical systems (including NEMS and MEMS), to cover
emerging hardware and software, to introduce and deliver the rigorous theory of electromechanics, to
help students develop strong problem-solving skills, as well as to provide the needed engineering practice.
The courses in mechatronics are intended to develop a thorough understanding of integrated perspectives
in analysis, modeling, simulation, optimization, design, and implementation of complex electromechan-
ical systems. By means of practical, worked-out examples, students will be prepared and trained to use
the results in engineering practice, research, and developments. Advanced hardware and software of
engineering importance (electromechanical motion devices, actuators, sensors, solid-state devices, power
electronics, ICs, microprocessors, and DSPs) must be comprehensively covered in detail from multidis-
ciplinary integrated perspectives. 

At Purdue University Indianapolis, in the Department of Electrical and Computer Engineering, the
following undergraduate courses are required in the Electrical Engineering plan of study: Linear Circuit
Analysis I and II, Signals and Systems, Semiconductor Devices, Electric and Magnetic Fields, Microprocessor
Systems and Interfacing , and Feedback Systems Analysis and Design. The following elective undergraduate
courses assist the mechatronic area: Electromechanical Motion Devices, Computer Architecture, Digital
Signal Processing, and Multimedia Systems. In addition to this set of core Electrical and Computer
Engineering courses, there is a critical need to teach the courses in mechatronics. 

The mechatronic curriculum should emphasize and augment traditional engineering topics and the
latest enabling technologies and developments to integrate and stimulate new advances in the analysis
and design of advanced state-of-the-art mechatronic systems. For example, the following courses should
be developed and offered: Mechatronic Systems, Smart Structures, Micromechatronics (Microelectrome-
chanical Systems), and Nanomechatronics (Nanoelectromechanical Systems).

The major goal is to ensure a deep understanding of the engineering underpinnings, integrate engineering–
science–technology, and develop the modern picture of electromechanical engineering by using the
bedrock fundamentals of mechatronics. It is recognized by academia, industry, and government that
the most urgent areas of modern mechatronics needing development are MEMS and NEMS. Therefore,
current developments should be concentrated to perform fundamental, applied, and experimental
research in these emerging fields.

6.8 Introductory Mechatronic Course

At Purdue University Indianapolis, in the Electrical and Computer Engineering and Mechanical Engi-
neering departments, an Electrical/Mechanical Engineering senior-level undergraduate–junior graduate
mechatronic course was developed and offered. The topics covered are given in Table 6.1. 

This course is developed to bridge the engineering–science–technology gap by bonding innovative
multi-disciplinary developments, focusing on state-of-the-art hardware, and centering on high-perfor-
mance software. The developed course dramatically reduces the time students need to establish basic skills
for high-technology employability. The objective of this course is twofold: to bring recent developments
of modern electromechanics and to integrate an interactive studio-based method of instruction and
delivery. During the past decade, there has been a shift in engineering education from an instructor-
centered lectures environment to a student-centered learning environment. We have developed a mecha-
tronics studio that combines lectures, simulation exercises, and experiments in a single classroom in order
to implement new teaching and delivery methods through an active learning environment, activity-based
strategies, interactive multimedia, networked computer-based learning, multisynchronous delivery of
supporting materials, and effective demonstration. Simulation-based assignments can be used to illustrate
problems that cannot be easily studied and assessed using classical paper-and-pencil analytic solutions.
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Although simulation-based assignments provide much insight to practical problems, there is nothing that
can take the place of hands-on experiments. The mechatronics is introduced through synergy of compre-
hensive systems design, high-fidelity modeling, simulation, hardware demonstration, and case studies.

The assessment performed demonstrates that this course guarantees comprehensive, balanced cover-
age, satisfies the program objectives, and fulfills the goals. While students are familiar with some topics
of advanced engineering and science (calculus and physics), it is clear that they do not have sufficient
background in nonlinear dynamics and control, electric machinery, power electronics, solid-state devices,
ICs, microprocessors, and DSPs. Therefore, the material is presented in sufficient details, and basic theory
needed to fully understand, appreciate, and apply mechatronics is covered. In this course, most efficient
and straightforward analysis, modeling, simulation, and synthesis methods are presented and demon-
strated with ultimate objectives to address and solve the analysis, design, control, optimization, and
virtual prototyping problems. A wide range of worked-out examples and qualitative illustrations, which
are treated in-depth, bridge the gap between the theory, practical problems, and engineering practice.
Step-by-step, the mechatronic course guides students from rigorous theoretical foundation to advanced
applications and implementation. In addition to achieving a good balance between theory and applica-
tion, state-of-the-art hardware and software are emphasized and demonstrated. In this course, mecha-
tronic systems are thoroughly covered, and students can easily apply the results to attack real engineering
problems. 

6.9 Books in Mechatronics

The demand for educational books in mechatronics far exceeds what was previously anticipated by
academia and industry. Excellent textbooks in electric machinery [1–8], power electronics [9–11], micro-
electronics and ICs [12], and sensors [13,14] were published. Educational examples in analysis and design
of linear electromechanical systems are available from control books [15–21]. Control Systems Theory
With Engineering Applications [18], shown in Fig. 6.4, has a number of illustrative examples in modeling,
simulation, and control of complex nonlinear electromechanical systems. In particular, analysis and
control of nonlinear transducers, permanent-magnet DC and synchronous motors, squirrel-cage induc-
tion motors, servomechanisms, and power converters are thoroughly covered.

The need for a comprehensive treatment of nonlinear electromechanical systems using the mechatronic
paradigm is evident. Excellent books in conventional electromechanical motion devices [3,4,22], and
textbooks for mechanical engineering students in mechatronics [23–27] have been used in Electrical and
Mechanical Engineering departments, respectively. However, there is a critical need for modern books
in mechatronics that are comprehensive in their coverage and global in their perspective for engineering
departments. The time has come to target new frontiers using the developed engineering enterprise,

TABLE 6.1 Mechatronic Course Contents

No. Topic Class

1 Introduction to electromechanical systems and mechatronics 1
2 Electromagnetics and mechanics in mechatronic systems: Newtonian mechanics, the Lagrange 

equations of motion, and Kirchhoff ’s laws
2

3 Energy conversion and electromechanical analogies 2
4 Dynamics of mechatronic system 2
5 The MATLAB environment in nonlinear analysis and modeling of mechatronic systems 2
6 Permanent-magnet direct-current and synchronous servo-motors 4
7 Transducers and smart structures: actuators and sensors 2
8 Power electronics, driving circuitry, power converters and amplifiers 4
9 Motion control of electromechanical systems and smart structures 3

10 Microprocessors and DSPs in control and data acquisition of mechatronic systems 2
11 Mechatronic systems: case-studies, modeling, analysis, control, and laboratory experiments 3
12 Advanced project 1
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emerging technologies, advanced hardware, and state-of-the-art software. The book Electromechanical
Systems, Electric Machines, and Applied Mechatronics [28] was written by taking advantage of the modern
engineering curriculum, see Fig. 6.5. In this book, the fundamental theory of electromechanics, new
enabling technologies, basic engineering principles, system integration, modeling, analysis, simulation,
control, as well as a spectrum of emerging engineering problems, were comprehensively covered. For
NEMS and MEMS, the book Nano- and Micro-Electromechanical Systems: Fundamentals of Nano- and
Micro-Engineering [29] can be effectively used. A wide number of demonstrations and examples of
electromechanical systems are covered.

FIGURE 6.4 Control book with coverage in analysis and control of electromechanical systems. http://www.birkhauser.
com/cgi-win/ISBN/0-8176-4203-X.

FIGURE 6.5 Books in electromechanical and mechatronic systems.
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6.10 Mechatronic Curriculum Developments

The current mechatronic curriculum leaves much to be desired, and the following strategy, which can
be modified and expanded, should be pursued by academia to integrate the mechatronic courses in the
undergraduate and graduate curricula:

• commercialize and market mechatronic program;

• expand the mechatronic horizon to conventional and mini-scale mechatronic systems, as well as
to MEMS and NEMS which are emerging areas in engineering;

• revise the engineering curriculum. In particular, Electromagnetics, Electromechanical Motion
Devices, Power Electronics, Control, Microelectronics, and DSP courses should be offered as the
required core courses, and as prerequisites for advanced mechatronic courses;

• emphasize mechatronics as the center of the undergraduate and graduate electromechanical engi-
neering curriculum rather than at the periphery;

• cover moderately complex electromechanical systems and case studies in the undergraduate
mechatronic courses and relocate highly specialized topics to the graduate program;

• develop an intellectually demanding, progressive, well-balanced mechatronic curriculum and
mechatronic courses with laboratories;

• fully integrate computer-aided-design tools and advanced high-performance simulation software;

• extend mechatronics to the undergraduate senior design projects;

• write and publish comprehensive books, textbooks, and handbooks in mechatronics; and 

• widely and timely disseminate the results.

Manageable collaboration between engineering disciplines and departments can be achieved within
the mechatronic program. The following basic courses sequence can be applied:

• Electromechanical Motion Devices, 

• Power Electronics and Microelectronics,

• Microprocessors and Interfacing,

• Digital Signal Processing,

• Electromechanical Systems,

• Introduction to Mechatronics,

• Control Systems Theory and Control of Mechatronic Systems,

• Mechatronic Systems and Smart Structures,

• Microelectromechancial Systems, 

• Nanoelectromechanical Systems.

Due to the differences in the electrical and computer, mechanical, and aerospace engineering plans of
study and the limited number of elective engineering courses counted towards the degree, the mechatronic
courses sequence can be different. For example, for electrical engineering students, the coursework plan
of study can be designed using fundamental electrical engineering and applied mechanical engineering;
for mechanical engineering students, fundamental mechanical engineering and applied electrical engi-
neering can be emphasized. The students will have fundamentals in one core area while accomplishing
breadth and receiving applied knowledge in the other field.

6.11 Conclusions: Mechatronics Perspectives

Far-reaching fundamental and technological advances in electromechanical motion devices (actuators
and sensors), power electronics, solid-state devices, ICs, MEMS and NEMS, materials and packaging,
computers and informatics, microprocessors and DSPs, digital signal and optical processing, as well
as computer-aided-design tools and simulation software, have brought new challenges to academia,
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industry, and government. As a result, many engineering schools have revised their curricula in order to
offer the relevant interdisciplinary courses such as Electromechanical Systems and Mechatronics. The
basis of mechatronics is fundamental theory and engineering practice. The attempts to introduce mecha-
tronics have been only partially successful due to the absence of a long-term strategy. Therefore, coor-
dinated efforts are sought. Most engineering curricula provide a single elective course to introduce
mechatronics to electrical, computer, mechanical, and aerospace engineering students. Due to the lack
of time, it is impossible to comprehensively cover the material and thoroughly emphasize the cross-
disciplinary nature of mechatronics in one introductory course. As a result, this undergraduate or dual-
level course might not adequately serve the students’ professional needs and goals, and does not satisfy
growing academia, industrial, and government demands. A set of core mechatronic courses should be
integrated into the engineering curriculum, and laboratory- and project-oriented courses should be
developed to teach and demonstrate advanced hardware and software with application to complex
electromechanical systems. The relevance of fundamental theory, applied results, and experiments is very
important and must be emphasized. The great power and versatility of mechatronics, not to mention
the prime importance of the results it approaches in all areas of engineering, make it worthwhile for all
engineers to be acquainted with the basic theory and engineering practice. There is no end to the
application of mechatronics and to the further contribution to this interdisciplinary concept. We have just
skimmed the surface of mechatronics application to advanced electromechanical systems. New trends will
be researched and applied in the near future because mechatronics is an engineering–science–technology
frontier. For example, novel phenomena and operating principles in NEMS and MEMS can be devised,
studied, analyzed, and verified using nanomechatronics and nanoelectromechanics.
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7.8 Dynamic Principles for Electric

and Magnetic Circuits 
Lagrange’s Equations of Motion for Electromechanical Systems 

7.9 Earnshaw’s Theorem and Electromechanical
Stability 

roduction

s describes the integration of mechanical, electromagnetic, and computer elements to pro-
s and systems that monitor and control machine and structural systems. Examples include
sumer machines such as VCRs, automatic cameras, automobile air bags, and cruise control
stinguishing feature of modern mechatronic devices compared to earlier controlled machines
turization of electronic information processing equipment. Increasingly computer and elec-
rs and actuators can be embedded in the structures and machines. This has led to the need
on of mechanical and electrical design. This is true not only for sensing and signal processing
 actuator design. In human size devices, more powerful magnetic materials and supercon-
e led to the replacement of hydraulic and pneumatic actuators with servo motors, linear
 other electromagnetic actuators. At the material scale and in microelectromechanical systems
ectric charge force actuators, piezoelectric actuators, and ferroelectric actuators have made
.
 materials used in electromechanical design are often new, the basic dynamic principles of
 Maxwell still apply. In spatially extended systems one must solve continuum problems using
f elasticity and the partial differential equations of electromagnetic field theory. For many
, however, it is sufficient to use lumped parameter modeling based on i) rigid body dynamics
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for inertial components, ii) Kirchhoff circuit laws for current-charge components, and iii) magnet circuit
laws for magnetic flux devices.
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apter we will examine the basic modeling assumptions for inertial, electric, and magnetic
ich are typical of mechatronic systems, and will summarize the dynamic principles and
 between the mechanical motion, circuit, and magnetic state variables. We will also illustrate

les with a few examples as well as provide some bibliography to more advanced references
chanics.

dels for Electromechanical Systems

ental equations of motion for physical continua are partial differential equations (PDEs),
ibe dynamic behavior in both time and space. For example, the motions of strings, elastic
lates, fluid flow around and through bodies, as well as magnetic and electric fields require

 and temporal information. These equations include those of elasticity, elastodynamics, the
es equations of fluid mechanics, and the Maxwell–Faraday equations of electromagnetics.
etic field problems may be found in Jackson (1968). Coupled field problems in electric fields
ay be found in Melcher (1980) and problems in magnetic fields and elastic structures may

 the monograph by Moon (1984). This short article will only treat solid systems. 
ctical electromechanical devices can be modeled by lumped physical elements such as mass
e. The equations of motion are then integral forms of the basic PDEs and result in coupled

ferential equations (ODEs). This methodology will be explored in this chapter. Where physical
ve spatial distributions, one can often separate the problem into spatial and temporal parts
tion of variables. The spatial description is represented by a finite number of spatial or

 each of which has its modal amplitude. This method again results in a set of ODEs. Often
d equations can be understood in the context of simple lumped mechanical masses and
magnetic circuits. 

id Body Models

cs of Rigid Bodies

s the description of motion in terms of position vectors r, velocities v, acceleration a, rotation
, and generalized coordinates {qk(t)} such as relative angular positions of one part to another

e (Fig. 7.1). In a rigid body one generally specifies the position vector of one point, such as
 mass rc, and the velocity of that point, say vc. The angular position of a rigid body is specified
s call Euler angles. For example, in vehicles there are pitch, roll, and yaw angles (see, e.g.,
). The angular velocity vector of a rigid body is denoted by ω. The velocity of a point in a
ther than the center of mass, rp = rc + ρ, is given by

vP = vc + ω × ρ (7.1)

cond term is a vector cross product. The angular velocity vector w is a property of the entire
In general a rigid body, such as a satellite, has six degrees of freedom. But when machine
 modeled as a rigid body, kinematic constraints often limit the number of degrees of freedom.

ts and Generalized Coordinates

e often collections of rigid body elements in which each component is constrained to have
f freedom relative to each of its neighbors. For example, in a multi-link robot arm shown
ach rigid link has a revolute degree of freedom. The degrees of freedom of each rigid link
ed by bearings, guides, and gearing to have one type of relative motion. Thus, it is convenient
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 generalized motions {qk: k = 1,…,K} to describe the dynamics. It is sometimes useful to
or or matrix, J(qk), called a Jacobian, that relates velocities of physical points in the machine
alized velocities . If the position vector to some point in the machine is rP(qk) and is
by geometric constraints indicated by the functional dependence on the {qk(t)}, then the
hat point is given by

(7.2)

m is on the number of generalized degrees of freedom K. The three-by-K matrix J is called
nd  is a K × 1 vector of generalized coordinates. This expression can be used to calculate

Sketch of a rigid body with position vector, velocity, and angular velocity vectors.

Multiple link robot manipulator arm.

q̇k{ }

vP

∂ rP

∂qr

--------qr˙∑ J q̇⋅= =

q̇
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nergy of the constrained machine elements, and using Lagrange’s equations discussed below,
uations of motion (see also Moon, 1999).

c versus Dynamic Problems

ines are constructed in a closed kinematic chain so that the motion of one link determines
of the rest of the rigid bodies in the chain, as in the four-bar linkage shown in Fig. 7.3. In
ms the designer does not have to solve differential equations of motion. Newton’s laws are
rmine forces in the machine, but the motions are kinematic, determined through the geo-
raints.

ink problems, such as robotic devices (Fig. 7.2), the motion of one link does not determine
s of the rest. The motions of these devices are inherently dynamic. The engineer must use
ematic constraints (7.2) as well as the Newton–Euler differential equation of motion or
rms such as Lagrange’s equation discussed below.

sic Equations of Dynamics of Rigid Bodies

on we review the equations of motion for the mechanical plant in a mechatronics system.
ould be a system of rigid bodies such as in a serial robot manipulator arm (Fig. 7.2) or a
 levitated vehicle (Fig. 7.4), or flexible structures in a MEMS accelerometer. The dynamics
ructural systems are described by PDEs of motion. The equation for rigid bodies involves
 for the motion of the center of mass and Euler’s extension of Newton’s laws to the angular

 of the rigid body. These equations can be formulated in many ways (see Moon, 1999):

on–Euler equation (vector method)
nge’s equation (scalar-energy method)
mbert’s principle (virtual work method)
al power principle (Kane’s equation, or Jourdan’s principle)

Euler Equation

e rigid body in Fig. 7.1 whose center of mass is measured by the vector rc in some fixed
ystem. The velocity and acceleration of the center of mass are given by

(7.3)

ot” represents a total derivative with respect to time. We represent the total sum of vector
 body from both mechanical and electromagnetic sources by F. Newton’s law for the motion

Example of a kinematic mechanism.

ṙc vc, v̇c ac= =
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r of mass of a body with mass m is given by

(7.4)

or to some point in the rigid body, we define a local position vector ρ by rP =  rc + ρ. If a
 at a point ri in a rigid body, then we define the moment of the force M about the fixed

(7.5)

rce moment is then given by the sum over all the applied forces as the body

(7.6)

ne the angular momentum of the rigid body by the product of a symmetric matrix of second
 mass called the inertia matrix Ic. The angular momentum vector about the center of mass

(7.7)

symmetric matrix, it can be diagonalized with principal inertias (or eigenvalues) {Iic} about
ections (eigenvectors) {e1, e2, e3}. In these coordinates, which are attached to the body, the
entum about the center of mass becomes

(7.8)

gular velocity vector is written in terms of principal eigenvectors {e1, e2, e3} attached to the

tension of Newton’s law for a rigid body is then given by

(7.9)

Magnetically levitated rigid body (HSST MagLev prototype vehicle, 1998, Nagoya, Japan).

mv̇c F=

Mi ri Fi×=

M ri Fi×∑ rc F Mc+× where Mc ri Fi×∑= = =

Hc Ic w⋅=

Hc I1cw1e1 I2cw2e2 I3cw3e3+ +=

Ḣc Mc=
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ation, which is not necessarily the center of mass, as in the example of the compound
iven below. 
 (7.4) and (7.9) are known as the Newton–Euler equations of motion. Without constraints,

nt six coupled second order differential equations for the position of the center of mass and
lar orientation of the rigid body.

y Dynamics

nk robot arm, as shown in Fig. 7.2, we have a set of connected rigid bodies. Each body is
th applied and constraint forces and moments. The dynamical equations of motion involve

 of the Newton–Euler equations for each rigid link subject to the geometric or kinematics
etween each of the bodies as in (7.2). The forces on each body will have applied terms Fa,
rs or external mechanical sources, and internal constraint forces Fc. When friction is absent,

ne by these constraint forces is zero. This property can be used to write equations of motion
scalar energy functions, known as Lagrange’s equations (see below).
 the method used to derive the equation of motions, the dynamical equations of motion for
ystems in terms of generalized coordinates {qk(t)} have the form

(7.10)

m on the left involves a generalized symmetric mass matrix mij = mji. The second term
riolis and centripetal acceleration. The right-hand side includes all the force and control
equation has a quadratic nonlinearity in the generalized velocities. These quadratic terms
 out for rigid body problems with a single axis of rotation. However, the nonlinear inertia

ally appear in problems with simultaneous rotation about two or three axes as in multi-link
(Fig. 7.2), gyroscope problems, and slewing momentum wheels in satellites.
n dynamic simulation software, called multibody codes, these equations are automatically
 integrated once the user specifies the geometry, forces, and controls. Some of these codes
DAMS, DADS, Working Model, and NEWEUL. However, the designer must use caution as
are sometimes poor at modeling friction and impacts between bodies.

ple Dynamic Models

examples of the application of the angular momentum law are now given. The first is for
otation about a single axis and the second has two axes of rotation.

d Pendulum

y is constrained to a single rotary degree of freedom and is acted on by the force of gravity
, the equation of motion takes the form, where θ is the angle from the vertical,

(7.11)

s the applied torque, I =  m1  + m2  is the moment of inertia (properly called the second
mass). The above equation is nonlinear in the sine function of the angle. In the case of small
ut θ =  0, the equation becomes a linear differential equation and one can look for solutions

 θ  = A cosωt, when T(t) = 0. For this case the pendulum exhibits sinusoidal motion with

mijq̇̇j mijkq̇jq̇k∑∑+∑ Qi=

IJ m1L1 m2L2–( )g qsin– T t( )=

L1
2 L2

2
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uency

(7.12)

ple pendulum m1 = 0, and we have the classic pendulum relation in which the natural
epends inversely on the square root of the length:

(7.13)

ic Motions

vices such as high speed motors in robot arms or turbines in aircraft engines or magnetically
wheels (Fig. 7.6) carry angular momentum, devoted by the vector H. Euler’s extension of

s says that a change in angular momentum must be accompanied by a force moment M,

(7.14)

imensional problems one can often have components of angular momentum about two dif-
This leads to a Coriolis acceleration that produces a gyroscopic moment even when the two
ions are steady. Consider the spinning motor with spin  about an axis with unit vector e1 and

Sketch of a compound pendulum under gravity torques.

Sketch of a magnetically levitated flywheel on high-temperature superconducting bearings.

w g m2L2 m1L1–( )/I[ ]1/2=

w g/L2( )1/2=

M Ḣ=

f
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e an angular motion of the e1 axis,  about a perpendicular axis ez called the precession axis
 parlance. Then one can show that the angular momentum is given by

(7.15)

 of change of angular momentum for constant spin and presession rates is given by

(7.16)

hen exist a gyroscopic moment, often produced by forces on the bearings of the axel (Fig. 7.7).
t is perpendicular to the plane formed by e1 and ez, and is proportional to the product of

 rates:

(7.17)

 same form as Eq. (7.10), when the generalized force Q is identified with the moment M, i.e.,
 is the product of generalized velocities when the second derivative acceleration terms are zero.

stic System Modeling

tures take the form of cables, beams, plates, shells, and frames. For linear problems one can
hod of eigenmodes to represent the dynamics with a finite set of modal amplitudes for
degrees of freedom. These eigenmodes are found as solutions to the PDEs of the elastic
e, e.g., Yu, 1996).
lest elastic structure after the cable is a one-dimensional beam shown in Fig. 7.8. For small
assume only transverse displacements w(x, t), where x is a spatial coordinate along the beam.
assumes that the stresses on the beam cross section can be integrated to obtain stress vector

 shear V, bending moment M, and axial load T. The beam can be loaded with point or concen-
s, end forces or moment or distributed forces as in the case of gravity, fluid forces, or
etic forces. For a distributed transverse load f(x, t), the equation of motion is given by

(7.18)

Gyroscopic moment on a precessing, spinning rigid body.

y

H I1fe1 Izyez+=

Ḣ y˙ez H×=

M I1fyez e1×=

D
∂ 4w

∂x4
--------- T

∂ 2w

∂x2
---------– rA

∂ 2w

∂t2
---------+ f x, t( )=
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e bending stiffness, A is the cross-sectional area of the beam, and ρ is the density. For a beam
 modulus Y, rectangular cross section of width b, and height h, D = Ybh3/12. For D = 0, one
r string under tension T, and the equation takes the form of the usual wave equation. For a
ension T, the natural frequencies are increased by the addition of the second term in the
r T = −P, i.e., a compressive load on the end of the beam, the curvature term leads to a decrease
equency with increase of the compressive force P. If the lowest natural frequency goes to zero
ng load P, the straight configuration of the beam becomes unstable or undergoes buckling. The
−P) to stiffen or destiffen a beam structure can be used in design of sensors to create a sensor
 resonance. This idea has been used in a MEMS accelerometer design (see below).
eature of the beam structure dynamics is the fact that unlike the string or cable, the frequen-
atural modes are not commensurate due to the presence of the fourth-order derivative term
on. In wave type problems this is known as wave dispersion. This means that waves of different
 travel at different speeds so that wave pulse shapes change their form as the wave moves
 structure. 
to solve dynamic problems in finite length beam structures, one must specify boundary
t the ends. Examples of boundary conditions include

clamped end w = 0,

pinned end w = 0, (zero moment) (7.19)

free end , (zero shear)

tic Beam

materials exhibit a coupling between strain and electric polarization or voltage. Thus, these
n be used for sensors or actuators. They have been used for active vibration suppression in
ures. They have also been explored for active optics space applications. Many natural mate-
piezoelasticity such as quartz as well as manufactured materials such as barium titanate, lead
anate (PZT), and polyvinylidene fluoride (PVDF). Unlike forces on charges and currents (see
electric effect takes place through a change in shape of the material. The modeling of these
be done by modifying the equations for elastic structures. 

ing work on piezo-benders is based on the work of Lee and Moon (1989) as summarized
3). One of the popular configurations of a piezo actuator-sensor is the piezo-bender shown
he elastic beam is of rectangular cross section as is the piezo element. The piezo element

Sketch of an elastic cantilevered beam.

∂w
∂x
------- 0=
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--------- 0=
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--------- 0= ∂ 3w
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nted on one or both sides of the beam either partially or totally covering the surface of the
ubstructure.
l the local electric dipole polarization depends on the six independent strain components
 normal and shear stresses. However, we will assume that the transverse voltage or polariza-
led to the axial strain in the plate-shaped piezo layers. The constitutive relations between
nd strain, T, S, electric field and electric displacement, E3, D3 (not to be confused with the

fness D), are given by

(7.20)

ts c11, e31, ε3, are the elastic stiffness modulus, piezoelectric coupling constant, and the electric
 respectively.
o layers are polled in the opposite directions, as shown in the Fig. 7.9, an applied voltage will
rain extention in one layer and a strain contraction in the other layer, which has the effect of
oment on the beam. The electrodes applied to the top and bottom layers of the piezo layers
haped so that there can be a gradient in the average voltage across the beam width. For this
ation of motion of the composite beam can be written in the form

(7.21)

hS + hP)/2.
 is the average of piezo plate and substructure thicknesses. When the voltage is uniform,

ht-hand term results in an applied moment at the end of the beam proportional to the
oltage.

ctromagnetic Forces

eys to modeling mechatronic systems is the identification of the electric and magnetic forces.
es act on charges and electric polarization (electric dipoles). Magnetic forces act on electric
 magnetic polarization. Electric charge and current can experience a force in a uniform
agnetic field; however, electric and magnetic dipoles will only produce a force in an electric

 field gradient.
nd magnetic forces can also be calculated using both direct vector methods as well as from
iples. One of the more popular methods is Lagrange’s equation for electromechanical systems
low.

Elastic beam with two piezoelectric layers (Lee and Moon, 1989).

T1 c11S1 e31E3, D3– e31S1 e3E3+= =

D
∂ 4w

∂x4
--------- rA

∂ 2w

∂t2
---------+ 2e31zo

∂ 2V3

∂x2
-----------–=
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gnetic systems can be modeled as either distributed field quantities, such as electric field E
 flux density B or as lumped element electric and magnetic circuits. The force on a point
given by the vector equation (Fig. 7.10):

(7.22)

enerated by a single charge, the force between charges Q1 and Q2 is given by

(7.23)

ed along the line connecting the two charges. Like charges repel and opposite charges attract
. 
etic force per unit length on a current element I is given by the cross product

F = I × B (7.24)

agnetic force is perpendicular to the plane of the current element and the magnetic field
otal force on a closed circuit in a uniform field can be shown to be zero. Net forces on closed
roduced by field gradients due to other current circuits or field sources.

oduced by field distributions around a volume containing electric charge or current can be
sing the field quantities of E, B directly using the concept of magnetic and electric stresses,
eveloped by Faraday and Maxwell. These electromagnetic stresses must be integrated over

rounding the charge or current distribution. For example, a solid containing a current
 can experience a magnetic pressure, P = /2µ0, on the surface element and a magnetic

/2µ0, where the magnetic field components are written in terms of values tangential and
e surface. Thus, a one-tesla magnetic field outside of a solid will experience 40 N/cm2 pressure
 tangential to the surface.
l there are four principal methods to calculate electric and magnetic forces:

 force vectors and moments between electric charges, currents, and dipoles;

ic field-charge and magnetic field-current force vectors;

 Electric forces on two charges (top). Magnetic force on a current carrying wire element (bottom).

F +Q F

Electric
Current, I

Magnetic  Field Vector
B

Magnetic Force
Vector, F = I × B 

 +Q

F QE=

F
Q1Q2

4pe0r2
----------------=

Bt
2

Bn
2
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omagnetic tensor, integration of electric tension, magnetic pressure over the surface of a
ial body; and

y methods based on gradients of magnetic and electric energy.

 the direct method and stress tensor method are given below. The energy method is described
n on Lagrange’s equations.

. Charge–Charge Forces

 elastic beams in a MEMS device have electric charges Q1, Q2 coulombs each concentrated
(Fig. 7.11). The electric force between the charges is given by the vector 

(newtons) (7.25)

 = 8.99 × 109 .
ial separation between the beams is d0, we seek the new separation under the electric force.
ty, we let Q1 = −Q2 = Q, where opposite charges create an attractive force between the beam
flection of the cantilevers is given by

(7.26)

e length, Y the Young’s modulus, I the second moment of area, and k the effective spring constant.
 electric force, the new separation is d = d0 − 2δ,

(7.27)

 to first order we have

(7.28)

 shows the potential for electric field buckling because as the beam tips move closer together,
e force between them increases. The nondimensional expression in the denominator

(7.29)

f the negative electric stiffness to the elastic stiffness k of the beams.

 Two elastic beams with electric charges at the ends.

F
Q1Q2

4pe0

------------- r
r3
----=

e0 Nm2/C2

d FL3

3YI
--------- 1

k
--F= =

kδ Q2

4pe0

----------- 1

d0 2d–( )2
------------------------=

d
Q2/4pe0d0

2k

1 1/d0
3( ) Q2/kπε0( )–

-------------------------------------------------=

Q2

pe0d0
3

-------------1
k
--
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. Magnetic Force on an Electromagnet

rromagnetic keeper on an elastic restraint of stiffness k, as shown in Fig. 7.12. Under the
ic keeper, we place an electromagnet which produces N turns of current I around a soft
ic core. The current is produced by a voltage in a circuit with resistance R.
netic force will be calculated using the magnetic stress tensor developed by Maxwell and
, e.g., Moon, 1984, 1994). Outside a ferromagnetic body, the stress tensor is given by t and
ctor on the surface defined by normal n is given by ττττ = t ⋅ n:

(7.30)

gnetic permeability as in a ferromagnetic body, the tangential component of the magnetic
 the surface is near zero. Thus the force is approximately normal to the surface and is found
egral of the magnetic tension over the surface:

(7.31)

 represents a magnetic tensile stress. Thus, if the area of the pole pieces of the electromagnet
ing fringing of the field), the force is

(7.32)

he gap field. The gap field is determined from Amperes law

(7.33)

luctance is approximately given by

(7.34)

 Force on a ferromagnetic bar near an electromagnet.

t 1
m0

----- 1
2
-- Bn

2 Bt
2–[ ],  BnBt 

  tn, tt( )= =

F
1

2m0

-------- Bn
2 n Ad∫=

F Bg
2A/m0=

NI R Φ, Φ BgA= =

)

R
2 d0 d–( )

m0A
----------------------=

)
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(7.35)

he expression µ0N
2I2 has units of force.) Again as the current is increased, the total elastic

stiffness goes to zero and one has the potential for buckling. 

namic Principles for Electric and Magnetic Circuits

ental equations of electromagnetics stem from the work of nineteenth century scientists such
enry, and Maxwell. They take the form of partial differential equations in terms of the field

 electric field E and magnetic flux density B, and also involve volumetric measures of charge
d current density J (see, e.g., Jackson, 1968). Most practical devices, however, can be modeled
 electric and magnetic circuits. The standard resistor, capacitor, inductor circuit shown in

s electric current I (amperes), charge Q (columbs), magnetic flux Φ (webers), and voltage V
namic variables. The voltage is the integral of the electric field along a path:

(7.36)

Q is the integral of charge density q over a volume, and electric current I is the integral of
ponent of J across an area. The magnetic flux Φ is given as another surface integral of
x.

(7.37)

 Electric circuit with lumped parameter capacitance, inductance, and resistance.

F
1

m0A
---------Φ2 1

m0A
--------- NI

R
------- 

  2

kd= = =)

NI( )2

4 d0 d–( )2
------------------------m0A kd,

m0N2I2A

4 d0 d–( )2
------------------------ kd= =

V21 E ld⋅
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2
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Φ B Ad⋅∫=
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When there are no mechanical elements in the system, the dynamical equations take the form of
conservation of charge and the Faraday–Henry law of flux change.
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(Conservation of charge) (7.38)

(Law of flux change) (7.39)

Φ is called the number of flux linkages, and N is an integer. In electromagnetic circuits the
echanical constitutive properties is inductance L and capacitance C. The magnetic flux in an
 example, often depends on the current I.

(7.40)

inductor we have a definition of inductance L, i.e., φ = LI. If the system has a mechanical
e such as displacement x, as in a magnetic solenoid actuator, then L may be a function of x.
 storage circuit elements, the capacitance C is defined as 

(7.41)

evices and in microphones, the capacitance may also be a function of some generalized
displacement variable.
ges across the different circuit elements can be active or passive. A pure voltage source can
given voltage, but the current depends on the passive voltages across the different circuit
summarized in the Kirchhoff circuit law:

(7.42)

’s Equations of Motion for Electromechanical Systems

wn that the Newton–Euler equations of motion for mechanical systems can be derived using
rinciple called Lagrange’s equation. In this method one identifies generalized coordinates
be confused with electric charges, and writes the kinetic energy of the system T in terms of
velocities and coordinates, T( , qk). Next the mechanical forces are split into so-called
 forces, which can be derived from a potential energy function W(qk) and the rest of the
h are represented by a generalized force Qk corresponding to the work done by the kth
coordinate. Lagrange’s equations for mechanical systems then take the form:

(7.43)

, in a linear spring–mass–damper system, with mass m, spring constant k, viscous damping
nd one generalized coordinate q1 = x, the equation of motion can be derived using, T =
 kx2, Q1 = −c , in Lagrange’s equation above. What is remarkable about this formulation
 be extended to treat both electromagnetic circuits and coupled electromechanical problems.
mple of the application of Lagrange’s equations to a coupled electromechanical problem,
 one-dimensional mechanical device, shown in Fig. 7.14, with a magnetic actuator and a
actuator driven by a circuit with applied voltage V(t). We can extend Lagrange’s equation to

dQ
dt
------- I=

df
dt
------ V=

f f I( )=

Q CV=

d
dt
----- L x( )I

Q
C x( )
----------- RI+ + V t( )=

q̇k

d
dt
-----

∂T q̇k, qk( )
∂q̇k

------------------------ ∂T
∂qk

--------–
∂W qk( )

∂qk

------------------+ Qk=

1
2
-- ẋ
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efining the charge on the capacitor, Q, as another generalized coordinate along with x, i.e.,
s formulation, q1 = x, q2 = Q. Then we add to the kinetic energy function a magnetic energy
( , x), and add to the potential energy an electric field energy function We(Q, x). The
 both the mass and the circuit can then be derived from

(7.44)

zed force must also be modified to account for the energy dissipation in the resistor and the
t of the applied voltage V(t), i.e., Q1 = , Q2 =  + V(t). In this example the magnetic
portional to the inductance L(x), and the electric energy function is inversely proportional

citance C(x). Applying Lagrange’s equations automatically results in expressions for the
d electric forces as derivatives of the magnetic and electric energy functions, respectively, i.e.,

(7.45)

(7.46)

kable formulii are very useful in that one can calculate the electromagnetic forces by just
 dependence of the inductance and capacitance on the displacement x. These functions can
nd from electrical measurements of L and C. 

lectric Force on a Comb-Drive MEMS Actuator

 motion of an elastically constrained plate between two grounded fixed plates as in a MEMS
actuator in Fig. 7.15. When the moveable plate has a voltage V applied, there is stored electric
in the two gaps given by

(7.47)

ession the electric energy function is written in terms of the voltage V instead of the
e plates Q as in Eqs. (7.45) and (7.46). Also the initial gap is d0, and the area of the plate is A.

 Coupled lumped parameter electromechanical system with single degree of freedom mechanical

Q̇
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cẋ– RQ̇–

Wm
1
2
--L x( )Q̇

2 1
2
--LI2, We

1
2C x( )
---------------Q2= = =

Fm

∂Wm x, Q̇( )
∂x

-------------------------- 1
2
--I2dL x( )

dx
-------------- , Fe

∂We x, Q( )
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rce expressions derived from Lagrange’s equations (7.44), the electric charge force on the
 by

(7.48)

ion shows that the electric stiffness is negative for small x, which means that the voltage will
 natural frequency of the plate. This idea has been applied to a MEMS comb-drive actuator
996) in which the voltage could be used to tune the natural frequency of a MEMS acceler-
own in Fig. 7.16.

 Example of electric force on the elements of a comb-drive actuator.

 Decrease in natural frequency of a MEMS device with applied voltage as an example of negative
ss [From Adams (1996)].

Fe
∂

∂x
------We
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7.9 Earnshaw’s Theorem and Electromechanical Stability
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 known that electric and magnetic forces in mechanical systems can produce static instability,
own as elastic buckling or divergence. This is a consequence of the inverse square nature of

ic and magnetic forces. It is well known that the electric and magnetic field potential Φ
lace’s equation, . There is a basic theorem in potential theory about the impossi-
lative maximum or minimum value of a potential Φ(r) for solutions of Laplace’s equation
oundary. It was stated in a theorem by Earnshaw (1829) that it is impossible for a static set
agnetic and electric dipoles, and steady currents to be in a stable state of equilibrium without

or other feedback or dynamic forces (see, for example, Moon, 1984, 1994).
ple of Earnshaw’s theorem is the instability of a magnetic dipole (e.g., a permanent magnet)
agnetic surface (Fig. 7.17). Levitated bearings based on ferromagnetic forces, for example,

back control. Earnshaw’s theorem also implies that if there is one degree of freedom with
ing forces, there must be another degree of freedom that is unstable. Thus the equilibrium
r a pure electric or magnetic system of charges and dipoles must be saddle points. The
for the force potentials is that the matrix of second derivatives is not positive definite. For
pose there are three generalized position coordinates {su} for a set of electric charges. Then

alized forces are proportional to the gradient of the potential, , then the generalized
ess matrix Kij, given by

ositive definite. This means that at least one of the eigenvalues will have negative stiffness.
xample of electric buckling is a beam in an electric field with charge induced by an electric
 nearby stationary plates as in Fig. 7.15. The induced charge on the beam will be attracted
he two plates, but is resisted by the elastic stiffness of the beam. As the voltage is increased, the
ectric and elastic stiffnesses will decrease until the beam buckles to one or the other of the
fore buckling, however, the natural frequency of the charged beam will decrease (Fig. 7.16).

ty has been observed experimentally in a MEMS device. A similar magneto elastic buckling
for a thin ferromagnetic elastic beam in a static magnetic field (see Moon, 1984). Both
 and magnetoelastic buckling are derived from the same principle of Earnshaw’s theorem.

 dramatic exceptions to Earnshaw’s stability theorem. One of course is the levitation of 50-ton
 magnetic fields, known as MagLev, or the suspension of gas pipeline rotors using feedback
agnetic bearings (see Moon, 1994). Here either the device uses feedback forces, i.e., the fields

Magnetic force on a magnetic dipole magnet near a ferromagnetic half space with image dipole

∇2Φ 0=

∇Φ

Kij
∂ 2Φ

∂si∂sj

-------------=
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are not static, or the source of one of the magnetic fields is a superconductor. Diamagnetic forces are
exceptions to Earnshaw’s theorem, and superconducting materials have properties that behave like dia-
magnetic m
magnetic flu
feedback (se
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aterials. Also new high-temperature superconductivity materials, such as YBaCuO, exhibit
x pinning forces that can be utilized for stable levitation in magnetic bearings without
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8
Structures and Materials

8.1 Fundamental Laws of Mechanics
Statics and Dynamics of Mechatronic Systems • Equations
of Motion of Deformable Bodies • Electric Phenomena

8.2 Common Structures in Mechatronic Systems 
Beams • Torsional Springs • Thin Plates 

8.3 Vibration and Modal Analysis
8.4 Buckling Analysis .
8.5 Transducers

Electrostatic Transducers • Electromagnetic 
Transducers • Thermal Actuators • Electroactive
Polymer Actuators 

8.6 Future Trends

chatronics was first used by Japanese engineers to define a mechanical system with embedded
capable of providing intelligence and control functions. Since then, the continued progress
n has led to the development of microelectromechanical systems (MEMS) in which the
structures themselves are part of the electrical subsystem. The development and design of
tronic systems requires interdisciplinary knowledge in several disciplines—electronics,

materials, and chemistry. This section contains an overview of the main mechanical struc-
aterials they are built from, and the governing laws describing the interaction between

d mechanical processes. It is intended for use in the initial stage of the design, when quick
 necessary to validate or reject a particular concept. Special attention is devoted to the newly
art materials—electroactive polymer actuators. Several tables of material constants are also
 reference.

ndamental Laws of Mechanics

d Dynamics of Mechatronic Systems

ental laws of mechanics are the balance of linear and angular momentum. For an idealized
isting of a point mass m moving with velocity v, the linear momentum is defined as the
he mass and the velocity: 

L = mv (8.1)

rvation of linear momentum for a single particle postulates that the rate of change of linear
 is equal to the sum of all forces acting on the particle

(8.2)L̇ mv̇ Fi∑= =

nikov
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ve assumed that the mass does not change over time. The angular momentum of a particle
 to an arbitrary reference point O is defined as

(8.3)

he position vector between points O and P (see Fig. 8.1(a)). The balance of angular momentum
nfinitesimally small particle is automatically satisfied as a result of (8.1). In the case of multiple
rigid body composed of infinite number of particles), the linear and angular momenta are
e sum (integral) of the momentum of individual particles (Fig. 8.1(b)):

(8.4)

d fundamental law of classical mechanics states that the rate of change of angular momentum
he sum of all moments acting on the body:

(8.5)

e the applied external force-couples in addition to the forces Fi. If the reference point O is
e the center of mass of the body G, the linear and angular momentum balance law take a

:

 (8.6)

(8.7)

he instantaneous vector of angular velocity and IG is the moment of inertia about the center
ations (8.6) and (8.7) are called equations of motion and play a central role in the dynamics
ies. If there is no motion (linear and angular velocities are zero), one is faced with a statics
nversely, when the accelerations are large, we need to solve the complete system of Eqs. (8.6)
luding the inertial terms. In mechatronic systems the mechanical response is generally slower

ctrical one and therefore determines the overall response. If the response time is critical to
on, one needs to consider the inertial terms in Eqs. (8.6) and (8.7).

s of Motion of Deformable Bodies

 do not change shape or size during their motion, that is, the distance between the particles
e of is constant. In reality, all objects deform to a certain extent when subjected to external

ther a body can be treated as rigid or deformable is dictated by the particular application.

Difinition of velocity and position vectors for single particle (a) and rigid body (b).
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ḢO Mi ri

i

 

∑ Fi×+
i

 

∑=

mv̇G Fi

i

 

∑=

IGωωωω̇ Mj ri Fi×
i

 

∑+
j

 

∑=

ress LLC



    

In this section we will review the fundamental equations describing the motion of deformable bodies.
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portion of the material volume dV. Each element dV is subjected not only to external body
lso to internal forces originating from the rest of the body. These internal forces are described
order tensor T, called stress tensor. The balance of linear momentum can then be stated in
 for an arbitrary portion of the body occupying volume V as

(8.8)

e mass density, v is the velocity of the element dV, and f is the force per unit volume acting
e above balance law states that the rate of change of linear momentum is equal to the sum of
force flux (stress) acting on the boundary of V and the external body force, distributed inside
the transport theorem to (8.8) along with the mass conservation law reduces the above to 

(8.9)

s valid for an arbitrary volume, it follows that the integrands are also equal. Thus the local
) form of linear momentum balance is 

or with index notation ρ i = Tij,j + fi (8.10)

logous procedure, the balance of angular momentum can be shown to reduce to a simple
ndition of the stress tensor 

(8.11) 

lid for materials without external body couples. It should be mentioned that in certain
materials, the polarization or magnetization vectors can develop body couples, for example
≠ 0. In these cases the stress tensor is nonsymmetric and its vector invariant is equal to the
. Equations (8.10) are usually used in one of the three most common coordinate systems.
, using rectangular coordinates we have 

(8.12)

drical coordinates 

(8.13)

z) and (r, θ, z) are the three coordinates, f ’s are the corresponding body force densities, and
ccelerations. In addition to Eqs. (8.12) or (8.13), a relation between the stress and the
t is needed in order to determine the deformation. Since the rigid body translations and

d
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rotations do not cause deformation of the body, they do not affect the internal stress field either. In fact,
the latter is a function of the gradient of the displacement, called deformation gradient. When this
gradient is s
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mall, a linear relationship between the displacements and strains can be used

(8.14)

rvation of momentum and kinematic relations does not contain any information about the
nstitutive laws provide this additional information. The most common such law describes a
 material and can be conveniently expressed using a symmetric matrix cij, called stiffness matrix:

(8.15)

 general case, the matrix cij has 21 independent elements. When the material has a crystal
he number of independent constants is reduced. For example, single crystal Si is a common
aterial in MEMS with a cubic symmetry. In this case there are only three independent

(8.16)

ial is isotropic (amorphous or polycrystalline), the number of independent elastic constants
uced to two by the relation c44 = (c11 − c12)/2. The elastic constants of several most commonly

als are listed in Table 8.1 (from [Kittel 1996]).
l information on other symmetry classes can be found in [Nye 1960].

TABLE 8.1 Elastic Constants of Several Common Cubic 
Crystals

 Stiffness Constants at Room Temperature, 1011 N/m2

Crystal c11 c12 c44

W 5.233 2.045 1.607
Ta 2.609 1.574 0.818
Cu 1.684 1.214 0.754
Ag 1.249 0.937 0.461
Au 1.923 1.631 0.420
Al 1.608 0.607 0.282
K 0.0370 0.0314 0.0188
Pb 0.495 0.423 0.149
Ni 2.508 1.500 1.235
Pd 2.271 1.761 0.17
Si 1.66 0.639 0.796
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Electric Phenomena 

In the previous section the laws governing the motion of rigid and deformable bodies were reviewed.
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entering these equations are often of electromagnetic origin; thus one has to know the
 of electric and magnetic fields. The electromagnetic field is governed by a set of four coupled
nown as Maxwell’s equations. Similarly, to the momentum equations, these can also be
 integral form. Here we only give the local form

(8.17)

e electric field, D is the electric displacement, B is the magnetic induction, H is the magnetic
h, i is the electric current density, and qf is the free charge volume density. Equations (8.17)
titutive laws specifying the current density, electric displacement, and magnetic field in terms
eld and magnetic induction vectors. A linear form of these laws is given by

(8.18)

he electrical resistance. The coupling between electrical and mechanical fields can be linear
. For example, piezoelectricity is a linear phenomenon describing the generation of electric

sult of the application of mechanical stress. Electrostriction on the other hand is a second
 resulting in the generation of mechanical strain proportional to the square of the electric
effects include piezoresistivity, i.e., a change of the electrical resistance due to mechanical
ition to these material properties, electromechanical coupling can be achieved through direct
omagnetic forces (Lorentz force) as is commonly done in conventional electrical machines.
e per unit volume is given by

(8.19)

he volume charge density. Equation (8.19) accounts for the forces acting on free charge only.
have strong gradients, the above expression should be modified to include the polarization
ization terms [Maugin 1988]. 

(8.20)

.19) or (8.20) can be used in the momentum equation (8.10) in place of the body force f.
oned earlier, piezoelectricity and piezoresistivity are the other commonly used effects in
anical systems. The piezoelectric effect occurs only in materials with certain crystal structure.
amples include BaTiO3 and lead zirconia titanate (PZT). In the quasi-electrostatic approxi-
n the magnetic effects are neglected) there are four variables describing the electromechanical
ody—electric field E and displacement D, mechanical stress T and strain εεεε. The constitutive
electricity are given as a set of two matrix equations between the four field variables, relating
ical and one electrical variable to the other two in the set

(8.21)

he elastic compliance tensor, dijk is the piezoelastic tensor, Ξij is the electric permittivity tensor.
c field and the polarization vectors are co-linear, the stress and strain tensors are symmetric,
ber of independent coefficients in sijkl is reduced from 81 to 21 and for the piezoelastic ten-

 27 to 18. If further, the piezoelectric is poled in one direction only (for example index 3),

Ḃ ∇ E×+ 0=

∇ D⋅ q f=

∇ H Ḋ–× i=
∇ B⋅ 0=

i
E
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f EM q fE i
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alues for the coefficients in (8.22) for bulk BaTiO3 crystals can be found in [Zgonik et al. 1994].

mmon Structures in Mechatronic Systems

mechanical systems (MEMS) traditionally use technology developed for the manufacturing
 circuits. As a result, the employed mechanical structures are often planar devices—springs,

s, or cantilever beams, subjected to in-plane and out-of-plane bending and torsion. Using
ratio reactive ion etching combined with fusion bonding of silicon, it is possible to realize
imensional structures as well. For example Fig. 8.2 shows an SEM micrograph of a complex
rce sensor designed to accept glass fibers in an etched v-groove. In this section, we will review
ntal relationships used in the initial designs of such electromechanical systems. 

vers are used in surface micromachined electrostatic switches, as “cantilever tip” for scanning
scopy (SPM) and in myriad of sensors, based on vibrating cantilevers. The majority of the
omachined beams fall into two cases—cantilever beams and bridges. Figure 8.3 illustrates a
ntilever beam (Fig. 8.3(a)) and a bridge (Fig. 8.3(b)). The elastic force required to produce
 at the tip of the cantilever beam, or at the center of the bridge, is given by

F elast = Keff d (8.22)

(8.23)

tive spring constants of the composite beams for cantilever and bridge beams, respectively.
 stiffness of the beam in both cases can be calculated from 

(8.24)

Capacitive force sensor using 3D micromachining.

d113, d223, d333, d232 d322, d131 d313, d123 d213.= = =
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he width of the beam, t1 the thickness of the top beam, t2 the thickness of insulating layer
e, silicon nitride), l the length of the beam, le the length of fixed electrode, E1 the Young’s
the top layer, E2 the Young’s modulus of insulating layer.

 Springs

eams is used primarily in rotating structures such as micromirrors for optical scanning, or
isplays. The micromirror array developed by Texas Instruments for example uses polycrys-
n beams as hinges of the micromirror plate. 
n problems can be solved in a closed form for beams with elliptical or triangular cross sections

 1968]. In the case of an elliptical cross section, the moment required to produce an angular
or rotation per unit length of the beam) α [rad/m] is equal to

(8.25)

he elastic shear modulus, and a and b are the lengths of the two semi-axes of the ellipse. The
hear stress in this case is

(8.26)

nal stiffness of rectangular cross-section beams can be obtained in terms of infinite power
ins 1987]. If the cross-section has dimension a × b, b < a, the first three term of this series

equation similar to (8.25)

M = 2KGα, where (8.27)

es

sors are one of the most popular electromechanical transducers. The basic structure used to
hanical pressure into electrical signal is a thin plate subjected to a pressure differential.
e gauges are used to convert the strain in the membrane into change of resistance, which is

Surface micromachined beams: (a) Two-layer composite beam with electrostatic actuation; (b) two-
ite bridge with electrostatic actuation.

M
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ng a conventional resistive bridge circuit. The initial pressure sensors were fabricated via
etching of silicon, which results in a rectangular diaphragm. Figure 8.4 shows a thin-plate,
 normal pressure q, resulting in out-of-plane displacement w(x, y). The equilibrium condition
s given by the thin plate theory [Timoshenko 1959]:

(8.28)

h3/12(1 − ν 2) is the flexural rigidity, E is the Young’s modulus, ν is the Poisson ratio, and h
ess of the plate. The edge-moments (moments per unit length of the edge) and the small

(8.29)

, one can calculate the maximum strains occurring at the top and bottom faces of the plate
the edge-moments:

(8.30)

f a pressure sensor with a diaphragm subjected to a uniform pressure, the boundary conditions
edges: w = 0, ∂w/∂x = 0 at x = ±a/2 and w = 0, ∂w/∂y = 0 at y = ±b/2, where the diaphragm
imensions a × b. The solution of this problem has been obtained by [Evans 1939], showing
ximum strains are at the center of the edges. The values of the edge-moments and the
t of the center of plate are listed in Table 8.2. 

W(x = 0, y = 0) Mx(x = a/2, y = 0) My(x = 0, y = b/2) Mx(x = 0, y = 0) My(x = 0, y = 0)

 0.00126qa4/D  −0.0513qa2  −0.0513qa2  0.0231qa2  0.0231qa2

 0.00220qa4/D  −0.0757qa2  −0.0570qa2  0.0368qa2  0.0203qa2

 0.00254qa4/D  −0.0829qa2  −0.0571qa2  0.0412qa2  0.0158qa2

 0.00260qa4/D  −0.0833qa2  −0.0571qa2  0.0417qa2  0.0125qa2

Thin plate subjected to positive pressure q.
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8.3 Vibration and Modal Analysis
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ed earlier, the time response of a continuum structure requires the solution of Eqs. (8.10)
eleration terms present. For linear systems this solution can be represented by an infinite
n of characteristic functions (modes). Associated with each such mode is also a characteristic
envalue) determining the time response of the mode. The analysis of these modes is called
sis and has a central role in the design of resonant cantilever sensors, flapping wings for
hicles (MAVs) and micromirrors, used in laser scanners and projection systems. In the case
er beam, the flexural displacements are described by a fourth-order differential equation

(8.31)

e moment of inertia, E is the Young’s modulus, ρ is the density, and A is the area of the cross
en the thickness of the cantilever is much smaller than the width, E should be replaced by
 Young’s modulus E1 = E/(1 − ν 2). For a rectangular cross section, (8.31) is reduced to 

(8.32)

e thickness of the beam. The solution of (8.32) can be written in terms of an infinite series
istic functions representing the individual vibration modes

(8.33)

aracteristic functions Φi are expressed with the four Rayleigh functions S, T, U, and V:

(8.34)

nts ai, bi, ci, di, ωi, and δi are determined from the boundary and initial conditions of (8.34).
ver beam with a fixed end at x = 0 and a free end at x = L, the boundary conditions are

 

(8.35)

 are to be satisfied by each of the functions Φi, it follows that ai = 0, bi = 0 and

cosh(λiL)cos(λiL) = −1 (8.36)
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anscendental equation the λi’s and the circular frequencies ωi are determined [Butt et al.

(8.37)

 shows the first four vibrational modes of the cantilever. An important result of the modal
he calculation of the amplitude of thermal vibrations of cantilevers. As the size of the
 reduced to nanometer scale, the energy of random thermal excitations becomes comparable
rgy of the individual vibration modes. This effect leads to a thermal noise in nanocantilevers.
uipartition theorem [Butt et al. 1995] showed that the root mean square of the amplitude
 such cantilever is 

(8.38)

ysis can be performed on vibrations of thin plates such as micromirrors. The free lateral
f such a plate are described by 

 (8.39)

ested reader is referred to [Timoshenko 1959] for further details on vibrations of plates. 

ckling Analysis

stability can occur due to material failure, e.g., plastic flow or fracture, or it can also occur
 changes in the geometry of the structure (e.g., buckling, wrinkling, or collapse). The latter
 of this section. When short columns are subjected to a compressive load, the stress in the
 is considered uniform. Thus for short columns, failure will occur when the plastic yield
 material is reached. In the case of long and slender beams under compression, due to
ng imperfections, the applied load or the column will have some eccentricity. As a result the
evelop a bending moment proportional to the eccentricity, resulting in additional lateral

hile for small loads the lateral displacement will reach equilibrium, above certain critical

First four vibration modes of a cantilever beam.
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am will be unable to withstand the bending moment and will collapse. Consider the beam
bjected to load F with eccentricity e, resulting in lateral displacement of the tip δ. According

 bending equation

(8.40)

oundary conditions are w(0) = 0, ∂w/∂x |x=0 = 0. The corresponding solution is

(8.41)

 δ one has δ = e(1/coskL − 1), where k = . This solution looses stability when δ grows
d, i.e., when coskL = 0, or kL = (2n + 1)π/2. From this condition the smallest critical load is 

(8.42)

nalysis and Eq. (8.42) were developed by Euler. Similar conditions can be derived for other
m supports. A general formula for the critical load can be written as 

(8.43)

l val  ues of the coefficient K are given in Table 8.3.

nsducers 

 are devices capable of converting one type of energy into another. If the output energy is
work the transducer is called an actuator. The rest of the transducers are called sensors,
most cases, a mechanical transducer can also be a sensor and vice versa. For example the
ansducer can be used as an actuator or position sensor. In this section the most common
ed in micromechatronics are reviewed. 

atic Transducers

tatic transducers fall into two main categories—parallel plate electrodes and interdigitated
des. In applications where relatively large capacitance change or force is required, the parallel
ration is preferred. Conversely, larger displacements with linear force/displacement charac-

 be achieved with comb drives at the expense of reduced force. Parallel plate actuators are
trostatic micro-switches as illustrated in Fig. 8.1. In this case the electrodes form a parallel
or and the force is described by

(8.44)

he area of overlap between the two electrodes; t2 is the thickness of insulating layer (silicon
on nitride); le is the length of fixed electrode; εr is the relative permittivity of insulating layer;
lied voltage; d0 is the initial separation between the capacitor plates; and d is downward

one end built-in, other free both ends built-in pin-joints at both ends
cient 1/4 4 1
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 the beam. The minimum voltage required to close the gap of a cantilever actuator is known
old voltage [Petersen 1978], and can be approximated as 

(8.45)

f is given by (8.24). 
ives also fall in two categories: symmetric and asymmetric. Symmetric comb drive is shown
. In this configuration the gaps between the individual fingers are equal. Figure 8.6(b) shows
mmetric comb capacitors, used in the force sensor shown in Fig. 8.2 [Enikov 2000a]. In any
ce generated between the fingers is equal to the derivative of the total electrostatic energy
 to the displacement

(8.46)

e number of fingers. Several authors have given approximate expressions for (8.46). One of
urate calculations of the force between the pair of fingers shown in Fig. 8.6(a) is given by
al. 1995] using Schwartz transforms

 (8.47)

ition region x ∈[−∆−; ∆ +], ∆ +,− ≈ 2g, the force can be approximated with a tangential line
 two branches described by (8.47). 

agnetic Transducers

etic force has also been used extensively. It can be generated via planar coil as illustrated in
 cantilever and often the coils are made of soft ferromagnetic material. Using an equivalent
cuit model, the magnetic force acting on the top cantilever can be estimated as

(8.48)

Lateral comb transducers: (a) Dimensions; (b) two orthogonal Si combs.
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(8.49)

tances; h1 and h2 are the flux-path lengths inside the top and bottom permalloy layers. 

Actuators

uators have been investigated for positioning of micromirrors [Liew et al. 2000], and micro-
tion [Wood et al. 1998]. This actuator consists of two arms with different cross sections (see
en current is passed through the two arms, the higher current density occurs in the smaller
 beam and thus generates more heat per unit volume. The displacement is a result of the

 differential induced in the two arms. For the actuator shown in Fig. 8.8, an approximate
e deflection of the tip δ can be developed using the theory of thermal bimorphs [Faupel 1981]

(8.50)

nd T cold are the average temperatures of the hot and cold arms and α(T ) is the temperature
hermal expansion coefficient. A more detailed analysis including the temperature distribution
can be found in [Huang et al. 1999].

tive Polymer Actuators

 polymer-metal composites (EAPs) are promising multi-functional materials with extremely
s. Recent interest towards these materials is driven by their unique ability to undergo large
s under very low driving voltages as well as their low mass and high fracture toughness. For

, Table 8.4 lists several characteristic properties of EAPs and other piezoelectric ceramics.
being tested for use in flapping-wing micro-air-vehicles (MAVs) [Rohani 1999], underwater
obots [Laurent 2001], and biomedical applications [Oguro 2000]. An EAP actuator consists

Electromagnetic actuation.

Lateral thermal actuator.
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change membrane covered with a conductive layer as illustrated in Fig. 8.9(a). Upon appli-
otential difference at points A and B the composite bends towards the anodic side as shown
). Among the numerous ion-exchange polymers, perfluorinated sulfonic acid (Nafion Du
 and perfluorinated carboxylic acid (Flemion, Asahi, Japan) are the most commonly used in
lications. The chemical formula of a unit chain of Nafion is

(8.51)

 the counterion (H+, Na+, Li+, …). The ionic clusters are attached to side chains, which
 transmission electron microscopy (TEM) studies, segregate in hydrophilic nano-clusters

ers ranging from 10 to 50 Å [Xue 1989]. In 1982, Gierke proposed a structural model [Gireke
ing to which, the clusters are interconnected via narrow channels. The size and distribution
nels determine the transport properties of the membrane and thus the mechanical response. 

ymer composites can be produced by vapor or electrochemical deposition of metal over the
e membrane. The electrochemical platinization method [Fedkiw 1992], used by the author,

the ion-exchange properties of the Nafion. The method consists of two steps: step one—ion
the protons H+ with metal cations (e.g., Pt2+); step two—chemical reduction of the Pt2+ ions
rane to metallic Pt using NaBH4 solution. These steps are outlined in Fig. 8.10 and an SEM
raph of the resulting composite is shown in Fig. 8.11. The electrode surfaces are approximately

k Pt deposits. Repeating the above steps several times results in dendritic growth of the
to the polymer matrix [Oguro 1999] and has been shown to improve the actuation efficiency. 

strain more than 10% up to 8% up to 0.3%
dulus (GPa) 0.114 (wet) 75 89
ngth (MPa) 34 (wet) 850 76
me  msec–min sec–min µsec–sec
y (g/cm3) 2.0 6.5 7.5
oltage 1–10 V N/A 50–1000 V

Polymer metal composite actuator.

Two-step Pt plating process.

CF2–CF2( )n–CF–CF2–[ ]m

O–CF–CF2–O–CF2–SO3
−M+
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mation of the polymer-metal composite can be attributed to several phenomena, the dom-
ing differential swelling of the membrane due to internal osmotic pressure gradients [Eik-

. A schematic representation of the ionic processes taking place inside the polymer is shown
 Under the application of external electric field a flux of cations and hydroxonium ions is
wards the cathode. At the cathode the ions pick up an electron and produce hydrogen and
olecules. On the anodic side, the water molecules dissociate producing oxygen and hydrox-
 This redistribution of water within the membrane creates local expansion/contraction of
 matrix. Mathematically, the deformation can be described by introducing an additional
 strain) term in the expression of the total strain. Thus the total strain has two additive parts:
mation of the polymer network due to external forces (mechanical, electrical) and chemical
rtional to the compositional variables

(8.52)

Nafion membrane with Pt electrode.
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where cs are the mass fractions,  are the partial molar volumes, Ms are the molar masses, and the index
0 refers to the initial value of a variable. Complete mathematical description of the polymer actuator
requires the
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 solution of mass transport (diffusion) equation, momentum balance, and Poisson equation
l distribution, the discussion of which is beyond the scope of this book. An interesting
 of the addition of the chemical strain in (8.46) is the explicit appearance of the pressure

 electrochemical potential driving the diffusion. The total mass diffusion flux will have a
proportional to the negative gradient of the pressure, which for the case of water, will result
on phenomena observed experimentally. The total flux of component s is then given by 

(8.53)

 the mobility of component s, zs is the valence of component s, p is the pressure, f s is the
ficient, and Φ is the electric potential. We have omitted the cross-coupling terms that would
ully coupled Onsager-type formulation. Interested readers are referred to [Enikov 2000b] and
es therein for further details.

ture Trends

EMS are likely to be more heterogeneous in terms of materials and structures. Bio-MEMS
, require use of nontoxic, noncorrosive materials, which is not a severe concern in standard
nts. Already departure from the traditional Si-based MEMS can be seen in the areas of optical
g wide band-gap materials, nonlinear electro-optical polymers, and ceramics. As pointed
ubmicron size of the cantilever-based sensors brings the thermal noise issues in mechanical
urther reduction in size will require molecular statistic description of the interaction forces.
e, carbon nanotubes placed on highly oriented pyrolytic graphite (HOPG) experience
hesion force when aligned with the underlying graphite lattice [Falvo et al. 2000]. The future
 systems are likely to become an interface between the macro and nano domains. 
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Mechanical Systems
for Mechatronics

Applications

9.1 Introduction 
9.2 Mechanical System Modeling

in Mechatronic Systems
Physical Variables and Power Bonds • Interconnection
of Components • Causality

9.3 Descriptions of Basic Mechanical Model 
Components 
Defining Mechanical Input and Output Model 
Elements • Dissipative Effects in Mechanical 
Systems • Potential Energy Storage Elements • Kinetic Energy 
Storage • Coupling Mechanisms • Impedance Relationships 

9.4 Physical Laws for Model Formulation.
Kinematic and Dynamic Laws • Identifying and Representing 
Motion in a Bond Graph • Assigning and Using 
Causality • Developing a Mathematical Model • Note
on Some Difficulties in Deriving Equations

9.5 Energy Methods for Mechanical System 
Model Formulation
Multiport Models • Restrictions on Constitutive 
Relations • Deriving Constitutive Relations
• Checking the Constitutive Relations

9.6 Rigid Body Multidimensional Dynamics 
Kinematics of a Rigid Body • Dynamic Properties of a Rigid 
Body • Rigid Body Dynamics

9.7 Lagrange’s Equations
Classical Approach • Dealing with Nonconservative 
Effects • Extensions for Nonholonomic Systems
• Mechanical Subsystem Models Using Lagrange Methods
• Methodology for Building Subsystem Model

9.1 Introduction

Mechatronics applications are distinguished by controlled motion of mechanical systems coupled to
actuators and sensors. Modeling plays a role in understanding how the properties and performance of
mechanical components and systems affect the overall mechatronic system design. This chapter reviews
methods for modeling systems of interconnected mechanical components, initially restricting the

Raul G. Longoria
The University of Texas at Austin
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application to basic translational and rotational elements, which characterize a wide class of mechatronic
applications. The underlying basis of mechanical motion (kinematics) is presumed known and not
reviewed here, with more discussion and emphasis placed on a system dynamics perspective. More
advanced applications requiring two- or three-dimensional motion is presented in section 9.6.

Mechanical systems can be conceptualized as rigid and/or elastic bodies that may move relative to one
another, depending on how they are interconnected by components such as joints, dampers, and other
passive devices. This chapter focuses on those systems that can be represented using lumped-parameter
descriptions, wherein bodies are treated as rigid and no dependence on spatial extent need be considered
in the elastic effects. The modeling of mechanical systems in general has reached a fairly high level of
maturity, being based on classical methods rooted in the Newtonian laws of motion. One benefits from
the extensive and overwhelming knowledge base developed to deal with problems ranging from basic
mass-spring systems to complex multibody systems. While the underlying physics are well understood,
there exist many different means and ways to arrive at an end result. This can be especially true when
the need arises to model a multibody system, which requires a considerable investment in methods for
formulating and solving equations of motion. Those applications are not within the scope of this chapter,
and the immediate focus is on modeling basic and moderately complex systems that may be of primary
interest to a mechatronic system designer/analyst.

9.2 Mechanical System Modeling in Mechatronic Systems

Initial steps in modeling any physical system include defining a system boundary, and identifying how
basic components can be partitioned and then put back together. In mechanical systems, these analyses
can often be facilitated by identifying points in a system that have a distinct velocity. For purposes of
analysis, active forces and moments are “applied” at these points, which could represent energetic inter-
actions at a system boundary. These forces and moments are typically applied by actuators but might
represent other loads applied by the environment. 

A mechanical component modeled as a point mass or rigid body is readily identified by its velocity,
and depending on the number of bodies and complexity of motion there is a need to introduce a
coordinate system to formally describe the kinematics (e.g., see [12] or [15]). Through a kinematic
analysis, additional (relative) velocities can be identified that indicate the connection with and motion
of additional mechanical components such as springs, dampers, and/or actuators. The interconnection
of mechanical components can generally have a dependence on geometry. Indeed, it is dependence of
mechanical systems on geometry that complicates analysis in many cases and requires special consider-
ation, especially when handling complex systems. 

A preliminary description of a mechanical system should also account for any constraints on the
motional states, which may be functions of time or of the states themselves. The dynamics of mechanical
systems depends, in many practical cases, on the effect of constraints. Quantifying and accounting for
constraints is of paramount importance, especially in multibody dynamics, and there are different schools
of thought on how to develop models. Ultimately, the decision on a particular approach depends on the
application needs as well as on personal preference. 

It turns out that a fairly large class of systems can be understood and modeled by first understanding
basic one-dimensional translation and fixed-axis rotation. These systems can be modeled using methods
consistent with those used to study other systems, such as those of an electric or hydraulic type. Fur-
thermore, building interconnected mechatronic system models is facilitated, and it is usually easier for
a system analyst to conceptualize and analyze these models.

In summary, once an understanding of (a) the system components and their interconnections (includ-
ing dependence on geometry), (b) applied forces/torques, and (c) the role of constraints, is developed,
dynamic equations fundamentally due to Newton can be formulated. The rest of this section introduces
the selection of physical variables consistent with a power flow and energy-based approach to modeling
basic mechanical translational and rotational systems. In doing so, a bond graph approach [28,3,17] is
introduced for developing models of mechanical systems. This provides a basis for introducing the
©2002 CRC Press LLC



 

                                                                                    
concept of causality, which captures the input–output relationship between power-conveying variables
in a system. The bond graph approach provides a way to understand and mathematically model basic as
well as complex mechanical systems that is consistent with other energetic domains (electric, electrome-
chanical, thermal, fluid, chemical, etc.). 

Physical Variables and Power Bonds

Power and Energy Basis

One way to consistently partition and connect subsystem models is by using power and energy variables
to quantify the system interaction, as illustrated for a mechanical system in Fig. 9.1(a). In this figure,
one port is shown at which power flow is given by the product of force and velocity, F · V, and another
for which power is the product of torque and angular velocity, T · ω. These power-conjugate variables
(i.e., those whose product yields power) along with those that would be used for electrical and hydraulic
energy domains are summarized in Table 9.1. Similar effort (e) and flow ( f ) variables can be identified
for other energy domains of interest (e.g., thermal, magnetic, chemical). This basis assures energetically
correct models, and provides a consistent way to connect system elements together. 

In modeling energetic systems, energy continuity serves as a basis to classify and to quantify systems.
Paynter [28] shows how the energy continuity equation, together with a carefully defined port concept, pro-
vides a basis for a generalized modeling framework that eventually leads to a bond graph approach.
Paynter’s reticulated equation of energy continuity,

(9.1)

concisely identifies the l distinct flows of power, Pi, m distinct stores of energy, Ej, and the n distinct
dissipators of energy, Pd . Modeling seeks to refine the descriptions from this point. For example, in a
simple mass–spring–damper system, the mass and spring store energy, a damper dissipates energy, and

TABLE 9.1 Power and Energy Variables for Mechanical Systems

Energy Domain  Effort, e  Flow, f  Power, P

General e f e · f [W]
Translational Force, F [N] Velocity, V [m/sec] F · V [N m/sec, W]
Rotational Torque, T Angular velocity, T · ω [N m/sec, W]

or τ [N m] ω [rad/sec] 
Electrical Voltage, v [V] Current, i [A] v · i [W]
Hydraulic Pressure, P [Pa] Volumetric flowrate, P · Q [W]

Q [m3/sec]    

FIGURE 9.1 Basic interconnection of systems using power variables.
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the interconnection of these elements would describe how power flows between them. Some of the details
for accomplishing these modeling steps are presented in later sections. 

One way to proceed is to define and categorize types of system elements based on the reticulated
energy continuity Eq. (9.1). For example, consider a system made up only of rigid bodies as energy stores
(in particular of kinetic energy) for which Pd = 0 (we can add these later), and in general there can be l
ports that could bring energy into this purely (kinetic)energy-storing system which has m distinct ways
to put energy into the rigid bodies. This is a very general concept, consistent with many other ways to
model physical systems. Howevever, it is this foundation that provides for a generalized way to model
and integrate different types of energetic systems.  

The schematic of a permanent-magnet dc (PMDC) motor shown in Fig. 9.1(b) illustrates how power
variables would be used to identify inteconnection points. This example also serves to identify the need
for modeling mechanisms, such as the electromechanical (EM) interaction, that can represent the
exchange of energy between two parts of a system. This model represents a simplified relationship between
electrical power flow, v · i, and mechanical power flow, T · ω, which forms the basis for a motor model.
Further, this is an ideal power-conserving relationship that would only contain the power flows in the
energy continuity equation; there are no stores or dissipators. Additional physical effects would be
included later.

Power and Signal Flow

In a bond graph formulation of the PMDC motor, a power bond is used to identify flow of power. Power
bonds quantify power flow via an effort-flow pair, which can label the bonds as shown in Fig. 9.2(a)
(convention calls for the effort to take the position above for any orientation of bond). This is a word
bond graph model, a form used to identify the essential components in a complex system model. At this
stage in a model, only the interactions of multiport systems are captured in a general fashion. Adding
half-arrows on power bonds defines a power flow direction between two systems (positive in the direction
of the arrow). Signal bonds, used in control system diagrams, have full-arrows and can be used in bond
graph models to indicate interactions that convey only information (or negligible power) between
multiports. For example, the word bond graph in Fig. 9.2(b) shows a signal from the mechanical block
to indicate an ideal measurement transferred to a controller as a pure signal. The controller has both
signal and power flow signals, closing the loop with the electrical side of the model. These conceptual
diagrams are useful for understanding and communicating the system interconnections but are not
complete or adequate for quantifying system performance.

FIGURE 9.2 Power-based bond graph models: (a) PMDC motor word bond graph, (b) PMDC motor word bond
graph with controller.
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While it is convenient to use power and energy in formulating system models for mechanical systems,
a motional basis is critical for identifying interconnections and when formulating quantifiable mathe-
matical models. For many mechanical, translational, and rotational systems, it is sufficient to rely on
basic one-dimensional motion and relative motion concepts to identify the interrelation between many
types of practical components. Identifying network-like structure in these systems has been the basis for
building electrical analogies for some time. These methods, as well as signal-flow analysis techniques,
are not presented here but are the method of choice in some approaches to system dynamics [33]. Bond
graph models are presented, and it will be shown in later sections how these are consistent even with
more complex mechanical system formulations of three-dimensional dynamics as well as with the use
of Lagrangian models.

Need for Motional Basis 

In modeling mechanical translational or rotational systems, it is important to identify how the configu-
ration changes, and a coordinate system should be defined and the effect of geometric changes identified.
It is assumed that the reader is familiar with these basic concepts [12]. Usually a reference configuration
is defined from which coordinates can be based. This is essential even for simple one-dimensional
translation or fixed-axis rotation. The minumum number of geometrically independent coordinates
required to describe the configuration of a system is traditionally defined as the degrees of freedom.
Constraints should be identified and can be used to choose the most convenient set of coordinates for
description of the system. We distinguish between degrees of freedom and the minimum number of
dynamic state variables that might be required to describe a system. These may be related, but they are
not necessarily the same variables or the same in number (e.g., a second-order system has two states but
is also referred to as a single degree of freedom system).

An excellent illustration of the relevance of degrees of freedom, constraints, and the role these concepts
play in modeling and realizing a practical system is shown in Fig. 9.3. This illustration (adapted from
Matschinsky [22]) shows four different ways to configure a wheel suspension. Case (a), which also forms
the basis for a 1/4-car model clearly has only one degree of freedom. The same is true for cases (b) and
(c), although there are constraints that reduce the number of coordinates to just one in each of these
designs. Finally, the rigid beam axle shows how this must have two degrees of freedom in vertical and
rotational motion of the beam to achieve at least one degree of freedom at each wheel.

FIGURE 9.3 Wheel suspensions: (a) vertical travel only, 1 DOF; (b) swing-axle with vertical and lateral travel,
1 DOF; (c) four-bar linkage design, constrained motion, 1 DOF; (d) rigid beam axle, two wheels, vertical, and
rotation travel, 2 DOF.

(a) (b) (c)

(d)
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Interconnection of Components

In this chapter, we will use bond graphs to model mechanical systems. Like other graph representations
used in system dynamics [33] and multibody system analysis [30,39], bond graphs require an under-
standing of basic model elements used to represent a system. However, once understood, graph methods
provide a systematic method for representing the interconnection of multi-energetic system elements.
In addition, bond graphs are unique in that they are not linear graph formulations: power bonds replace
branches, multiports replace nodes [28]. In addition, they include a systematic approach for computa-
tional causality. 

Recall that a single line represents power flow, and a half-arrow is used to designate positive power
flow direction. Nodes in a linear graph represent across variables (e.g., velocity, voltage, flowrate);
however, the multiport in a bond graph represents a system element that has a physical function defined
by an energetic basis. System model elements that represent masses, springs, and other components are
discussed in the next section. Two model elements that play a crucial role in describing how model
elements are interconnected are the 1-junction and 0-junction. These are ideal (power-conserving)
multiport elements that can represent specific physical relations in a system that are useful in intercon-
necting other model elements.  

A point in a mechanical system that has a distinct velocity is represented by a 1-junction. When one
or more model elements (e.g., a mass) have the same velocity as a given 1-junction, this is indicated by
connecting them to the 1-junction with a power bond. Because the 1-junction is constrained to conserve
power, it can be shown that efforts (forces, torques) on all the connected bonds must sum to zero; i.e.,
Âei = 0. This is illustrated in Fig. 9.4(a). The 1-junction enforces kinematic compatibility and introduces
a way to graphically express force summation! The example in Fig. 9.4(b) shows three systems (the blocks
labeled 1, 2, and 3) connected to a point of common velocity. In the bond graph, the three systems would
be connected by a 1-junction. Note that sign convention is incorporated into the sense of the power arrow. 

For the purpose of analogy with electrical systems, the 1-junction can be thought of as a series electrical
connection. In this way, elements connected to the 1-junction all have the same current (a flow variable)
and the effort summation implied in the 1-junction conveys the Kirchhoff voltage law. In mechanical
systems, 1-junctions may represent points in a system that represent the velocity of a mass, and the effort
summation is a statement of Newton’s law (in D’Alembert form), ÂF -  = 0.

Figure 9.4 illustrates how components with common velocity are interconnected. Many physical
components may be interconnected by virtue of a common effort (i.e., force or torque) or 0-junction.
For example, two springs connected serially deflect and their ends have distinct rates of compression/
extension; however, they have the same force across their ends (ideal, massless springs). System components
that have this type of relationship are graphically represented using a 0-junction. The basic 0-junction
definition is shown in Fig. 9.5(a). Zero junctions are especially helpful in mechanical system modeling
because they can also be used to model the connection of components having relative motion. For
example, the device in Fig. 9.5(b), like a spring, has ends that move relative to one another, but the force

FIGURE 9.4 Mechanical 1-junction: (a) basic definition, (b) example use at a massless junction.
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on each end is the same (note this assumes there is negligible mass). The definition of the 0-junction
implies that all the bonds have different velocities, so a flow difference can be formed to construct a
relative velocity, V3. All the bonds have the same force, however, and this force would be applied at the
1-junctions that identify the three distinct velocities in this example. A spring, for example, would be
connected on a bond connected to the V3 junction, as shown in Fig. 9.5(b), and Vspring = V3.

The 1- and 0-junction elements graphically represent algebraic structure in a model, with distinct
physical attributes from compatibility of kinematics (1-junction) and force or torque (0-junction). The
graph should reflect what can be understood about the interconnection of physical devices with a bond
graph. There is an advantage in forming a bond graph, since causality can then be used to form
mathematical models. See the text by Karnopp, Margolis, and Rosenberg [17] for examples. There is a
relation to through and across variables, which are used in linear graph methods [33].

Causality

Bond graph modeling was conceived with a consistent and algorithmic methodology for assignment of
causality (see Paynter [28], p. 126). In the context of bond graph modeling, causality refers to the input–
output relationship between variables on a power bond, and it depends on the systems connected to
each end of a bond. Paynter identified the need for this concept having been extensively involved in
analog computing, where solutions rely on well-defined relationships between signals. For example, if
system S1 in Fig. 9.6(a) is a known source of effort, then when connected to a system S2, it must specify
effort into S2, and S2 in turn must return the flow variable, f, on the bond that connects the two systems.
In a bond graph, this causal relationship is indicated by a vertical stroke drawn on the bond, as shown
in Fig. 9.6(a). The vertical stroke at one end of a bond indicates that effort is specified into the multiport
element connected at that end. In Fig. 9.6(b), the causality is reversed from that shown in (a).

FIGURE 9.5 Mechanical 0-junction: (a) basic definition, (b) example use at a massless junction.

FIGURE 9.6 (a) Specifying effort from S1 into S2. (b) Specifying flow from S1 into S2. (c) A contrived example
showing the constraint on causality assignment imposed by the physical definitions of 0- and 1-junctions.
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The example in Fig. 9.6(c) illustrates how causality “propagates” through a bond graph of intercon-
nected bonds and systems. Note that a 1-junction with multiple ports can only have one bond specifying
flow at that junction, so the other bonds specify effort into the 1-junction. A 0-junction requires one
bond to specify effort, while all others specify flow. Also note that a direction for positive power flow has
not been assigned on these bonds. This is intentional to emphasize the fact that power sense and causality
assignment on a bond are independent of each other.

Causality assignment in system models will be applied in examples that follow. An extensive discussion
of the successive cauality assignment procedure (sometimes referred to as SCAP) can be found in Rosenberg
and Karnopp [32] or Karnopp, Margolis, and Rosenberg [17]. By using the defined bond graph elements,
causality assignment is made systematically. The procedure has been programmed into several commer-
cially available software packages that use bond graphs as formal descriptions of physical system models. 

Because it reveals the input–output relationship of variables on all the bonds in a system model,
causality can infer computational solvability of a bond graph model. The results are used to indicate the
number of dynamic states required in a system, and the causal graph is helpful in actually deriving the
mathematical model. Even if equations are not to be derived, causality can be used to derive physical
insight into how a system works.

9.3 Descriptions of Basic Mechanical Model Components

Mechanical components in mechatronic systems make their presence known through motional response
and by force and torque (or moment) reactions notably on support structures, actuators, and sensors.
Understanding and predicting these response attributes, which arise due to combinations of frictional,
elastic, and inertial effects, can be gained by identifying their inherent dissipative and energy storing
nature. This emphasis on dissipation and energy storage leads to a systematic definition of constitutive
relations for basic mechanical system modeling elements. These model elements form the basis for
building complex nonlinear system models and for defining impedance relations useful in transfer
function formulation. In the following, it is assumed that the system components can be well represented
by lumped-parameter formulations. 

It is presumed that a modeling decision is made so that dissipative and energy storing (kinetic and
potential) elements can be identified to faithfully represent a system of interest. The reticulation is an
essential part of the modeling process, but sometimes the definition and interconnection of the elements
is not easy or intuitive. This section first reviews mechanical system input and output model elements,
and then reviews passive dissipative elements and energy-storing elements. The section also discusses
coupling elements used for modeling gears, levers, and other types of power-transforming elements. The
chapter concludes by introducing impedance relationships for all of these elements.

Defining Mechanical Input and Output Model Elements

In dynamic system modeling, initial focus requires defining a system boundary, a concept borrowed
from basic thermodynamics. In isolating mechanical systems, a system boundary identifies ports through
which power and signal can pass. Each port is described either by a force–velocity or torque–angular
velocity power conjugate pair. It is helpful, when focusing on the mechanical system modeling, to make
a judgement on the causality at each port. For example, if a motor is to be attached to one port, it may
be possible to define torque as the input variable and angular velocity as the output (back to the motor). 

It is important to identify that these are model assumptions. We define specific elements as sources
of effort or flow that can be attached at the boundary of a system of interest. These inputs might be
known and or idealized, or they could simply be “placeholders” where we will later attach a model for
an actuator or sensor. In this case, the causality specified at the port is fixed so that the (internal) system
model will not change. If the causality changes, it will be necessary to reformulate a new model.

In bond graph terminology, the term effort source is used to define an element that specifies an effort,
such as this force or torque. The symbol Se or E can be used to represent the effort source on a bond graph.
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A flow source is an element that specifies a flow on a bond, such as a translational velocity or angular or
rotational velocity. The bond graph symbol is Sf or F. Two basic examples of sources are shown in Fig. 9.7.
Note that each bond has a defined effort or flow, depending on the source type. The causality on these
model elements is always known, as shown. Further, each bond carries both pieces of information: (1)
the effort or flow variable specified by the source, and (2) the back reaction indicated by the causality.
So, for example, at the ground connection in Fig. 9.7(b), the source specifies the zero velocity constraint
into the system, and the system, in turn, specifies an effort back to the ground. The symbolic represen-
tation emphasizes the causal nature of bond graph models and emphasizes which variables are available
for examination. In this case, the force back into the ground might be a critical output variable.

Dissipative Effects in Mechanical Systems

Mechanical systems will dissipate energy due to friction in sliding contacts, dampers (passive or active),
and through interaction with different energy domains (e.g., fluid loading, eddy current damping). These
irreversible effects are modeled by constitutive functions between force and velocity or torque and angular
velocity. In each case, the product of the effort-flow variables represents power dissipated, Pd = e · f, and
the total energy dissipated is Ed = ∫ Pd dt = ∫(e · f ) dt. This energy can be determined given knowledge of
the constitutive function, e = Φ(f ), shown graphically in Fig. 9.8(a). We identify this as a basic resistive
constitutive relationship that must obey the restriction imposed by the second law of thermodynamics;
namely that, e · f ≥ 0. A typical mechanical dashpot that follows a resistive-type model description is
summarized in Fig. 9.8(b).

In a bond graph model, resistive elements are symbolized by an R element, and a generalized, multiport
R-element model is shown in Fig. 9.9(a). Note that the R element is distinguished by its ability to represent
entropy production in a system. On the R element, a thermal port and bond are shown, and the power
direction is always positive away from the R. In thermal systems, temperature, T, is the effort variable

FIGURE 9.7 Two cases showing effort and flow sources on word bond graphs.

FIGURE 9.8 (a) Resistive constitutive relation. (b) Example dashpot resistive model.

System
Force, F(t)

SystemSe
F(t)

Known force applied to a system

System

System

Sf

V = 0

Known velocity input on one side and an
 attachment point with zero velocity
on other

ground

V(t)

Sf
V(t)

(a) (b)

F, force back to ground

e

f

Total power
dissipated = e f = heat generated

e = Φ( f )

F1 F2

F = F1 = F2
translational
dashpot

V = V1 
 −  V2

V1 V2

F

V = V1 
 −  V2

(a) (b)
©2002 CRC Press LLC



 

and entropy flow rate, fs is the flow variable. To compute heat generated by the R element, compose the
calculation as Q (heat in watts) = T · fs = ∑i ei · fi over the n ports. 

The system attached to a resistive element through a power bond will generally determine the causality
on that bond, since resistive elements generally have no preferred causal form.1 Two possible cases on a
given R-element port are shown in Fig. 9.9(b). A block diagram emphasizes the computational aspect of
causality. For example, in a resistive case the flow (e.g., velocity) is a known input, so power dissipated
is Pd = e · f = Φ( f ) · f. For the linear damper, F = b · V, so Pd = F · V = bV2 (W).

In mechanical systems, many frictional effects are driven by relative motion. Hence, identifying how
a dissipative effect is configured in a mechanical system requires identifying critical motion variables.
Consider the example of two sliding surfaces with distinct velocities identified by 1-junctions, as shown
in Fig. 9.10(a). Identifying one surface with velocity V1, and the other with V2, the simple construction
shown in Fig. 9.10(b) shows how an R element can be connected at a relative velocity, V3. Note the
relevance of the causality as well. Two velocities join at the 0-junction to form a relative velocity, which
is a causal input to the R. The causal output is a force, F3, computed using the constitutive relation, F =
Φ(V3). The 1-junction formed to represent V3 can be eliminated when there is only a single element
attached as shown. In this case, the R would replace the 1-junction.

When the effort-flow relationship is linear, the proportionality constant is a resistance, and in mechan-
ical systems these quantities are typically referred to as damping constants. Linear damping may arise
in cases where two surfaces separated by a fluid slide relative to one another and induce a viscous and
strictly laminar flow. In this case, it can be shown that the force and relative velocity are linearly related,
and the material and geometric properties of the problem quantify the linear damping constant. Table 9.2
summarizes both translational and rotational damping elements, including the linear cases. These com-
ponents are referred to as dampers, and the type of damping described here leads to the term viscous
friction in mechanical applications, which is useful in many applications involving lubricated surfaces.
If the relative speed is relatively high, the flow may become turbulent and this leads to nonlinear damper
behavior. The constitutive relation is then a nonlinear function, but the structure or interconnection of

FIGURE 9.9 (a) Resistive bond graph element. (b) Resistive and conductive causality.

FIGURE 9.10 (a) Two sliding surfaces. (b) Bond graph model with causality implying velocities as known inputs.

1This is true in most cases. Energy-storing elements, as will be shown later, have a causal form that facilitates
equation formulation.
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the model in the system does not change. Dampers are also constructed using a piston/fluid design and
are common in shock absorbers, for example. In those cases, the force–velocity characteristics are often
tailored to be nonlinear.

The viscous model will not effectively model friction between dry solid bodies, which is a much more
complex process and leads to performance bounds especially at lower relative velocities. One way to
capture this type of friction is with the classic Coulomb model, which depends on the normal load between
surfaces and on a coefficient of friction, typically denoted µ (see Table 9.3). The Coulomb model quantifies
the friction force as F = µN, where N is the normal force. This function is plotted in Fig. 9.11(a) to
illustrate how it models the way the friction force always opposes motion. This model still qualifies as a
resistive constitutive function relating the friction force and a relative velocity of the surfaces. In this case,

TABLE 9.3 Typical Coefficient of Friction Values. Note, Actual Values Will 
Vary Significantly Depending on Conditions

Contacting Surfaces  Static, µs  Sliding or Kinetic, µk

Steel on steel (dry)  0.6  0.4
Steel on steel (greasy)  0.1  0.05
Teflon on steel  0.04  0.04
Teflon on teflon  0.04 —
Brass on steel (dry)  0.5  0.4
Brake lining on cast iron  0.4  0.3
Rubber on asphalt —  0.5
Rubber on concrete —  0.6
Rubber tires on smooth pavement (dry)  0.9  0.8
Wire rope on iron pulley (dry)  0.2  0.15
Hemp rope on metal  0.3  0.2
Metal on ice —  0.02
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however, the velocity comes into effect only to determine the sign of the force; i.e., F = µN sgn(V), where
sgn is the signum function (value of 1 if V > 0 and -1 if V < 0). 

This model requires a special condition when V → 0. Dry friction can lead to a phenomenon referred to
as stick-slip, particularly common when relative velocities between contacting surfaces approach low values.
Stick-slip, or stiction, friction forces are distinguished by the way they vary as a result of other (modulating)
variables, such as the normal force or other applied loads. Stick-slip is a type of system response that
arises due to frictional effects.  On a bond graph, a signal bond can be used to show that the normal
force is determined by an external factor (e.g., weight, applied load, etc.). This is illustrated in Fig. 9.11(b).
When the basic properties of a physical element are changed by signal bonds in this way, they are said
to be modulated. This is a modeling technique that is very useful, but care should be taken so it is not
applied in a way that violates basic energy principles.  

Another difficulty with the standard dry friction model is that it has a preferred causality. In other
words, if the causal input is velocity, then the constitutive relation computes a force. However, if the
causal input is force then there is no unique velocity output. The function is not bi-unique. Difficulties
of this sort usually indicate that additional underlying physical effects are not modeled. While the effort-
flow constitutive relation is used, the form of the constitutive relation may need to be parameterized by
other critical variables (temperature, humidity, etc.). More detailed models are beyond the scope of this
chapter, but the reader is referred to Rabinowicz (1995) and Armstrong-Helouvry (1991) who present
thorough discussions on modeling friction and its effects. Friction is usually a dominant source of
uncertainty in many predictive modeling efforts (as is true in most energy domains).

Potential Energy Storage Elements

Part of the energy that goes into deforming any mechanical component can be associated with pure
(lossless) storage of potential energy. Often the decision to model a mechanical component this way is
identified through a basic constitutive relationship between an effort variable, e (force, torque), and a
displacement variable, q (translational displacement, angular displacement). Such a relationship may be
derived either from basic mechanics [29] or through direct measurement. An example is a translational
spring in which a displacement of the ends, x, is related to an applied force, F, as F = F(x). 

In an energy-based lumped-parameter model, the generalized displacement variable, q, is used to
define a state-determined potential energy function,

E = E(q) = Uq

This energy is related to the constitutive relationship, e = F(q), by 

It is helpful to generalize in this way, and to identify that practical devices of interest will have at least
one connection (or port) in which power can flow to store potential energy. At this port the displacement

FIGURE 9.11 (a) Classic coulomb friction for sliding surfaces. (b) Bond graph showing effect of normal force as
a modulation of the R-element law.
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variable of interest is either translational, x, or angular, θ, and the associated velocities are V =  and
ω = θ, respectively. A generalized potential energy storage element is summarized in Table 9.4, where
examples are given for the translational and rotational one-port. 

The linear translational spring is one in which F = F(x) = kx  = (1/C)x, where k is the stiffness and
C ≡ 1/k is the compliance of the spring (compliance is a measure of “softness”). As shown in Table 9.4, the
potential energy stored in a linear spring is Ux = ∫ F dx  = ∫ kx dx =   kx2, and the co-energy is UF = ∫
F dx  = ∫ (F/k) dF  = F 2/2k. Since the spring is linear, you can show that U x = UF. If the spring is nonlinear
due to, say, plastic deformation or work hardening, then this would not be true.

Elastic potential energy can be stored in a device through multiple ports and through different energy
domains. A good example of this is the simple cantilevered beam having both tip force and moment
(torque) inputs. The beam can store energy either by translational or rotational displacement of the tip.
A constitutive relation for this 2-port C-element relates the force and torque to the linear and rotational
displacments, as shown in Fig. 9.12. A stiffness (or compliance) matrix for small deflections is derived
by linear superposition.

FIGURE 9.12 Example of two-port potential energy storing element: (a) cantilevered beam with translational and
rotational end connections, (b) C-element, 2-port model.
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Kinetic Energy Storage

All components that constitute mechanical systems have mass, but in a system analysis, where the concern
is dynamic performance, it is often sufficient to focus only on those components that may store relevant
amounts of kinetic energy through their motion. This presumes that an energetic basis is used for
modeling, and that the tracking of kinetic energy will provide insight into the system dynamics. This is
the focus of this discussion, which is concerned for the moment with one-dimensional translation and
fixed-axis rotation. Later it will be shown how the formulation presented here is helpful for understanding
more complex systems.

The concept of mass and its use as a model element is faciliated by Newton’s relationship between the
rate of change of momentum of the mass to the net forces exerted on it, F = , where p is the momentum.
The energy stored in a system due to translational motion with velocity V is the kinetic energy. Using
the relation from Newton’s law, dp = Fdt, this energy is E(p) = T(p) = Tp = ∫Pdt  = ∫FV dt  = ∫V dp.
If the velocity is expressed solely as a function of the momentum, p, this system is a pure translational
mass, V = Φ(p). If the velocity is linearly proportional to the momentum, then V = p/m, where m is the
mass. Similar basic definitions are made for a body in rotation about a fixed axis, and these elements are
summarized in Table 9.5. 

For many applications of practical interest to engineering, the velocity–momentum relation, V = V(p)
(the constitutive relation), is linear. Only in relativistic cases might there be a nonlinear relationship in
the constitutive law for a mass. Nevertheless, this points out that for the general case of kinetic energy
storage a constitutive relation is formed between the flow variable and the momentum variable, f = f(p).
This should help build appreciation for analogies with other energy domains, particularly in electrical
systems where inductors (the mass analog) can have nonlinear relationships between current (a flow)
and flux linkage (momentum).

The rotational motion of a rigid body considered here is constrained thus far to the simple case of
planar and fixed-axis rotation. The mass moment of intertia of a body about an axis is defined as the
sum of the products of the mass-elements and the squares of their distance from the axis. For the discrete
case, I = ∑r2∆m, which for continuous cases becomes, I = ∫r2dm (units of kg m2). Some common shapes
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and associated mass moments of inertia are given in Fig. 9.13. General rigid bodies are discussed in
section “Inertia Properties.”

There are several useful concepts and theorems related to the properties of rigid bodies that can be
helpful at this point. First, if the mass moment of inertia is known about an axis through its center of
mass (IG), then Steiner’s theorem (parallel axis theorem) relates this moment of inertia to that about
another axis a distance d away by I = IG + md2, where m is the mass of the body. It is also possible to
build a moment of inertia for composite bodies, in those situations where the individual motion of each
body is negligible. A useful concept is the radius of gyration, k, which is the radius of an imaginary
cylinder of infinitely small wall thickness having the same mass, m, and the same mass moment of inertia,
I, as a body in question, and given by, k = . The radius of gyration can be used to find an equivalent
mass for a rolling body, say, using meq = I/k2.

Coupling Mechanisms

Numerous types of devices serve as couplers or power transforming mechanisms, with the most common
being levers, gear trains, scotch yokes, block and tackle, and chain hoists. Ideally, these devices and their
analogs in other energy domains are power conserving, and it is useful to represent them using a 2-port
model. In such a model element, the power in is equal to the power out, or in terms of effort-flow pairs,
e1 f1 = e2 f2. It turns out that there are two types of basic devices that can be represented this way, based
on the relationship between the power variables on the two ports. For either type, a relationship between
two of the variables can usually be identified from geometry or from basic physics of the device. By
imposing the restriction that there is an ideal power-conserving transformation inherent in the device,
a second relationship is derived. Once one relation is established the device can usually be classified as
a transformer or gyrator. It is emphasized that these model elements are used to represent the ideal
power-conserving aspects of a device. Losses or dynamic effects are added to model real devices.

A device can be modeled as a transformer when e1 = me2 and mf1 = f2. In this relation, m is a
transformer modulus defined by the device physics to be constant or in some cases a function of states of the 
system. For example, in a simple gear train the angular velocities can be ideally related by the ratio of pitch
radii, and in a slider crank there can be formed a relation between the slider motion and the crank angle.
Consequently, the two torques can be related, so the gear train is a transformer. A device can be modeled
as a gyrator if e 1 = rf2 and rf1 = e2, where r is the gyrator modulus. Note that this model can represent

FIGURE 9.13 Mass moments of inertia for some common bodies.
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the power-conserving transformation in devices for which a cross-relationship between power variables
(i.e., effort related to flow) has been identified.2

Some examples of transformers and gyrators are shown in Fig. 9.14. In a bond graph model, the
transformer can be represented by a TF or T, while a gyrator is represented by a GY or G (note, the two
letter symbol is common). The devices shown in Fig. 9.14 indicate a modulus m or r, which may or may
not be a constant value. Many devices may have power-conserving attributes; however, the relationship
between the effort-flow variables may not be constant, so the relationship is said to be modulated when
the modulus is a function of a dynamic variable (preferably a state of the system). On a bond graph, this
can be indicated using a signal bond directed into the T or G modulus. 

Examples of a modulated transformer and gyrator are given in Fig. 9.15. These examples highlight
useful techniques in modeling of practical devices. In the slider crank, note that the modulation is due
to a change in the angular position of the crank. We can get this information from a bond that is adjacent
to the transformer in question; that is, if we integrate the angular velocity found on a neighboring bond,
as shown in Fig. 9.15(a). For the field excited dc motor shown in Fig. 9.15(b), the torque–current relation
in the motor depends on a flux generated by the field; however, this field is excited by a circuit that is
powered independent of the armature circuit. The signal information for modulation does not come from
a neighboring bond, as in the case for the slider crank. These two examples illustrate two ways that
constraints are imposed in coupling mechanisms. The modulation in the slider crank might be said to
represent a holonomic constraint, and along these same lines the field excitation in the motor imposes
a non-holonomic constraint. We cannot relate torque and current in the latter case without solving for
the dynamics of an independent system—the field circuit. In the slider crank, the angular position
required for the modulation is obtained simply by integrating the velocity, since  = ω. Additional
discussion on constraints can be found in section 9.7. 

The system shown in Fig. 9.16(a) is part of an all-mechanical constant-speed drive. A mechanical
feedback force, F2, will adjust the position of the middle rotor, x2. The effect is seen in the bond graph

FIGURE 9.14 Common devices that can be modeled as transformers and gyrators in mechatronic systems.

2It turns out that the gyrator model element is essential in all types of systems. The need for such an element to
represent gyroscopic effects in mechanical systems was first recognized by Thomson and Tait in the late 1900s.
However, it was G. D. Birkhoff (1927) and B. D. H. Tellegen (1948) who independently identified the need for this
element in analysis and synthesis of systems.
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model of Fig. 9.16(b), which has two transformers to represent the speed ratio between the input
(turntable) 1 and the mid-rotor 2, and the speed ratio between the mid-rotor and the output roller 3.
The first transformer is a mechanical version of a nonholonomic transformation. Specifically, we would
have to solve for the dynamics of the rotor position (x2) in order to transform power between the input
and output components of this device. 

Impedance Relationships

The basic component descriptions presented so far are the basis for building basic models, and a very
useful approach relies on impedance formulations. An impedance function, Z, is a ratio of effort to flow
variables at a given system port of a physical device, and the most common application is for linear
systems where Z = Z(s), where s is the complex frequency variable (sometimes called the Laplace operator).
An admittance is the inverse of the impedance, or Y = 1/Z. For each basic element defined, a linear
impedance relation can be derived for use in model development. First, recall that the derivative operator
can be represented by the s operator, so that dx/dt in s-domain is simply sx and ∫x dt is x/s, and so on. 

FIGURE 9.15 Concept of modulation in transformers and gyrators.

FIGURE 9.16 A nonholonomic constraint in a transformer model.

T

G

v1

T2

ω2

i1
if field

excited

r(if)

1 I Field
inductance

T2

ω2

v1

i1

power
into field
circuit

power
into armature
circuit

(b)

MGY
Another symbol for
the Modulated GYrator

signal bond
conveys modulation

1 1
m θ)

F1

V1

T2

ω2 θ

T2

ω2

F1

V1

signal bond
conveys modulation

signal information is extracted from
either a 1 (flow) or 0 (effort) junction
but there is no power transferred 

(a)

MTF
Another symbol for
the Modulated Transformer 

(

r1

r2

1

3

2

output 

input 

1

1

1

T:m =

ω
ω

ω

ω

3

ω2

ω1

r3

r2

r3

x2

T:m =
r1(x2)

r2

x2

(a) (b)

F2
©2002 CRC Press LLC



For the ba
sh = T. Usin
impedance i
conducted f

Using the
circuit conn
analogous t
impedance i
basic relatio

Impedanc
developed d
be introduce
impedance-s
attached to o
having an im

This conc
shaft of the 

TABLE 9.6 Basic Mechanical Impedance Elements

System  Resistive, Z   Capacitive, Z   Inertive, Z

FIGURE 9.17

FIGURE 9.18
illustrates how

0066-frame-C09  Page 18  Friday, January 18, 2002  10:59 AM

©2002 CRC P
sic inertia element in rotation, for example, the basic rate law (see Table 9.5) is  = T. In s-domain,
g the linear constitutive relation, h = Jω , so sJω = T. We can observe that a rotation inertial
s defined by taking the ratio of effort to flow, or T/ω ≡ ZI = sJ. A similar exercise can be
or every basic element to construct Table 9.6.
 basic concept of a 0 junction and a 1 junction, which are the analogs of parallel and series
ections, respectively, basic impedance formulations can be derived for bond graphs in a way
o that done for circuits. Specifically, when impedances are connected in series, the total
s the sum, while admittances connected in parallel sum to give a total admittance. These
ns are illustrated in Fig. 9.17, for which

(9.2)

e relations are useful when constructing transfer functions of a system, as these can be
irectly from a circuit analog or bond graph. The transformer and gyrator elements can also
d in these models. A device that can be modeled with a transformer and gyrator will exhibit
caling capabilities, with the moduli serving a principal role in adjusting how an impedance
ne “side” of the device appears when “viewed” from the other side. For example, for a device
pedance Z2 attached on port 2, the impedance as viewed from port 1 is derived as

(9.3)

ept is illustrated by the gear-train system in Fig. 9.18. A rotational inertia is attached to the output
gear pair, which can be modeled as a transformer (losses, and other factors ignored here).
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(a) Impedance of a series connection. (b) Admittance for a parallel combination.

Rotational inertia attached to gear train, and corresponding model in impedance form. This example
 a transformer can scale the gain of an impedance.
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The impedance of the inertial is Z2 = sJ2, where J2 is the mass moment of inertia. The gear train has an
impedance-scaling capability, which can be designed through selection of the gear ratio, m.

The impedance change possible with a transformer is only in gain. The gyrator can affect gain and
in addition can change the impedance into an admittance. Recall the basic gyrator relation, e1 = r f2 and
e2 = rf1, then for a similar case as before,

(9.4)

This functional capability of gyrators helps identify basic motor-generator designs as integral parts of
a flywheel battery system. A very simplified demonstration is shown in Fig. 9.19, where a flywheel (rotational
inertia) is attached to the mechanical port of a basic electromechanical gyrator. When viewed from the
electrical port, you can see that the gyrator makes the inertia “look” like a potential energy storing device,
since the impedance goes as 1/(sC), like a capacitive element, although here C is a mechanical inertia.

9.4 Physical Laws for Model Formulation

This section will illustrate basic equation formulation for systems ranging in complexity from mass-spring-
damper models to slightly more complex models, showing how to interface with nonmechanical models.

Previous sections of this chapter provide descriptions of basic elements useful in modeling mechanical
systems, with an emphasis on a dynamic system approach. The power and energy basis of a bond graph
approach makes these formulations consistent with models of systems from other energy domains. An
additional benefit of using a bond graph approach is that a systematic method for causality assignment
is available. Together with the physical laws, causal assignment provides insight into how to develop
computational models. Even without formulating equations, causality turns out to be a useful tool.

Kinematic and Dynamic Laws

The use of basic kinematic and dynamic equations imposes a structure on the models we build to represent
mechanical translation and rotation. Dynamic equations are derived from Newton’s laws, and we build
free-body diagrams to understand how forces are imposed on mechanical systems. In addition, we must
use geometric aspects of a system to develop kinematic equations, relying on properly defined coordinate
systems. If the goal is to analyze a mechanical system alone, typically the classical application of conser-
vation of momentum or energy methods and/or the use of kinematic analysis is required to arrive at
solutions to a given problem. In a mechatronic system, it is implied that a mechanical system is coupled
to other types of systems (hydraulics, electromechanical devices, etc.). Hence, we focus here on how to
build models that will be easily integrated into overall system models. A detailed classical discussion of
kinematics and dynamics from a fundamental perspective can be found in many introductory texts such
as Meriam and Kraige [23] and Bedford and Fowler [5], or in more advanced treatments by Goldstein [11]
and Greenwood [12].

FIGURE 9.19 Rotational inertial attached to a basic rotational machine modeled as a simple gyrator. This example
illustrates how a gyrator can scale the gain but also convert the impedance to an admittance form.
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When modeling simple translational systems or fixed-axis rotational systems, the basic set of laws
summarized below are sufficient to build the necessary mathematical models. 

There is a large class of mechanical systems that can be represented using these basic equations, and
in this form it is possible to see how: (a) bond graph junction elements can be used to structure these
models and (b) how these equations support circuit analog equations, since they are very similar to the
Kirchhoff circuit laws for voltage and current. We present here the bond graph approach, which graph-
ically communicates these physical laws through the 0- and 1-junction elements. 

Identifying and Representing Motion in a Bond Graph

It is helpful when studying a mechanical system to focus on identifying points in the system that have
distinct velocities (V or ω). One simply can associate a 1-junction with these points. Once this is done,
it becomes easier to identify connection points for other mechanical components (masses, springs, damp-
ers, etc.) as well as points for attaching actuators or sensors. Further, it is critical to identify and to define
additional velocities associated with relative motion. These may not have clear, physically identifiable points
in a system, but it is necessary to localize these in order to attach components that rely on relative motion
to describe their operation (e.g., suspensions). 

Figure 9.20 shows how identifying velocities of interest can help identify 1-junctions at which mechan-
ical components can be attached. For the basic mass element in part (a), the underlying premise is that
a component of a system under study is idealized as a pure translational mass for which momentum and
velocity are related through a constitutive relation. What this implies is that the velocity of the mass is
the same throughout this element, so a 1-junction is used to identify this distinct motion. A bond attached
to this 1-junction represents how any power flowing into this junction can flow into a kinetic energy
storing element, I, which represents the mass, m. Note that the force on the bond is equal to the rate of
change of momentum, , where p = mV.

Basic Dynamic and Kinematic Laws

System  Dynamics  Kinematics

Translational   

Rotational  
Junction type  1-junction  0-junction

FIGURE 9.20 Identifying velocities in a mechanical system can help identify correct interconnection of components
and devices: (a) basic translating mass, (b) basic two-degree of freedom system, (c) rotational frictional coupling
between two rotational inertias.
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The two examples in Figs. 9.20(b) and 9.20(c) demonstrate how a relative velocity can be formed. Two
masses each identify the two distinct velocity points in these systems. Using a 0-junction allows con-
struction of a velocity difference, and in each case this forms a relative velocity. In each case the relative
velocity is represented by a 1-junction, and it is critical to identify that this 1-junction is essentially an
attachment point for a basic mechanical modeling element.

Assigning and Using Causality

Bond graphs describe how modeling decisions have been made, and how model elements (R, C, etc.)
are interconnected. A power bond represents power flow, and assigning power convention using a half-
arrow is an essential part of making the graph useful for modeling. A sign convention is essential for
expressing the algebraic summation of effort and flow variables at 0- and 1-junctions. Power is generally
assigned positive sense flowing into passive elements (resistive, capacitive, inertive), and it is usually safe
to always adopt this convention. Sign convention requires consistent and careful consideration of the
reference conditions, and sometimes there may be some arbitrariness, not unlike the definition of
reference directions in a free-body diagram.

Causality involves an augmentation of the bond graph, but is strictly independent of power flow
convention. As discussed earlier, an assignment is made on each bond that indicates the input–output
relationship of the effort-flow variables. The assignment of causality follows a very consistent set of rules.
A system model that has been successfully assigned causality on all bonds essentially communicates
solvability of the underlying mathematical equations. To understand where this comes from, we can
begin by examining the contents of Tables 9.4 and 9.5. These tables refer to the integral form of the energy
storage elements. An energy storage element is in integral form if it has been assigned integral causality.
Integral causality implies that the causal input variable (effort or flow) leads to a condition in which the
state of the energy stored in that element can be determined only by integrating the fundamental rate
law. As shown in Table 9.7, integral causality for an I element implies effort is the input, whereas integral
causality for the C element implies flow is the input. 
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As shown in this table, the alternative causality for each element leads to derivative causality, a condition
in which the state of the energy storage element is known instantaneously and as such is said to be
dependent on the input variable, and is in a state of dependent causality. The implication is that energy
storage elements in integral causality require one differential equation (the rate law) to be solved in order
to determine the value of the state variable (p or q). Energy storage elements in derivative causality don’t
require a differential equation; however, they still make their presence known through the back reaction
implied. For example, if an electric machine shown in Fig. 9.21(a) is assumed to drive a rotational inertial
with a known velocity, ω, then the inertia is in derivative causality. There will also be losses, but the
problem is simplified to demonstrate the causal implications. The energy is always known since, h = Jω,
so Th = h2/2J. However, the machine will feel an inertial back torque, , whenever a change is made to ω.
This effect cannot be neglected.

Causality assignment on some of the other modeling elements is very specific, as shown in Table 9.8.
For example, for sources of effort or flow, the causality is implied. On the two-port transformer and
gyrator, there are two possible causality arrangements for each. Finally, for 0- and 1-junctions, the causality
is also very specific since in each case only one bond can specify the effort or flow at each.

With all the guidelines established, a basic causality assignment procedure can be followed that will
make sure all bonds are assigned causality (see also Rosenberg and Karnopp [32] and Karnopp, Margolis,
and Rosenberg [17]). 

1. For a given system, assign causality to any effort or flow sources, and for each one assign the
causality as required through 0- and 1-junctions and transformer and gyrator elements. The
causality should be spread through the model until a point is reached where no assignment is
implied. Repeat this procedure until all sources have been assigned causality.

2. Assign causality to any C or I element, trying to assign integral causality if possible. For each
assignment, propagate the causality through the system as required. Repeat this procedure until
all storage elements are assigned causality. 

FIGURE 9.21 Driving a rotational inertia with a velocity source: (b) simple bond graph with causality, (c) expla-
nation of back effect.
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3. Make any final assignments on R elements that have not had their causality assigned through steps
1 and 2, and again propagate causality as required. Any arbitrary assignment on an R element will
indicate need for solving an algebraic equation. 

4. Assign any remaining bonds arbitrarily, propagating each case as necessary.

Causality can provide information about system operation. In this sense, the bond graph provides a
picture of how inputs to a system lead to certain outputs. The use of causality with a bond graph replaces
ad hoc assignment of causal notions in a system. This type of information is also useful for understanding
how a system can be split up into modules for simulation and/or it can confirm the actual physical
boundaries of components. 

Completing the assignment of causality on a bond graph will also reveal information about the
solvability of the system model. The following are key results from causality assignment.

• Causality assignment will reveal the order of the system, which is equal to the number of inde-
pendent energy storage elements (i.e., those with integral causality). The state variable (p or q)
for any such element will be a state of the system, and one first-order differential equation will be
required to describe how this state propagates through time.

• Any arbitrary assignment of causality on an R element indicates there is an algebraic loop. The
number of arbitrary assignments can be related to the number of algebraic equations required in
the model.

Developing a Mathematical Model

Mathematical models for lumped-parameter mechanical systems will take the form of coupled ordinary
differential equations or, for a linear or linearized system, transfer functions between variables of interest
and system inputs. The form of the mathematical model should match the application, and one can readily
convert between the different forms. A classical approach to developing the mathematical model will involve
applying Newton’s second law directly to each body, taking account of the forces and torques. Commonly,
the result is a second-order ordinary differential equation for each body in a system. An alternative is to
use Lagrange’s equations, and for multidimensional dynamics, where bodies may have combined transla-
tion and rotation, additional considerations are required as will be discussed in Section 9.6. At this point,
consider those systems where a given body is either under translation or rotation.

Mass-Spring-Damper: Classical Approach

A basic mechanical system that consists of a rigid body that can translate in the z-direction is shown in
Fig. 9.22(a). The system is modeled using a mass, a spring, and a damper, and a force, F(t), is applied

FIGURE 9.22 Basic mass-spring-damper system: (a) schematic, (b) free-body diagram.
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directly to the mass. A free-body diagram in part (b) shows the forces exerted on the system. The spring
and damper exert forces Fk and Fb on the mass, and these same forces are also exerted on the fixed base
since the spring and damper are assumed to be massless. A component of the weight, W, resolved along
the axis of motion is included. The sum of applied forces is then, ∑F = F(t) + W - Fk - Fb. The dashed
arrow indicates the “inertial force” which is equal to the rate of change of the momentum in the z-direction,
pz, or, dpz/dt = z = m z. This term is commonly used in a D’Alembert formulation, one can think of
this force as opposing or resisting the effect of applied forces to accelerate the body. It is common to use
the inertial force as an “applied force,” especially when performing basic analysis (e.g., see Chapter 3 or
6 of [23]).

Newton’s second law relates rate of change of momentum to applied forces,  = ∑F, so, z = F(t) +
W - Fk - Fb. To derive a mathematical model, form a basic coordinate system with the z-axis positive
upward. Recall the constitutive relations for each of the modeling elements, assumed here to be linear,
pz = mVz, Fk = kzk, and Fb = bVb. In each of these elements, the associated velocity, V, or displacement,
z, must be identified. The mass has a velocity, Vz = , relative to the inertial reference frame. The spring
and damper have the same relative velocity since one end of each component is attached to the mass and
the other to the base. The change in the spring length is z and the velocity is  - Vbase. However, Vbase = 0
since the base is fixed, so putting this all together with Newton’s second law, m  = F(t) + W - kz - b .
A second order ordinary differential equation (ODE) is derived for this single degree of freedom (DOF)
system as

In this particular example, if W is left off, z is the “oscillation” about a position established by static equil-
ibrium, zstatic = W/k. 

If a transfer function is desired, a simple Laplace transform leads to (assuming zero initial conditions
for motion about zstatic)

The simple mass-spring-damper example illustrates that models can be readily derived for mechanical
systems with direct application of kinematics and Newton’s laws. As systems become more complex either
due to number of bodies and geometry, or due to interaction between many types of systems (hydraulic,
electromechanical, etc.), it is helpful to employ tools that have been developed to facilitate model
development. In a subsequent section, multibody problems and methods of analysis are briefly discussed.
It has often been argued that the utility of bond graphs can only be seen when a very complex, multi-
energetic system is analyzed. This need not be true, since a system (or mechatronics) analyst can see that
a consistent formulation and efficacy of causality are very helpful in analyzing many different types of
physical systems. This should be kept in mind, as these basic bond graph methods are used to re-examine
the simple mass-spring-damper system.

Mass-Spring-Damper: Bond Graph Approach

Figure 9.23 illustrates the development of a bond graph model for a mass-spring-damper system. In part
(a), the distinct velocity points are identified and 1-junctions are used to represent them on a bond graph.
Even though the base has zero velocity, and there will be no power flow into or out of that point, it is
useful to identify it at this point. A relative velocity is formed using a 0-junction, and note that all bonds
have sign convention applied, so at the 0-junction, Vmass - Vrelative - Vbase = 0, which gives, Vrelative = Vmass -
Vbase as required. 

The model elements needed to represent the system are connected to the 1-junctions, as shown in
Fig. 9.23(b). Two sources are required, one to represent the applied force (effort, Se) due to weight, and
a second to represent the fixed based velocity (a flow source, Sf). The flow source is directly attached to
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the 1-junction (the extra bond could be eliminated). An I element represents mass, a C represents the
spring, and an R represents the losses in the damper. Note how the mass and the source of effort are
attached to the 1-junction representing the mass velocity (the weight is always applied at that velocity).
The spring and damper are attached via a power bond to the relative velocity between the mass and base. 

Finally, in Fig. 9.23(c) the eight bonds are labeled and causality is assigned. First, the fixed base source
fixes the causality on bond 1, specifying the velocity at the 1-junction, and thus constraining the causality
of bond 2 to have effort into the 1-junction. Since bond 2 did not specify effort into the 0-junction,
causality assignment should proceed to other sources, and the effort source fixes causality on bond 7.
This bond does not specify the flow at the adjoining 1-junction, so at this point we could look for other
specified sources. Since there are none, we assign causality to any energy-storing elements which have a
preferred integral causality. The bond 8 is assigned to give the I element integral causality (see Table 9.7),
which then specifies the velocity at the 1-junction and thus constrains bond 6. At this point, bonds 6
and 2 both specify flow into the 0-junction, so the remaining bond 3 must specify the effort. This works
out well because now bond 3 specifies flow into the remaining 1-junction (the relative velocity), which
specifies velocity into the C and R elements. For the C element, this gives integral causality.

In summary, the causality is assigned and there are no causal conflicts (e.g., two bonds trying to specify
velocity into a 1-junction). Both energy-storing elements have integral causality. This indicates that the
states for the I (mass) and C (spring) will contribute to the state variables of the system. This procedure
assures a minimum-size state vector, which in this case is of order 2 (a 2nd-order system). Figure 9.24
shows a fully annotated bond graph, with force-velocity variables labeling each bond. The state for an I
element is a momentum, in this case the translational momentum of the mass, p8. For a C element, a

FIGURE 9.23 Basic mass-spring-damper system: (a) identifying velocity 1-junctions, (b) attaching model elements,
(c) assignment of causality.
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displacement variable is the state z5, which here represents the change in length of the spring. The state
vector is xT = [p8, z5].

A mathematical model can be derived by referring to this bond graph, focusing on the independent
energy storage elements. The rate law (see Tables 9.4 and 9.5) for each energy storage element in
integral causality constitutes one first-order ordinary differential state equation for this system. In
order to formulate these equations, the right-hand side of each rate law must be a function only of
states or inputs to the system. The process is summarized in the table of Fig. 9.24. Note that the example
assumes linear constitutive relations for the elements, but it is clear in this process that this is not
necessary. Of course, in some cases nonlinearity complicates the analysis as well as the modeling process
in other ways.

Quarter-car Active Suspension: Bond Graph Approach

The simple mass-spring-damper system forms a basis for building more complex models. A model for
the vertical vibration of a quarter-car suspension is shown in Fig. 9.25. The bond graph model illustrates
the use of the mass-spring-damper model, although there are some changes required. In this case, the
base is now moving with a velocity equal to the vertical velocity of the ground-tire interface (this requires
knowledge of the terrain height over distance traveled as well as the longitudinal velocity of the vehicle).
The power direction has changed on many of the bonds, with many now showing positive power flowing
from the ground up into the suspension system.

The active suspension system is isolated to further illustrate how bond graph modeling promotes a
modular approach to the study of complex systems. Most relevant is that the model identifies the required
causal relation at the interface with the active suspension, specifying that the relative velocity is a causal
input, and force is a causal output of the active suspension system. The active force is exerted in an equal
and opposite fashion onto the sprung and unsprung mass elements.

The causality assignment identifies four states (two momentum states and two spring displacement
states). Four first-order state equations can be derived using the rate laws of each of the independent
energy-storing elements (C5, I8, C12, I15). At this point, depending on the goals of the analysis, either the
nonlinear equations could be derived (which might include an active suspension force that depends on
the velocity input), or a linearized model could be developed and impedance methods applied to derive
a transfer function directly.

FIGURE 9.25 Example of model for vertical vibration in a quarter-car suspension model with an active suspension
element. This example builds on the simple mass-spring-damper model, and shows how to integrate an actuator
into a bond graph model structure.
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Note on Some Difficulties in Deriving Equations

There are two common situations that can lead to difficulties in the mathematical model development.
These issues will arise with any method, and is not specific to bond graphs. Both lead to a situation that
may require additional algebraic manipulation in the equation derivation, and it may not be possible to
accomplish this in closed form. There are also some ways to change the model in order to eliminate these
problems, but this could introduce additional problems. The two issues are (1) derivative causality, and
(2) algebraic loops. Both of these can be detected during causality assignment, so that a problem can be
detected before too much time has been spent.

The occurence of derivative causality can be described in bond graph terms using Table 9.7. The issue
is one in which the state of an energy-storing element (I or C) is dependent on the system to which it
is attached. This might not seem like a problem, particularly since this implies that no differential equation
need be solved to find the state. It is necessary to see that there is still a need to compute the back-effect
that the system will feel in forcing the element into a given state. For example, if a mass is to be driven
by a velocity, V, then it is clear that we know the energy state, p = mV, so all is known. However, there
is an inertial force computed as  = m = ma. Many times, it is possible to resolve this problem by
performing the algebraic manipulations required to include the effect of this element (difficulty depends
on complexity of the system). Sometimes, these dependent states arise because the system is not modeled
in sufficient detail, and by inserting a compliance between two gears, for example, the dependence is
removed. This might solve the problem, costing only the introduction of an additional state. A more
serious drawback to this approach would occur if the compliance was actually very small, so that
numerical stiffness problems are introduced (with modern numerical solver routines, even this problem
can be tolerated). Yet another way to resolve the problem of derivative causality in mechanical systems
is to employ a Lagrangian approach for mechanical system modeling. This will be discussed in section 9.7.

Another difficulty that can arise in developing solvable systems of equations is the presence of an
algebraic loop. Algebraic loops are relatively easy to generate, especially in a block diagram modeling
environment. Indeed, it is often the case that algebraic loops arise because of modeling decisions, and
in this way a bond graph’s causality provides quick feedback regarding the system solvability. Algebraic
loops imply that there is an arbitrary way to make computations in the model, and in this way they reveal
themselves when an arbitrary decision must be made in assigning causality to an R element.3

As an example, consider the basic model of a Thevenin source in Fig. 9.26(a). This model uses an
effort source and a resistive element to model an effort-flow (steady-state) characteristic curve, such as
a motor or engine torque-speed curve or a force-velocity curve for a linear actuator. A typical charac-
teristic is shown in Fig. 9.26(b). When a resistive load is attached to this source as shown in Fig. 9.26(c),
the model is purely algebraic. When the causality is assigned, note that after applying the effort causality
on bond 1, there are two resistive elements remaining. The assignment of causality is arbitrary. The solution

FIGURE 9.26 Algebraic loop in a simple source-load model.

3The arbitrary assignment on an R element is not unlike the arbitrariness in assigning integral or derivative causality
to energy-storing elements. An “arbitrary” decision to assign integral causality on an energy-storing element leads to
a requirement that we solve a differential equation to find a state of interest. In the algebraic loop, a similar arbitary
decision to assign a given causality on an R element implies that at least one algebraic equation must be solved along
with any other system equations. In other words, the system is described by differential algebraic equations (DAEs).
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requires analytically solving algebraic relations for the operating point, or by using a graphical approach
as shown in Fig. 9.26(d). 

This is a simple example indicating how algebraic loops are detected with a bond graph, and how the
solution requires solving algebraic relations. In complex systems, this might be difficult to achieve.
Sometimes it is possible to introduce or eliminate elements that are “parasitic,” meaning they normally
would be neglected due to their relatively small effect. However, such elements can relieve the causal
bind. While this might resolve the problem, as in the case of derivative causality there are cases where
such a course could introduce numerical stiffness problems. Sometimes a solution is reached by using
energy methods to resolve some of these problems, as shown in the next section.

9.5 Energy Methods for Mechanical System
Model Formulation

This section describes methods for using energy functions to describe basic energy-storing elements in
mechanical systems, as well as a way to describe collections of energy-storing elements in multiport fields.
Energy methods can be used to simplify model development, providing the means for deriving consti-
tutive relations, and also as a basis for eliminating dependent energy storage (see last section). The
introduction of these methods provides a basis for introducing the Lagrange equations in section 9.7 as
a primary approach for system equation derivation or in combination with the bond graph formulation.

Multiport Models

The energy-storing and resistive models introduced in section 9.3 were summarized in Tables 9.2, 9.4,
and 9.5 as multiport elements. In this section, we review how multiport elements can be used in modeling
mechanical systems, and outline methods for deriving the constitutive relations. Naturally, these methods
apply to the single-port elements as well.

An example of a C element with two-ports was shown in Fig. 9.12 as a model for a cantilevered beam
that can have both translational and rotational deflections at its tip. A 2-port is required in this model
because there are two independent ways to store potential energy in the beam. A distinguishing feature in
this example is that the model is based on relationships between efforts and displacement variables (for
this case of a capacitive element). Multiport model elements developed in this way are categorized as
explicit fields to distinguish them from implicit fields [17]. Implicit fields are formed by assembling energy-
storing 1-port elements with junction structure (i.e., 1, 0, and TF elements) to form multiport models.

Explicit fields are often derived using physical laws directly, relying on an understanding of how the
geometric and material properties affect the basic constitutive relation between physical variables. Geom-
etry and material properties always govern the parametric basis of all constitutive relations, and for some
cases these properties may themselves be functions of state. Indeed, these cases require the multiport
description, which finds extensive use in modeling of many practical devices, especially sensors and
actuators. Multiport models should follow a strict energetic basis, as described in the following.

Restrictions on Constitutive Relations

Energy-storing multiports must follow two basic restrictions, which are also useful in guiding the derivation
of energetically-correct constitutive relations. The definition of the energy-storing descriptions summarized
in Tables 9.4 and 9.5 specifies that there exists an energy state function, E = E(x), where x is either a generalized
displacement, q, for capacitive (C) elements or a generalized momentum, p, for inertive (I) elements. For
the multiport energy-storing element, the specification requires the following specifications [2,3].

1. There exists a rate law, i = ui, where ui as input specifies integral causality on port i.
2. The energy stored in a multiport is determined by 

(9.5)

ẋ

E (x)            yi
i=1

n

∑ xdxi∫=
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3. A first restriction on a multiport constitutive relation requires that the causal output at any port
is given by

(9.6)

where Fsi() is a single-valued function.
4. A second restriction on a multiport constitutive relation requires that the constitutive relations

obey Maxwell reciprocity, or

(9.7)

Deriving Constitutive Relations

The first restriction on the constitutive relations, Eq. (9.6), establishes how constitutive relations can be
derived for a multiport if an energy function can be formulated. This restriction forms the basis for a
method used in many practical applications to find constitutive relationships from energy functions (e.g.,
strain-energy, electromechanics, etc.). In these methods, it is assumed that at least one of the constitutive
relations for an energy-storing multiport is given. Then, the energy function is formed using Eq. (9.5)
where, after interchanging the integral and sum,

(9.8)

Presume that y1 is a known function of the states, y1 = Φsi(x). Since the element is conservative, any
energetic state can be reached via a convenient path where dxi = 0 for all i except i = 1. This allows the
determination of E(x).

To illustrate, consider the simple case of a rack and pinion system, shown in Fig. 9.27. The pinion has
rotational inertia, J, about its axis of rotation, and the rack has mass, m. The kinetic co-energy is easily
formulated here, considering that the pinion angular velocity, ω,  and the rack velocity, V, are constrained
by the relationship V = Rω, where R is the pinion base radius. If this basic subsystem is modeled directly,
it will be found that one of the inertia elements (pinion, rack) will be in derivative causality. Say, it is
desired to connect to this system through the rotational port, T - ω. To form a single-port I element that
includes the rack, form the kinetic co-energy as T = T(ω, V) = Jω2/2 + mV2/2. Use the constraint relation
to write, T = T(ω) = (J + mR2)ω2/2. To find the constitutive relation for this 1-port rotational I element,
let h = ∂T(ω)/∂ω = (J + mR2)ω, where we can now define an equivalent rotational inertia as Jeq = J + mR2.

FIGURE 9.27 (a) Rack and pinion subsystem with torque input. (b) Direct model, showing dependent mass.
(c) Equivalent model, derived using energy principles.
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The rack and pinion example illustrates a basic method for relieving derivative causality, which can
be used to build basic energy-storing element models. Some problems might arise when the kinetic co-
energy depends on system configuration. In such a case, a more systematic method employing Lagrange’s
equations may be more suitable (see Section 9.7).

The approach described here for deriving constitutive relations is similar to Castigliano’s theorom [6,9].
Castigliano’s theorem relies on formulation of a strain-energy function in terms of the forces or moments,
and as such employs a potential co-energy function. Specifically, the results lead to displacements (trans-
lational, rotational) as functions of efforts (forces, torques). As in the case above, these functions are
found by taking partial derivatives of the co-energy with respect to force or moment. Castigliano’s theorem
is especially well-suited for finding force-displacment functions for curved and angled beam structures
(see [6]). 

Formulations using energy functions to derive constitutive relations are found in other application
areas, and some references include Lyshevski [21] for electromechanics, and Karnopp, Margolis, and
Rosenberg [17] for examples and applications in the context of bond graph modeling.

Checking the Constitutive Relations

The second restriction on the constitutive relations, Eq. (9.7), provides a basis for testing or checking if
the relationships are correct. This is a reciprocity condition that provides a check for energy conservation
in the energy-storing element model, and a quick check for linear mechanical systems shows that either
the inertia or stiffness matrix must be symmetrical.

Recall the example of the 2-port cantilevered beam, shown again in Fig. 9.12. For small deflections,
the total tip translational and angular deflections due to a tip force and torque can be added (using
flexibility influence coefficients), which can be expressed in matrix form,

where C and K are the compliance and stiffness matrices, respectively. This constitutive relation satisfies
the Maxwell reciprocity since, ∂x/∂T = ∂θ/∂F. This 2-port C element is used to model the system shown
in Fig. 9.28(a), which consists of a bar-bell rigidly attached to the tip of the beam. Under small deflection,
a bond graph shown in Fig. 9.28(b) is assembled. Causality applied to this system reveals that each port
of the 2-port C element has integral causality. On a multiport energy storing element, each port is
independently assigned causality following the same rules as for 1-ports. It is possible that a multiport
could have a mixed causality, where some of the ports are in derivative causality. If a multiport has mixed
causality, part of the state equations will have to be inverted. This algebraic difficulty is best avoided by
trying to assign integral causality to all multiport elements in a system model if possible. 

In the present example, causality assignment on the I elements is also integral. In all, there are four
independent energy-storing elements, so there are four state variables, x = [x, θ , p, h]�. Four state equa-
tions can be derived using the rate laws indicated in Fig. 9.28.

FIGURE 9.28 Model of beam rigidly supporting a bar- or dumb-bell: (a) schematic, (b) bond graph model using
a 2-port C to represent beam. Dumb-bell is represented by translational mass, m, and rotational inertia, J.
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9.6 Rigid Body Multidimensional Dynamics

The modeling of bodies in mechanical systems presumes adoption of a “rigid body” that can involve
rotation as well as translation, and in this case the dynamic properties are more complex than those for
a point mass. In earlier sections of this chapter, a simple rigid body has already been introduced, and it
is especially useful for a large class of problems with rotation about a single fixed axis.

In the rigid body, the distance between any two elements of mass within a body is a constant. In some
cases, it is convenient to consider a continuous distribution of mass while in others a system of discrete
mass particles rigidly fixed together helps conceptualize the problem. In the latter, the rigid body prop-
erties can be found by summing over all the discrete particles, while in the continuous mass concept an
integral formulation is used. Either way, basic concepts can be formulated and relations derived for use
in rigid body dynamic analysis. Finally, the modeling in most engineering systems is restricted to classical
Newtonian mechanics, where the linear velocity–momentum relation holds (so energy and coenergy are
equal).

Kinematics of a Rigid Body

In this section, a brief overview is given of three-dimensional motion calculations for a rigid body. The
focus here is to present methods for analyzing rotation of a rigid body about a fixed axis and methods
for analyzing relative motion of a rigid body using translating and rotating axes. These concepts introduce
the basis for understanding more complex formulations. While vector descriptions (denoted using an
arrow over the symbol, ) are useful for understanding basic problems, more complex multibody systems
usually adopt a matrix formulation. The presentation here is brief and included for reference. A more
extensive discussion and examples can be found in introductory dynamics textbooks (e.g., [23]), where
a separate discussion is usually given on the special case of plane motion. 

Rotation of a Body About a Fixed Point

Basic concepts are introduced here in relation to rotation of a rigid body about a fixed point. This basic
motion specifies that any point on the body lies on the surface of a sphere with a radius centered at the
fixed point. The body can be said to have spherical motion.

Euler’s Theorem. Euler’s theorem states that any displacement of a body in spherical motion can be
expressed as a rotation about a line that passes through the center of the spherical motion. This axis can
be referred to as the orientational axis of rotation [26]. For example, two rotations about different axes
passing through a fixed point of rotation are equivalent to a single resultant rotation about an axis passing
through that point.

Finite Rotations. If the rotations used in Euler’s theorem are finite, the order of application is impor-
tant because finite rotations do not obey the law of vector addition.

Infinitesimal Rotations. Infinitesimally small rotations can be added vectorially in any manner, and
these are generally considered when defining rigid body motions.

Angular Velocity. A body subjected to rotation d  about a fixed point will have an angular velocity
 defined by the time derivative d /dt, in a direction collinear with d . If the body is subjected to two

component angular motions that define 1 and 2, then the body has a resultant angular velocity,  =
1 + 2.
Angular Acceleration. A body’s angular acceleration is found from the time derivative of the angular

velocity,  = , and in general the acceleration is not collinear with velocity.
Motion of Points in the Body. Given , the velocity of a point on the body is  =  × , where 

is a position vector to the point as measured relative to the fixed point of rotation. The acceleration of
a point on the body is then,  =  ×  +  × (  × ).

Relating Vector Time Derivatives in Coordinate Systems

It is often the case that we need to determine the time rate of change of a vector such as  in Fig. 9.29
relative to different coordinate systems. Specifically, it may be easier to determine  in xa, ya, za, but we

a
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 its value in xo, yo, zo. The vector  is expressed in the axes xa, ya, za using the unit vectors

time rate of change, we identify that in the moving reference the time derivative of  is

he xo, yo, zo axes, the direction of the unit vectors  and  change only due to rotation

(9.9)

ionship is very useful not only for calculating derivatives, as derived here, but also for
 basic bond graph models. This is shown in the section titled “Rigid Body Dynamics.”

a Body Relative to a Coordinate System

Coordinate Axes
f a set of axes xa, ya, za is fixed in a rigid body at A as shown in Fig. 9.30(a), and translates
tion relative to the axes xo, yo, zo with known velocity and acceleration. The rigid body is

 angular velocity  and angular acceleration  in three dimensions.
f Point B Relative to A. The motion of point B relative to A is the same as motion about a
so  and 

Often it is necessary to find the time derivative of vector relative to a axes, xo, yo, zo, given its value
ting-rotating system xa, ya, za.
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Motion of Point B Relative to O. For translating axes with no rotation, the velocity and acceleration
of point B relative to system 0 is simply,  and  respectively, or,

(9.10)

(9.11)

Translating and Rotating Coordinate Axes
A general way of describing the three-dimensional motion of a rigid body uses a set of axes that can
translate and rotate relative to a second set of axes, as illustrated in Fig. 9.30(b). Position vectors specify
the locations of points A and B on the body relative to xo, yo, zo, and the axes xa, ya, za  have angular
velocity  and angular acceleration . With the position of point B given by

(9.12)

the velocity and acceleration are found by direct differentiation as

(9.13)

and

(9.14)

where (vB/A)a and (aB/A)a are the velocity and acceleration, respectively, of B relative to A in the xa, ya, za

coordinate frame.
These equations are applicable to plane motion of the rigid body for which the analysis is simplified

since  and  have a constant direction. Note that for the three-dimensional case,  must be computed
by using Eq. (9.9).

FIGURE 9.30 General rigid body motion: (a) rigid body with translating coordinate system, (b) translating and
rotating coordinate system.
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Matrix Formulation and Coordinate Transformations
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 can be represented as an ordered triplet,

ements of the column vector represent the vector projections on the unit axes. Let  denote
vector relative to the axes xa, ya, za. It can be shown that the vector  can be expressed in
t-handed reference frame xb, yb, zb, by the transformation relation

 = ab (9.15)

 a 3 × 3 matrix,

ab  = (9.16)

s of this matrix are the cosines of the angles between the respective axes. For example, czayb

 of the angle between za and yb. This is the rotational transformation matrix and it must be
or

t-handed systems, let Cab = +1.

resentations of Rotation

ees of freedom needed to describe general motion of a rigid body are characterized by three
reedom each for translation and for rotation. The focus here is on methods for describing

eorem (11) confirms that only three parameters are needed to characterize rotation. Two
define an axis of rotation and another defines an angle about that axis. These parameters
positional degrees of freedom for a rigid body. The three rotational parameters help construct
atrix, . The following discussion describes how the rotation matrix, or direction cosine

be formulated.
otation. Unit vectors for a system a,  are said to be carried into b, as  = ba  It can
at a direction cosine matrix can be formulated by [30]

(19.17)

he identity matrix, and  represents a unit vector,  = [λ1, λ2, λ3]
T , which is parallel to the

ion, and ψ is the angle of rotation about that axis [30]. In this relation, ( ) is a skew-
atrix, which is defined by the form

Ayĵa Azk̂a,+

A
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Ax Ay Az a

T
= =
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ix elements of  can be found by expanding the relation given above, using (λ), to give

(9.18)

 of this formulation is in identifying that there are formally defined principle axes, charac-
he , and angles of rotation, ψ, that taken together define the body orientation. These
scribe classical angular variables formed by elementary (or principle) rotations, and it can
at there are two cases of particular and practical interest, formed by two different axis rotation

ry Rotations. Three elementary rotations are formed when the rotation axis (defined by the
 coincides with one of the base vectors of a defined coordinate system. For example, letting
0]T define an axis of rotation x, as in Fig. 9.31, with an elementary rotation of φ gives the
trix,

x,φ =

lementary rotations about the other two axes, y and z, are

y,θ =  and z,ψ =

ee elementary rotation matrices can be used in sequence to define a direction cosine matrix,
,

 = z,ψ y,θ x,φ

entary rotations and the direction cosine matrix are all orthogonal; i.e., 

 T = T  = 

the identity matrix. Consequently, the inverse of the rotation or coordinate transformation
e found by −1 = T.

An elementary rotation by angle φ about
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shown that there exist two sequences that have independent rotation sequences, and these
ell known Euler angle and Tait-Bryan or Cardan angle rotation descriptions [30].
les. Euler angles are defined by a specific rotation sequence. Consider a right-handed axes
ed by the base vectors, x, y, z, as shown in Fig. 9.32(a). The rotation sequence of interest
tions about the axes in the following sequence: (1) φ about z, (2) θ about xa, then (3) ψ
is set of rotation sequences is defined by the elementary rotation matrices,

, xa,θ = , zb,ψ =

bscript on each  denotes the axis and angle of rotation. Using these transformations relates
  in x, y, z to b in xb, yb, zb, or

b = Euler  = zb,ψ xa,θ z,φ

 is given by

(9.19)

is orthogonal, transforming between the two coordinate systems is relatively easy since the
be found simply by the transpose of Eq. (9.19).
pplications, it is desirable to derive the angles given the direction cosine matrix. So, if the
t of Euler is given, then θ is easily found, but there can be difficulties in discerning small

 if θ goes to zero, there is a singularity in solving for φ and ψ , so determining body orientation
ficult. The problem also makes itself known when transforming angular velocities between
te systems. If the problem at hand avoids this case (i.e., θ never approaches zero), then Euler
viable solution. Many applications that cannot tolerate this problem adopt other represen-
 as the Euler parameters to be discussed later.

 The rotations defining the Euler angles (adapted from Goldstein [11]).
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In classical rigid body dynamics, φ is called the precession angle, θ is the nutation angle, and ψ is the
spin angle. The relationship between the time derivative of the Euler angles, , and the
body angula T
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r velocity,  = [ωx , ωy , ωz]b, is given by [11]

(9.20)

ansformation matrix, ( ), is given by

=

ain that ( ) will become singular at θ = ±π/2.
n or Cardan Angles. The Tait-Bryan or Cardan angles are formed when the three rotation
ch occur about a different axis. This is the sequence preferred in flight and vehicle dynamics.
these angles are formed by the sequence: (1) φ about z (yaw), (2) θ about ya (pitch), and
 the final xb axis (roll), where a and b denote the second and third stage in a three-stage
 axes (as used in the Euler angle description). These rotations define a transformation,

b =  = xb,ψ ya,θ z,φ

, ya,θ = , xb,θ =

l coordinate transformation matrix for Tait-Bryan angles is

an = (9.21)

ed form of Trait-Bryan gives a form preferred to that derived for Euler angles, making it useful
s of analysis and control. There remains the problem of a singularity, in this case when θ

±π /2.
ait-Bryan angles, the transformation matrix relating  to b is given by

=

es singular at θ  = 0, π .

meters and Quaternions

ate conditions in coordinate transformations for Euler and Tait-Bryan angles can be avoided
re than a minimal set of parameterizing variables (beyond the three angles). The most notable

ω
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set are referred to as Euler parameters, which are unit quaternions. There are many other possibilities,
but this four-parameter method is used in many areas, including spacecraft/flight dynamics, robotics,
and comput
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ational kinematics and dynamics. The term “quaternion” was coined by Hamilton in about
ler himself had devised the use of Euler parameters 70 years before. Quaternions are discussed
 [11], and their use in rigid body dynamics and attitude control dates back to the late 1950s
60s [13,24]. Application of quaternions is common in control applications in aerospace

 [38] as well as in ocean vehicles [10]. More recently (past 20 years or so), these methods
their way into motion and control descriptions for robotics [34] and computational kine-
dynamics [14,25,26]. An overview of quaternions and Euler parameters is given by
. Quaternions and rotational sequences and their role in a wide variety of applications areas,
nsing and graphics, are the subject of the book by Kuipers [19]. These are representative
at may guide the reader to an application area of interest where related studies can be found.
ing only a brief overview is given.

on. A quaternion is defined as the sum of a scalar, q0, and a vector, , or,

lgebra and calculus exists to handle these types of mathematical objects [7,19,37]. The
 defined as 
ameters. Euler parameters are normalized (unit) quaternions, and thus share the same
lgebra and calculus. A principal eigenvector of rotation has an eigenvalue of 1 and defines
is of rotation (see Euler’s theorem discussion and [11]), with angle of rotation α. Let this
be  = [e1, e2, e3]

T. Recall from Eq. (9.17), the direction cosine matrix is now

 =  + cos α − sin α

 is a skew-symmetric matrix. The Euler parameters are defined as

=

Quaternions and the Coordinate Transformation Matrix. The direction cosine matrix in
ler parameters is now

q =  +  − 2q0

[q1, q2, q3]
T, and  is the identity matrix. The direction cosine matrix is now written in

ternions

q =

q

q q0 q+ q0 q1 î q2 ĵ q3k̂+ + += =

q q0 q.–=

e

C eeT I eeT–( ) S e( )
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It is possible to find the quaternions and the elements of the direction cosine matrix independently by
integrating the angular rates about the principal axes of a body. Given the direction cosine matrix
elements, we
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 can find the quaternions, and vice versa. For a more extended discussion and application,
 referred to the listed references. 

 Properties of a Rigid Body

perties

ts and products of inertia describe the distribution of mass for a body relative to a given
ystem. This description relies on the specific orientation and reference frame. It is presumed
der is familiar with basic properties such as mass center, and the focus here is on those
ssential in understanding the general motion of rigid bodies, and particularly the rotational

of Inertia. For the rigid body shown in Fig. 9.33(a), the moment of inertia for a differential
, about any of the three coordinate axes is defined as the product of the mass of the differential
 the square of the shortest distance from the axis to the element. As shown, 
ibution to the moment of inertia about the x-axis, Ixx, from dm is

, Iyy, and Izz are found by integrating these expressions over the entire mass, m, of the body.
, the three moments of inertia about the x, y, and z axes are

(9.22)

e moments of inertia, by virtue of their definition using squared distances and finite mass
e always positive quantities.

Rigid body properties are defined by how mass is distributed throughout the body relative to a
dinate system. (a) Rigid body used to describe moments and products of inertia. (b) Rigid body and
escribe parallel-axis and parallel-plane theorem.

rx y2 z2+= ,

dIxx rx
2 y2 z2+( )dm= =
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2 dm
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Product of Inertia. The product of inertia for a differential element dm is defined with respect to a
set of two orthogonal planes as the product of the mass of the element and the perpendicular (or shortest)
distances fro
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m the planes to the element. So, with respect to the y − z and x − z planes (z common axis
es), the contribution from the differential element to Ixy is dIxy and is given by dIxy = xydm.
 moments of inertia, by integrating over the entire mass of the body for each combination
e products of inertia are

(9.23)

 of inertia can be positive, negative, or zero, depending on the sign of the coordinates used
e quantity. If either one or both of the orthogonal planes are planes of symmetry for the
oduct of inertia with respect to those planes will be zero. Basically, the mass elements would
irs on each side of these planes.
xis and Parallel-Plane Theorems. The parallel-axis theorem can be used to transfer the
inertia of a body from an axis passing through its mass center to a parallel axis passing
e other point (see also the section “Kinetic Energy Storage”). Often the moments of inertia

or axes fixed in the body, as shown in Fig. 9.33(b). If the center of gravity is defined by the
(xG, yG, zG) in the x, y, z axes, the parallel-axis theorem can be used to find moments of
ve to the x, y, z axes, given values based on the body-fixed axes. The relations are

ample, (Ixx)a is the moment of inertia relative to the xa axis, which passes through the center
ansferring the products of inertia requires use of the parallel-plane theorem, which provides

nsor. The rotational dynamics of a rigid body rely on knowledge of the inertial properties,
mpletely characterized by nine terms of an inertia tensor, six of which are independent. The
r is

=

Ixy Iyx xy dm
m∫= =

Iyz Izy yz dm
m∫= =

Ixz Izx xz dm
m∫= =

Ixx Ixx( )a m yG
2 zG

2+( )+=

Iyy Iyy( )a m xG
2 zG

2+( )+=

Izz Izz( )a m xG
2 yG

2+( )+=

Ixy Ixy( )a mxGyG+=

Iyz Iyz( )a myGzG+=

Izx Izx( )a mzGxG+=

I
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on the specific location and orientation of coordinate axes in which it is defined. For a rigid
gin and axes orientation can be found for which the inertia tensor becomes diagonalized, or

 =

tion for which this is true defines the principal axes of inertia, and the principal moments
e now Ix = Ixx, Iy = Iyy, and Iz = Izz (one should be a maximum and another a minimum of
ometimes this orientation can be determined by inspection. For example, if two of the three
planes are planes of symmetry, then all of the products of inertia are zero, so this would
ipal axes of inertia. 
ipal axes directions can be interpreted as an eigenvalue problem, and this allows you to find
on that will lead to principal directions, as well as define (transform) the inertia tensor into
ion. For details on this method, see Crandall et al. [8].

omentum

 body shown in Fig. 9.34, conceptualized to be composed of particles, i, of mass, mi, the
entum about the point A is defined as

the velocity measured relative to the inertial frame. Since , then

ver the mass of the body, the total angular momentum of the body is

(9.24)

tion can be used to find the angular momentum about a point of interest by setting the
fixed, (2) at the center of mass, and (3) an arbitrary point on the mass. A general form arises
d 2 that take the form

Rigid body in general motion relative to
ordinate system, x, y, z.

z

y

x

O

A

rA

x

VA

i

ρA

G

I
Ix 0 0

0 Iy 0

0 0 Iz

hA( )i ρA miVi×=

Vi VA ω ρA×+=

hA( )i ρA miVi× miρA VA miρA ω ρA×( )×+×= =

hA ρAdm
m∫( ) VA ρA ω ρA×( ) dm×

m∫+×=

h ρ ω ρ×( ) dm×
m∫=
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e expanded to

ion for moments and products of inertia can be identified here, and then this expression
three angular momentum components, written in matrix form

= (9.25)

e case where principal axes are defined leads to the much simplified expression

hat when the body rotates so that its axis of rotation is parallel to a principal axis, the angular
 vector,  is parallel to the angular velocity vector. In general, this is not true (this is related
ssion at the end of the section “Inertia Properties”).
lar momentum about an arbitrary point, Case 3, is the resultant of the angular momentum
ass center (a free vector) and the moment of the translational momentum through the mass

he position vector from the arbitary point of interest to the mass center, G. This form can
nded into its component forms, as in Eq. (9.25).

ergy of a Rigid Body

s of the kinetic energy of a rigid body are presented in this section. From the standpoint of
h formulation, where kinetic energy storage is represented by an I element, Eq. (9.25)
s that the rigid body has at least three ports for rotational energy storage. Adding the three

l degrees of freedom, a rigid body can have up to six independent energy storage “ports.”

hxî hyĵ hzk̂+ + xî yĵ zk̂+ +( ) ωxî ωy ĵ ωzk̂+ +( ) xî yĵ zk̂+ +( )×[ ]× dm
m∫= =

hxî hy ĵ hzk̂+ + ωx y2 z2+( ) dm
m∫ ωy xy dm ωz–

m∫ xz dm
m∫– î=

ωx– xy dm ωy x2 z2+( ) dm ωz–
m∫ yz dm

m∫+
m∫ ĵ=

ωx– xy dm ωy– zy dm ωz–
m∫ x2 y2+( ) dm

m∫m∫ k̂=

h
Ixx Ixy– I– xz

Iyx– Iyy I– yz

Izx– Izy– Izz

 
ωx

ωy

ωz

= Iω

h Ixxωx î Iyyωy ĵ Izzωzk̂+ +=

h,

p mVx î mVy ĵ mVzk̂+ + mV= =

h hG r p×+=
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A 3-port I element can be used to represent the rotational kinetic energy for the case of rotation about
a fixed point (no translation). The constitutive relation is simply Eq. (9.25). The kinetic energy is then

where  is 
aligned with

The total 
with referen

where 

Rigid Bod

Given descr
rigid body, i
Newton’s law
how a bond

Basic Equa

The translat
velocity of t
yo, zo. In thre
by Newton’s

which can b

with  now 
axes.

A similar
applied torq

where  is r

h

VG
2 =

p

h

0066-frame-C09  Page 43  Friday, January 18, 2002  11:01 AM

©2002 CRC P
the angular momentum with an inertia tensor defined about the fixed point. If the axes are
 principal axes, then

kinetic energy for a rigid body that can translate and rotate, with angular momentum defined
ce to the center of gravity, is given by

y Dynamics

iptions of inertial properties, translational and angular momentum, and kinetic energy of a
t is possible to describe the dynamics of a rigid body using the equations of motion using
s. The classical Euler equations are presented in this section, and these are used to show

 graph formulation can be used to integrate rigid body elements into a bond graph model.

tions of Motion

ional momentum of the body in Fig. 9.30 is  = m , where m is the mass, and  is the
he mass center with three components of velocity relative to the inertial reference frame xo,
e-dimensional motion, the net force on the body is related to the rate of change of momentum
 law, namely,

 =  

e expressed as (using Eq. (9.9)),

 =

relative to the moving frame xa, ya, za, and  is the absolute angular velocity of the rotating

 expression can be written for rate of change of the angular momentum, which is related to
ues  by

 =

elative to the moving frame xa, ya, za.

T
1
2
--ω h⋅=

T
1
2
--Ixωx

2 1
2
--Iyωy

2 1
2
--Izωz

2+ +=

T
1
2
--mVG

2 1
2
--ω hG⋅+=

Vx
2 Vy

2 Vz
2.+ +

p V V

F
d
dt
----- p

F
∂ p

∂t
------

rel

Ω p×+

Ω

T

T
∂h

∂t
------

rel

Ω h×+
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In order to use these relations effectively, the motion of the axes xa, ya, za, must be chosen to fit the
problem at hand. This choice usually comes down to three cases described by how  relates to the body
angular velo
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city .

 0. If the body has general motion and the axes are chosen to translate with the center of
 then this case will lead to a simple set of equations with Ω = 0, although it will be necessary
scribe the inertia properties of the body as functions of time.
 0 ≠ . In this case, axes have an angular velocity different from that of the body, a form
nient for bodies that are symmetrical about their spinning axes. The moments and products
rtia will be constant relative to the rotating axes. The equations become

(9.26)

. Here the axes are fixed and moving with the body. The moments and products of intertia
ve to the moving axes will be constant. A particularly convenient case arises if the axes are
n to be the principal axes of inertia (see the section titled “Inertia Properties”), which leads
 Euler equations,4

(9.27)

ations of motion can be used to determine the forces and torques, given motion of the body.
n dynamics [12,23] provide extensive examples on this type of analysis. Alternatively, these
s six nonlinear, coupled ordinary differential equations (ODEs). Case 3 (the Euler equations)

ved in such a case, since these can be rewritten as six first-order ODEs. A numerical solution
 be implemented. Modern computational software packages will readily handle these equa-
ome will feature a form of these equations in a form suitable for immediate use. Case 2
wledge of the axes’ angular velocity, .

ational motion is coupled to the translational motion such that the forces and torques, say,
hen a dynamic model is required. In some, it may be desirable to formulate the problem in
h form, especially if there are actuators and sensors and other multienergetic systems to be
.

loped by the Swiss mathematician L. Euler.

ω

ω

Fx mV̇x mVyΩz mVzΩy+–=

Fy mV̇y mVzΩx mVxΩz+–=

Fz mV̇z mVxΩy mVyΩx+–=

Tx Ixω̇x IyωyΩz IzΩyωz+–=

Ty Iyω̇y IzωzΩx IxΩzωx+–=

Tz Izω̇z IxωxΩy IyΩxωy+–=

ω

Fx mV̇x mVyωz– mVzωy+=

Fy mV̇y mVzωx– mVxωz+=

Fz mV̇z mVxωy– mVyωx+=

Tx Ixω̇ x Iy Iz–( )ωyωz–=

Ty Iyω̇ y Iz Ix–( )ωzωx–=

Tz Izω̇ z Ix Iy–( )ωxωy–=

Ω
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body’s rotation, there is an inherent coupling of the translational and rotational motion,
e summarized in a bond graph form. Consider the case of Euler’s equations, given in

For the x-direction translational dynamics,

Vx, and Fx is the net “external” applied forces in the x-direction. This equation, a summation
forts) is represented in bond graph form in Fig. 9.35(b). All of these forces are applied at a
locity, Vx, represented by the 1-junction. The I element represents the storage of kinetic
e body associated with motion in the x-direction. The force mVyωz in Fig. 9.35(b) is induced
ction velocity, Vy, and by the angular velocity component, ωz. This physical effect is gyrational
d can be captured by the gyrator, as shown in Fig. 9.35(c). Note that this is a modulated

ld also be shown as MGY) with a gyrator modulus of r = mωz (verify that the units are force).
uations of motion, Eqs. (9.27), can be represented in bond graph form as shown in Fig. 9.36.
ese two bond graph ring formations, first shown by Karnopp and Rosenberg [18], capture
uations very efficiently and provide a graphical mnemonic for rigid body motion. Indeed,
tions can now be “drawn” simply in the following steps: (1) lay down three 1-junctions
 angular velocity about x, y, z (counter clockwise labeling), with I elements attached, (2)
h 1-junction place a gyrator, modulated by the momentum about the axis represented by the

(a) Rigid body with angular velocity components about x, y, z axes. (b) x-direction translational
ond graph form. (c) Gyrator realization of coupling forces.

(a) Bond graph for rigid body translation. (b) Bond graph for rigid body rotation.
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irectly opposite in the triangle, (3) draw power arrows in a counter clockwise direction. This
rovide the conventional Euler equations. The translational equations are also easily sketched.
d graph models illustrate the inherent coupling through the gyrator modulation. There are

ts, and each can represent an independent energetic state in the form of the momenta [px,
hz] or alternatively the analyst could focus on the associated velocities [Vx, Vy, Vz, ωx, ωy, ωz].
nd torques are considered as inputs, through the indicated bonds representing Fx , Fy, Fz, Tx,
you can show that all the I elements are in integral causality, and the body will have six

t states described by six first-order nonlinear differential equations.

rt-Flywheel
ple of how the rigid body bond graphs represent the basic mechanics inherent to Eqs. (9.27)

the graphical modeling can be used for “intuitive” gain is shown in Fig. 9.37. The flywheel
in the cart, and spins in the direction shown. The body-fixed axes are mounted in the vehicle,
vention that z is positive into the ground (common in vehicle dynamics). The cart approaches
 the questions which arise are whether any significant loads will be applied, what their sense
on which parameters or variables they are dependent.
 graph for rotational motion of the flywheel (assume it dominates the problem for this
shown in Fig. 9.37. If the flywheel momentum is assumed very large, then we might just
effect. At the 1-junction for ωx, let Tx = 0, and since ωz is spinning in a negative direction,
that the torque hzωy is applied in a positive direction about the x-axis. This will tend to “roll”
o the right, and the wheels would feel an increased normal load. With the model shown, it
e difficult to develop a full set of differential equations.

oordinate Transformations

ywheel example, it is assumed that as the front wheels of the cart lift onto the ramp, the
l react because of the direct induced motion at the bearings. Indeed, the flywheel-induced
o transmitted directly to the cart. The equations and basic bond graphs developed above are
f the forces and torques applied to the rigid body are moving with the rotating axes (assumed
 the body). The orientational changes, however, usually imply that there is a need to relate the

oordinate frames or axes to inertial coordinates. This is accomplished with a coordinate trans-
hich relates the body orientation into a frame that makes it easier to interpret the motion,

, understand and apply measurements, and apply feedback controls. 

rquewhirl Dynamics
a) illustrates a cantilevered rotor that can exhibit torquewhirl. This is a good example for
he need for coordinate transformations, and how Euler angles can be used in the modeling
 whirling mode is conical and described by the angle θ. There is a drive torque, Ts, that is

A cart with a rigid and internally mounted flywheel approaches a ramp.
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 the bearing axis, z, where x, y, z is the inertial coordinate frame. The bond graph in
captures the rigid body motion of the rotor, represented in body-fixed axes xb, yb, zb, which
incipal axes of the rotor.
roblem seen here is that while the bond graph leads to a very convenient model formulation,

torque, Ts, is given relative to the inertial frame x, y, z. Also, it would be nice to know how
ves relative to the inertial frame, since it is that motion that is relevant. Other issues arise,

stiffness of the rotor that is known relative to the angle θ. These problems motivate the use
les, which will relate the motion in the body fixed to the inertial frame, and provide three
ate equations for φ, θ, and ψ (which are needed to quantify the motion).
ample, the rotation sequence is (1) x, y, z (inertial) to xa, yb, zc, with φ about the z-axis, so
, (2) xa, ya, za to xb, yb, zb, with θ about xa, (3) ψ rotation about zb. Our main interest is in
ransformation from x, y, z (inertia) to xb, yb, zb (body-fixed). In this way, we relate the body
cities to inertial velocities using the relation from Eq. (9.20),

bscript b on the left-hand side denotes velocities relative to the xb, yb, zb axes. A full and
nd graph would include a representation of these transformations (e.g., see Karnopp, Margolis,
rg [17]). Explicit 1-junctions can be used to identify velocity junctions at which torques and
plied. For example, at a 1-junction for  = ωz, the input torque Ts is properly applied. Once
aph is complete, causality is applied. The preferred assignment that will lead to integral
 all the I elements is to have torques and forces applied as causal inputs. Note that in
g the expression above which relates the angular velocities, a problem with Euler angles arises
e singularity (here at θ = π/2, for example). 
ative way to proceed in the analysis is using a Lagrangian approach as in Section 9.7, as done
] (see p. 292). Also, for advanced multibody systems, a multibond formulation can be more
 may provide insight into complex problems (see Breedveld [4] or Tiernego and Bos [35]). 

(a) Cantilevered rotor with flexible joint and rigid shaft (after Vance [36]). (b) Bond graph repre-
body rotation of rotor.
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9.7 Lagrange’s Equations
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on on energy methods focuses on deriving constitutive relations for energy-storing multi-
his can be very useful in some modeling exercises. For some cases where the constraint
s between elements are primarily holonomic, and definitely scleronomic (not an explicit
ime), implicit multiport fields can be formulated (see Chapter 7 of [17]). The principal concern
e of dependent energy storage, and the methods presented can be a solution in some practical
ver, there are many mechanical systems in which geometric configuration complicates the
is section, Lagrange’s equations are introduced to facilitate analysis of those systems.
several ways to introduce, derive, and utilize the concepts and methods of Lagrange’s equations.
ry presented below is provided in order to introduce fundamental concepts, and a thorough
an be found either in Lanczos [20] or Goldstein [11]. A derivation using energy and power
nted by Beaman, Paynter, and Longoria [3].
s equations are also important because they provide a unified way to model systems from
rgy domains, just like a bond graph approach. The use of scalar energy functions and minimal
asoning is preferred by some analysts. It is shown in the following that the particular benefits
e approach that make it especially useful for modeling mechanical systems enhance the bond
ach. A combined approach exploits the benefits of both methods, and provides a methodology
complex mechatronic systems in a systematic fashion.

 Approach

rivation of Lagrange’s equations evolves from the concept of virtual displacement and virtual
ped for analyzing static systems (see Goldstein [11]). To begin with, the Lagrange equations
ed for dynamic systems by using Hamilton’s principle or D’Alembert’s principle. 
ple, for a system of particles, Newton’s second law for the i mass, Fi = pi, is rewritten, Fi −
rces are classified as either applied or constraint, Fi =  + fi. The principle of virtual work
er the system, recognizing that constraint forces fi, do no work and will drop out. This leads
mbert principle [11],

(9.28)

int in presenting this relation is to show that: (a) the constraint forces do not appear in this
equation and (b) the need arises for transforming relationships between, in this case, the N
of the particles, ri, and a set of n generalized coordinates, qi, which are independent of each
olonomic constraints), i.e., 

ri = ri(q1, q2, …, qn, t) (9.29)

rming to generalized coordinates, D’Alembert’s principle becomes [11]

(9.30)

he system kinetic energy, and the Qj are components of the generalized forces given by

Fi
a( )

Fi
a( ) ṗi–( ) δri⋅

i

∑ 0=

d
dt
----- ∂T

∂q̇j
------- 

  ∂T
∂qj

-------–
 
 
 

Qj– δqj

j

 

∑ 0=

Qj Fi

∂ri

∂qj

-------⋅
i

 

∑=
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If the transforming relations are restricted to be holonomic, the constraint conditions are implicit in
the transforming relations, and independent coordinates are assured. Consequently, all the terms in Eq.
(9.30) must 
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vanish for independent virtual displacements, δq j, resulting in the n equations:

(9.31)

ions become Lagrange’s equations through the following development. Restrict all the applied
 be derivable from a scalar function, U, where in general, U = U(qj, ), and

ian is defined as L = T − U, and substituted into Eq. (9.31) to yield the n Lagrange equations:

(9.32)

ation yields n second-order ODEs in the qj. 

ith Nonconservative Effects

on of Lagrange’s equations assumes, to some extent, that the system is conservative, meaning
 of kinetic and potential energy remains constant. This is not a limiting assumption because the
ticulation provides a way to extract nonconservative effects (inputs, dissipation), and then

the system later. It is necessary to recognize that the nonconservative effects can be integrated
l based on Lagrange’s equations using the Qi’s. Associating these forces with the generalized
implies work is done, and this is in accord with energy conservation principles (we account
k done on system). The generalized force associated with a coordinate, qi, and due to external
n derived from Qi = δWi /δ qi, where Wi is the work done on the system by all external forces
isplacement, δ qi.

s for Nonholonomic Systems

of nonholonomic constraints, the coordinates qj are not independent. Assume you have m
ic constraints (m ≤ n). If the equations of constaint can be put in the form

(9.33)

xes up to m such constraints, then the Lagrange equations are formulated with Lagrange
ed multipliers, λl. We maintain n coordinates, qk, but the n Lagrange equations are now
1] as

(9.34)

ce there are now m unknown Lagrange multipliers, λl, it is necessary to solve an additional
:

(9.35)

d
dt
----- ∂T

∂q̇j
------- 

  ∂T
∂qj

-------– Qj=

q̇j

Qj
∂U
∂qj

------- d
dt
----- ∂U

∂q̇j
------- 

 +–=

d
dt
----- ∂L

∂q̇j
------- 

  ∂L
∂qj

-------– Qj=

∂al

∂qk

--------dqk

∂al

∂t
------- dt+

k

 

∑ alkdqk alt dt+
k

 

∑ 0= =

d
dt
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∂q̇
k
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  ∂L

∂qk

--------– λlalk, k
l
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alkq̇k alt+
k

 

∑ 0=
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The terms ∑lλlalk can be interpreted as generalized forces of constraint. These are still workless constraints.
The Lagrange equations for nonholonomic constraints can be used to study holonomic systems, and this
analysis wou
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ld provide a solution for the constraint forces through evaluation of the Lagrange multipliers.
agrange’s equations with Lagrange multipliers is one way to model complex, constrained

ystems, as discussed in Haug [14].

al Subsystem Models Using Lagrange Methods

s sections summarize a classical formulation and application of Lagrange’s equations. When
 models of mechanical systems, these methods are well proven. Lagrange’s equations are
s an approach useful in handling systems with complex mechanical systems, including systems
ints. The energy-basis also makes the method attractive from the standpoint of building multi-
tem models, and Lagrange’s equations have been used extensively in electromechanics model-
ple. For conservative systems, it is possible to arrive at solutions sometimes without worrying

, especially since nonconservative effects can be handled “outside” the conservative dynamics.
transformation equations between the coordinates, say x, used to describe the system and the
 coordinates, q, helps assure a minimal formulation. However, it is possible sometimes to lose
cause and effect, which is more evident in other approaches. Also, the algebraic burden can
ssive. However, it is the analytical basis of the method that makes it especially attactive. Indeed,
ter-aided symbolic processing techniques, extensive algebra becomes a non-issue. 
ction, the advantages of the Lagrange approach are merged with those of a bond graph
he concepts and formulations are classical in nature; however, the graphical interpretation
insight provided. Further, the use of bond graphs assures a consistent formulation with
that some insight is provided into how the conservative dynamics described by the energy
pend on inputs, which typically arrive from the nonconservative dynamics. The latter are
ely dealt with using bond graph methods, and the combined approach is systematic and
rder differential equations, rather than the second-order ODEs in the classical approach.
e shown that in some cases the combined approach makes it relatively easy to model certain

 would be very troublesome for a direct approach by either method independently.
ge bond graph subsystem model will capture the elements summarized with a word bond
. 9.39. The key elements are identified as follows: (a) conservative energy storage captured
d potential energy functions, (b) power-conserving transforming relations, and (c) coupling/
ions with nonconservative and non-Lagrange system elements. Note that on the noncon-
e of the transforming relations, there are m coordinates that can be identified in the modeling,
e not independent. The power-conserving transforming relations reduce the coordinates to
ependent coordinates, qi. Associated with each independent coordinate or velocity, , there

ted storage of kinetic and potential energy which can be represented by the coupled IC in
[16]. An alternative is the single C element used to capture all the coupled energy storage
e gyrator has a modulus of 1 (this is called a symplectic gyrator). In either case, this structure

here will be one common flow junction associated with each independent coordinate. Recall
t a 1-junction sum, and at this ith junction,

(9.36)

Block diagram illustrating the Lagrange subsystem model.
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 the net nonconservative effort at ,  is a generalized conservative effort that will be
by the Lagrange system, and the effort  is a rate of change of an ith generalized momentum.
 will be defined in the next section. However, note that this effort sum is simply Newton’s
 by virtue of a Lagrange formulation. In fact, this equation is simply a restatement of the ith
uation, as will be shown in the following. These effort sum equations give n first-order ODEs
or . The other n equations will be for the displacement variables, qi. The following
y is adapted from Beaman, Paynter, and Longoria [3].

logy for Building Subsystem Model

tial Modeling. Isolate the conservative parts of the system, and make sure that any constraints
ic. This reticulation will identify ports to the system under study, including points in the

cally velocities) where forces and/or torques of interest can be applied (e.g., at flow junctions).
 and torques are either nonconservative, or they are determined by a system external to the
pe subsystem. This is a modeling decision. For example, a force due to gravity could be
 Lagrange subsystem (being conservative) or it could be shown explicity at a velocity junction

ng to motion modeled outside of the Lagrange subsystem. This will be illustrated in one of
s that follow.
neralized Displacement Variables. In a Lagrange approach, it is necessary to identify vari-

fine the configuration of a system. In mechanical system, these are translational and rotational
ts. Further, these variables are typically associated with the motion or relative motion of
cilitate a model with a minimum and independent set of coordinates, develop transforming
ween the m velocities or, more generally, flows  and n independent flows,  The form is [3],

(9.37)

wing that the matrix T(q) can depend on q. This can be interpreted, in bond graph modeling
odulated transformer relationship, where q contains the modulating variables. The inde-

eralized displacements, q, will form possible state variables of the Lagrange subsystem.  
forming relationships are commonly derived from (holonomic) constraints, and from con-
f geometry and basic kinematics. The matrix T is m × n and may not be invertible. The
representation is shown in Fig. 9.41.
e the Kinetic Energy Function. Given the transforming relationships, it is now possible to
otal kinetic energy of the Lagrange subsystem using the independent flow variables,  First,
nergy can be written using the  (this is usually easier), or  Then the relations
 are used to transform this kinetic energy function so it is expressed as a function of the q
les,  For brevity, this can be indicated in the subscript, or just . For
inetic energy function that depends on x, θ, and  is referred to as  (if the number of
ery high, certainly such a convention would not be followed).

Elementary formulation of a flow junction in a Lagrange subsystem model. The efforts at the 1-junction
dependent flow variable, , represent Lagrange’s equations.

1 C
(a) (b)

1 C
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eneralized Momentum Variables. With the kinetic energy function now in terms of the
t flows,  generalized momenta can be defined as [3,20],

(9.38)

tilde” ( ) notation is used to distinguish these momentum variables from momentum
fined strictly through the principles summarized in Table 9.5. In particular note that these
momentum variables may be functions of flow as well as of displacement (i.e., they may be
n dependent).
e the Potential Energy Function. In general, a candidate system for study by a Lagrange
ll store potential energy, in addition to kinetic energy, and the potential energy function, U,
pressed in terms of the dependent variables, x. Using the tranforming relations in Eq. (9.37),
n is then a function of q, or U = U(q) = Uq. In mechanical systems, this function is usually
onsidering energy stored in compliant members, or energy stored due to a gravitational
 these cases, it is usually possible to express the potential energy function in terms of the
t variables, q.
eneralized Conservative Efforts. A conservative effort results and can be found from the

(9.39)

 subscript is used to denote these as conservative efforts. The first term on the right-hand
ts an effect due to dependence of kinetic energy on displacement, and the second term will
d as the potential energy derived effort.
nd Express Net Power Flow into Lagrange Subsystem. At the input to the Lagrange sub-

he “nonconservative” side, the power input can be expressed in terms of effort and flow
nce the transforming relations are power-conserving, this power flow must equal the power
“conservative” side. This fact is expressed by

(9.40)

rm Eq is the nonconservative effort transformed into the q coordinates. This term can be
s shown by

(9.41)

 of the Method. In summary, all the terms for a Lagrange subsystem can be systematically
re are some difficulties that can arise. To begin with, the first step can require some geomet-
g, and often this can be a problem in some cases, although not insurmountable. The n

(a) Bond graph representation of the transforming relations. (b) Example for the case where m = 3

TF q1

qn

x1

xm
TF

q2

x2

x3

1

1

1

(a) (b)

q̇,

p̃
∂ Tq̇q

∂ q̇
-----------=

p̃

ẽq
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 state equations for this Lagrange subsystem are given by

(9.42)

e equations for the qi must be found by inverting the generalized momentum equations,
me cases, these n equations are coupled and must be solved simultaneously. In the end, there
order state equations. In addition, the final bond graph element shown in Fig. 9.42 can be
ther systems to build a complex system model.
 in order to have the 2n equations in integral causality, efforts (forces and torques) should
as causal inputs to the transforming relations. Also, this subsystem model assumes that only
onstraints are applied. While this might seem restrictive, it turns out that, for many practical
hysical effects that lead to nonholonomic constraints can be dealt with “outside” of the
odel, along with dissipative effects, actuators, and so on.
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10.1 Introduction

Fluid Power Systems

A fluid power system uses either liquid or gas to perform desired tasks. Operation of both the liquid
systems (hydraulic systems) and the gas systems (pneumatic systems) is based on the same principles.
For brevity, we will focus on hydraulic systems only.

A fluid power system typically consists of a hydraulic pump, a line relief valve, a proportional direction
control valve, and an actuator (Fig. 10.1). Fluid power systems are widely used on aerospace, industrial,
and mobile equipment because of their remarkable advantages over other control systems. The major
advantages include high power-to-weight ratio, capability of being stalled, reversed, or operated inter-
mittently, capability of fast response and acceleration, and reliable operation and long service life.

Due to differing tasks and working environments, the characteristics of fluid power systems are
different for industrial and mobile applications (Lambeck, 1983). In industrial applications, low noise
level is a major concern. Normally, a noise level below 70 dB is desirable and over 80 dB is excessive.
Industrial systems commonly operate in the low (below 7 MPa or 1000 psi) to moderate (below 21 MPa
or 3000 psi) pressure range. In mobile applications, the size is the premier concern. Therefore, mobile
hydraulic systems commonly operate between 14 and 35 MPa (2000–5000 psi). Also, their allowable
temperature operating range is usually higher than in industrial applications.

Qin Zhang
University of Illinois

Carroll E. Goering 
University of Illinois
©2002 CRC Press LLC
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draulic Control Systems

ion of electronic controls to fluid power systems resulted in electrohydraulic control systems.
aulics has been widely used in aerospace, industrial, and mobile fluid power systems.
ulic controls have a few distinguishable advantages over other types of controls. First, an

ulic system can be operated over a wide speed range, and its speed can be controlled contin-
e importantly, an electrohydraulic system can be stalled or operated under very large acceler-
t causing its components to be damaged. A hydraulic actuator can be used in strong magnetic

t having the electromagnetic effects degrade control performance. In addition, hydraulic fluid
nsfer heat away from system components and lubricate all moving parts continuously.

ydraulic Fluids

of fluids, e.g., mineral oils, biodegradable oils, and water-based fluids, are used in fluid power
ending on the task and the working environment. Ideally, hydraulic fluids should be inex-
corrosive, nontoxic, noninflammable, have good lubricity, and be stable in properties. The

mportant properties of hydraulic fluids include density, viscosity, and bulk modulus.

 ρ, of a fluid is defined as its mass per unit volume (Welty et al., 1984).

(10.1)

proximately a linear function of pressure (P) and temperature (T) (Anderson, 1988). 

(10.2)

ering practice, the manufacturers of the hydraulic fluids often provide the relative density
cific gravity) instead of the actual density. The specific gravity of a fluid is the ratio of its
ty to the density of water at the same temperature.

y of a fluid is a measure of its resistance to deformation rate when subjected to a shearing
 et al., 1984). Manufacturers often provide two kinds of viscosity values, namely the dynamic
 and the kinematic viscosity (ν). The dynamic viscosity is also named the absolute viscosity

Schematic of a fluid power system.
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(10.3)

the relative velocity between two parallel layers dy apart, and τ is the shear stress. 
atic viscosity is the ratio of the dynamic viscosity to the density of the fluid and is defined

llowing equation:

(10.4)

system, the unit of dynamic viscosity is Pascal-seconds (Pa s), and the unit of kinematic viscosity
ter per second (m2/s). Both the dynamic and kinematic vary strongly with temperature.

dulus

us is a measure of the compressibility or the stiffness of a fluid. The basic definition of fluid
us is the fractional reduction in fluid volume corresponding to unit increase of applied
ressed using the following equation (McCloy and Martin, 1973):

(10.5)

modulus can either be defined as the isothermal tangent bulk modulus if the compressibility
under a constant temperature or as the isentropic tangent bulk modulus if the compressibility
 under constant entropy. 
ng the dynamic behavior of a hydraulic system, the stiffness of the hydraulic container plays
rtant role. An effective bulk modulus, , is often used to consider both the fluid’s com-

, and container stiffness, , at the same time (Watton, 1989).

(10.6)

ydraulic Control Valves

 of Valve Control 

ower system, hydraulic control valves are used to control the pressure, flow rate, and flow
ere are many ways to define a hydraulic valve so that a given valve can be named differently

sed in different applications. Commonly, hydraulic valves can be classified based on their
ch as pressure, flow, and directional control valves, or based on their control mechanisms,

off, servo, and proportional electrohydraulic valves, or based on their structures, such as
et, and needle valves. 
ic valve controls a fluid power system by opening and closing the flow-passing area of the valve.
stable flow-passing area is often described using an orifice area, Ao, in engineering practice.
 orifice is a controllable hydraulic resistance, Rh. Under steady-state conditions, a hydraulic

n be defined as a ratio of pressure drop, ∆p, across the valve to the flow rate, q, through the valve.

(10.7)

alves make use of many configurations of orifice to realize various hydraulic resistance char-
r different applications. Therefore, it is essential to determine the relationship between the

m
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p and the flow rate across the orifice. An orifice equation (McCloy and Martin, 1973) is often
ribe this relationship.

(10.8)

ure drop across the orifice is a system pressure loss in a fluid power system. In this equation,
oefficient, Cd , plays an important role, and is normally determined experimentally. It has
that the orifice coefficient varies greatly with the spool position, but does not appear to vary
respect to the pressure drop across the orifice in a spool valve (Fig. 10.2, Viall and Zhang,
 on analytical results obtained from computational fluid dynamics simulations, the valve

leeve geometries have little effect on the orifice coefficient for large spool displacements
l., 1998).

c Control Valves

any ways to classify hydraulic control valves. For instance, based on their structural configu-
raulic control valves can be grouped as cartridge valves and spool valves. This section will
hematical models of hydraulic control valves based on their structural configurations.  
cartridge valve has either a poppet or a ball to control the passing flow rate. Representing
haracteristics of a cartridge valve without loss of generality, a poppet type cartridge is analyzed

ol characteristics of a poppet type cartridge valve can be described using an orifice equation
balance equation. As shown in Fig. 10.3, the valve opens by lifting the poppet. Because of
cture of the poppet, the flow-passing area can be determined using the following equation:

(10.9)

, the passing flow can be calculated using the orifice equation. For a poppet type valve, it is
ed to use a relative higher orifice coefficient of cd = 0.77∼0.82 (Li et al., 2000).

(10.10)

s acting on the poppet include the pressure, spring, and hydraulic forces. The pressure force
mined based on the upstream, downstream, and spring chamber pressures. 

(10.11)

Discharge coefficient versus spool position in a spool valve.
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g force biases the poppet towards closing. When the poppet is in the closed position, the
 reaches its minimum value. The force increases as the poppet lifts to open the flow passage.

(10.12)

y-state flow force tends to open the poppet in this valve. The flow force is a function of the
d fluid velocity passing through the valve orifice.

(10.13)

control characteristics of a spool valve are similar to those of a cartridge valve and can be
ing an orifice equation. The only difference is that spool valve flow-passing area is determined
rimeter, w, and spool displacement, x.

(10.14)

ce is formed by the edge of the spool and the valve body, the wet perimeter is w = πd. If the
med by n slots cut on the spool and the perimeter of each slot is n, the corresponding wet
 w = nb. The orifice coefficient for a spool valve normally uses cd = 0.60∼0.65. 
s acting on the spool also include the pressure, spring, and flow forces (Merritt, 1967). The
ce is either balanced on the spool, because of its symmetric structure in a direct-actuator
ted by a solenoid directly), or the pressure force to actuate the spool movement in a pilot
ve. The spring force tends to keep the spool in the central (neutral) position and can be
ing Eq. (10.12). The flow forces acting on the spool can be calculated using Eq. (10.14). The
 angle, α , is normally taken as 69°.

ydraulic Pumps 

s of Pump Operation

s one of the most important components in a hydraulic system because it supplies hydraulic
ystem. Driven by a prime mover, a hydraulic pump takes the fluid in at atmospheric pressure
panding volume of space inside the pump through an inlet port and delivers pressurized

Operation principle of a puppet type cartridge valve.
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fluids to the outlet due to the reduction in internal volume near the output port. The pump capacity is
determined by pump displacement (D) and operating speed (n). The displacement of a pump is defined
as the theor
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etical volume of fluid that can be delivered in one complete revolution of the pump shaft. 

(10.15)

p output pressure is determined by the system load, which is the combined resistance to
n the pipeline and the resistance to move an external load. Unless the pump flow has
r by moving a load or by passing through a relief valve back to the reservoir, excessive
ild-up can cause serious damage to the pump and/or the connecting pipeline (Reed and
85).
 their ability to change displacement, hydraulic pumps can be categorized as fixed-flow or

 pumps. Based on their design, hydraulic pumps can be categorized as gear pumps, vane
 piston pumps. Normally, gear pumps are fixed-flow pumps, and vane pumps and piston
be either fixed-flow pumps or variable-flow pumps.
e of pump design varies from industry to industry. For example, the machine tool manu-
en select vane pumps because of their low noise, and their capability to deliver a variable
stant pressure. Mobile equipment manufacturers like to use piston pumps due to their high
ight ratio. Some agricultural equipment manufacturers prefer gear pumps for their low cost
ess (Reed and Larman, 1985), but piston pumps are also popular.

ntrols and Systems

nergy conversion devices that convert mechanical energy into fluid potential energy to drive
raulic actuators to do work. To meet the requirements of different applications, there are
of fluid power system controls from which to choose.  The design of the directional control
e compatible with the pump design. Normally, an open-center directional control valve is
fixed displacement pump and a closed-center directional control valve is used in a circuit
th a variable displacement pump. 
ower system including a fixed displacement pump and an open-center directional control
0.1) is an open-loop open-center system. Such a system is also called a load-sensitive system
ump delivers only the pressure required to move the load, plus the pressure drop to overcome

he open-loop open-center system is suitable for simple “on-off” controls. In such operations,
c actuator either moves the load at the maximum velocity or remains stationary with the
ded. If a proportional valve is used, the open-loop open-center system can also achieve
trol of the actuator. However, such control will increase the pressure of the extra flow for
ack to the tank. Such control causes significant power loss and results in low system efficiency
eration.
his problem, an open-loop closed-center circuit is constructed using a variable displacement
 closed-center directional control valve. Because a variable displacement pump is commonly
ith a pressure-limiting control or “pressure compensator,” the pump displacement will be
ly increased or decreased as the system pressure decreases or increases. If the metering
the directional control valve is used to control the actuator velocity, constant velocity can
if the load is constant. However, if the load is changing, the “pressure-compensating” system
ble to keep a constant velocity without adjusting the metering position of the control valve.
 problem, a “load-sensing” pump should be selected for keeping a constant velocity under
ad. The reason for a “load-sensing” pump being able to maintain a constant velocity for
etering position is that it maintains a constant pressure drop across the metering orifice of
al control valve, and automatically adjusts the pump outlet pressure to compensate for the

pressure caused by external load. The constant pressure drop across the valve maintains
w, and therefore, constant load velocity. 

Q Dn=
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10.5 Hydraulic Cylinders
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 cylinder transfers the potential energy of the pressurized fluid into mechanical energy to
rating device performing linear motions and is the most common actuator used in hydraulic
ydraulic cylinder consists of a cylinder body, a piston, a rod, and seals. Based on their
draulic cylinders can be classified as single acting (applying force in one direction only),
g (exerts force in either direction), single rod (does not have a rod at the cap side), and

(has a rod at both sides of the piston) cylinders.

Parameters 

cylinder transfers energy by converting the flow rate and pressure into the force and velocity.
 and the force from a double-acting double-rod cylinder can be determined using the
uations:

(10.16)

(10.17)

ity and the force from a double-acting single-rod cylinder should be determined differently
g and retracting motions. In retraction, the velocity can be determined using Eq. (10.16),
e can be determined using the following equation:

(10.18)

on, the velocity and exerting forces can be determined using the following equations:

(10.19)

(10.20)

aulic stiffness, kh , of the cylinder plays an important role in the dynamic performance of a
stem. It is a function of fluid bulk modulus (β), piston areas (A1, A2), cylinder chamber
, V2), and the volume of hydraulic hoses connected to both chambers (VL1, VL2). For a double-
-rod cylinder, the stiffness on both sides of the piston acts in parallel (Skinner and Long,
otal stiffness of the cylinder is given by the following equation:

(10.21)

ral frequency, ωn, of a hydraulic system is determined by the combined mass, m, of the
 the load using the following equation:

(10.22)

v
4q

p D2 d2–( )
-------------------------=

F
p
4
--- D2 d2–( ) P1 P2–( )=

F P1
p D2 d2–( )

4
-------------------------- P2

pD2

4
---------–=

v
4q

pD2
---------=

F P1 P2–( )p D2

4
---------- P2

pd2

4
--------+=

kh b
A1

2

VL1 V1+
--------------------

A1
2

VL2 V2+
--------------------+ 

 =

wn

kh

m
----=

ress LLC



10.6 Fluid Power Systems Control
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teady-State Characteristics

tate characteristics of a fluid power system determine loading performance, speed control
nd the efficiency of the system. Modeling a hydraulic system without loss of generality, a
isting of an open-center four-way directional control valve and a single-rod double acting
sed to analyze the steady-state characteristics of the system (Fig. 10.1). In this system, the
f the cylinder-to-tank (C-T) port in the control valve is always larger than that of the pump-

(P-C) port. Therefore, it is reasonable to assume that the P-C orifice controls the cylinder
g extension (Zhang, 2000).
Newton’s Law, the force balance on the piston is determined by the head-end chamber pressure,
-end piston area, A1, the rod-end chamber pressure, P2, the rod-end piston area, A2, and the
, F , when the friction and leakage are neglected. 

(10.23)

ing the line losses from actuator to reservoir, the rod-end pressure equals zero. Then, the
essure is determined by the external load to the system.

(10.24)

to push the fluid passing the control valve and entering the head-end of the cylinder, the
essure, PP , of the hydraulic pump has to be higher than the cylinder chamber pressure.
ce between the pump discharge pressure and the cylinder chamber pressure is determined
ulic resistance across the control valve. Based on the orifice equation, the flow rate entering
 head-end chamber is

(10.25)

ontrol coefficient, K , to represent Cd and ρ , the cylinder speed can be described using the
uation: 

(10.26)

(10.13) describes the speed-load relationship of a hydraulic cylinder under a certain fluid
 (orifice area) of the control valve. Depicted in Fig. 10.4, the cylinder speed decreases as the
 applied to the cylinder increases. When there is no external load, the cylinder speed reaches

. Conversely, when the external load researches the valve of F = PPA1, then the cylinder will
ll load is independent of the size of the fluid passing area in the valve. Such characteristics
wer system eliminate the potential of overloading, which makes it a safer power transmission

 analysis, the speed stiffness, kv , is often used to describe the consistency of the cylinder speed
ing system load (Li et al., 2000).  

(10.27)
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(10.27) indicates that the increase in speed stiffness can be achieved either by increasing the
ure or the cylinder size, or by decreasing the speed. 

ynamic Characteristics 

he dynamic characteristics of this hydraulic cylinder actuation system, one can use flow
nd system momentum equations to model the cylinder motion. Neglecting system leakage,
 line loss, the following are the governing equations for the hydraulic system:

(10.28)

(10.29)

m dynamic analysis on this hydraulic system, it is essential to derive its transfer function
e above nonlinear equation, which can be obtained by taking the Laplace transform on the
rm of the above equations (Watton, 1989).

(10.30)

0.30) can be represented as

(10.31)

Hydraulic cylinder load-speed relationship under the same system pressure.

External Load

C
yl

in
de

r 
S

pe
ed

Fmax

AO3

AO2

AO1

q kx PP P1– A1
dy
dt
-----

V1

b
-----

dP1

dt
--------+= =

P1A1 m
d2y

dt2
-------- F+=

dv s( )

k1Ki

A1

----------di s( ) V1

A1
2 b

---------s 1

A1
2k3Ro

-------------+ 
  dF s( )–

V1

A1
2 b

---------ms2 1

A1
2k2Ro

-------------ms 1+ +
----------------------------------------------------------------------------=

wn

A1
2b

V1m
---------- , z 1

2k2Ro

------------- mb
V1A1

2
------------ , and Ks

k1Ki

A1

----------= = =

dv s( )
Ksdi s( )

1

wn
2

------s2 2z
wn

------s 1+ +
--------------------------------

1

A1
2

----
V1

b
-----s 1

k3Ro

--------+ 
  d F s( )

1

wn
2

------s2 2z
wn

------s 1+ +
-----------------------------------------------–=

ress LLC



 

Based on the stability criterion for a second-order system, it should satisfy

(10.32)

The speed control coefficient, Ks , is the gain between the control signal current and the cylinder speed.
A higher gain can increase the system sensitivity in speed control. 

E/H System Feedforward-Plus-PID Control

Equation (10.31) indicates that the speed control of a hydraulic cylinder is a third-order system. Its
dynamic behaviors are affected by spool valve characteristics, system pressure, and cylinder size. There-
fore, it is a challenging job to realize accurate and smooth speed control on a hydraulic cylinder. A
feedforward plus proportional integral derivative (FPID) controller has proven capable of achieving high-
speed control performance of a hydraulic cylinder (Zhang, 1999). 

An FPID controller consists of a feedforward loop and a PID loop (Fig. 10.5). The feedforward loop is
designed to compensate for the nonlinearity of the hydraulic system, including the deadband of the
system and the nonlinear flow gain of the control valve. It uses a feedforward gain to determine the basic
control input based on demand speed. This feedforward gain is scheduled based on the inverse valve
transform, which provides the steady-state control characteristics of the E/H valve in terms of cylinder
speed and control-current to valve PWM driver. 

The PID loop complements the feedforward control via the speed tracking error compensation. The
PID controller is developed based on the transfer function of the linearized system for the hydraulic
cylinder speed control system. 

(10.33)

The robustness of the FPID control was evaluated based on its performance and stability. Performance
robustness deals with unexpected external disturbances and stability robustness deals with internal
structural or parametric changes in the system. The design of this FPID controller was based on a worst-
case scenario of system operating conditions in tuning both the PID gains and the feedforward gain.

FIGURE 10.5 Schematic block diagram of the feedforward-plus-PID controller. GF(s) is the feedforward gain,
GPID(s) is the overall gain of the feedback PID controller, GH(s) is hydraulic system gain, and HC(s) is the sensor gain. 
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E/H System Generic Fuzzy Control

Fuzzy control is an advanced control technology that can mimic a human’s operating strategy in con-
trolling complex systems and can handle systems with uncertainty and nonlinearity (Pedrycz, 1993). One
common feature of fuzzy controllers is that most such controllers are designed based on natural language
control laws. This feature makes it possible to design a generic controller for different plants if the control
of those plants can be described using the same natural language control laws (Zhang, 2001).

The speed control on a hydraulic cylinder actually is achieved by regulating the supplied flow rate to
the cylinder. In different hydraulic systems, the size of the cylinder and the capability of hydraulic system
are usually different, but the control principles are very similar. Representing cylinder speed control
operation, using natural language without loss of generality, the control laws are the same for all systems:

To have a fast motion, open the valve fully. 
To make a slow motion, keep the valve open a_little. 
To hold the cylinder at its current position, return the valve to the center.
To make a reverse motion, operate the valve to the other direction.

This natural language model represents the general roles in controlling the cylinder speed via an E/H
control valve on all hydraulic systems. The differences in system parameters on different systems can be
handled by redefining the domain of the fuzzy variable, such as fully, a_lot, and a_little, using fuzzy
membership functions (Passino and Yurkovich, 1998). This model provides the basis for designing a
generic fuzzy controller for E/H systems. The adoption of the generic controller on different systems can
be as easy as redefining the fuzzy membership function based on its system parameters.

Figure 10.6 shows the block diagram of a generic fuzzy controller consisting of two input variable
fuzzifiers, a control rule base, and a control command defuzzifier. The two input fuzzifiers were designed
to convert real-valued input variables into linguistic variables with appropriate fuzzy memberships. Each
fuzzifier consists of a set of fuzzy membership functions defining the domain for each linguistic input
variable. A real-valued input variable is normally converted into two linguistic values with associated
memberships. The definitions of these fuzzy values play a critical role in the design of generic fuzzy
controllers and are commonly defined based upon hydraulic system parameters. The fuzzy controller uses
fuzzy control rules to determine control actions according to typical behaviors in the speed control of
hydraulic cylinders. The control outputs are also linguistic values and associated with fuzzy memberships.
For example, if the demanding speed is negative_small (NS) and the error in speed was positive_small
(PS), the appropriate valve control action will be positive_small (PS). 

The appropriate control actions were determined based on predefined control rules. Since each real-
valued variable commonly maps into two fuzzy values, the fuzzy inference engine fires at least two control
rules containing these fuzzy values to determine the appropriate control action. Therefore, at least two
appropriate fuzzy-valued control actions will be selected. However, the E/H controller can only implement
one specific real-value control command at a given time. It is necessary to convert multiple fuzzy-valued
control commands into one real-valued control signal in this fuzzy controller. 

FIGURE 10.6 Block diagram of fuzzy E/H control system. The fuzzy controller consists of input variable fuzzifiers,
control rules, and a signal defuzzifier.
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The defuzzification process converts two or more fuzzy-valued outputs to one real-valued output.
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 different applications (Passino and Yurkovich, 1998). By COA approach, the real-valued
al, u, was determined by the domain and the memberships of the selected fuzzy control
µ(ui), using the following equation: 

(10.34)

 method naturally averages the domains of selected fuzzy control commands, and thus reduces
ty of the system to noise. The use of a COA approach increased the robustness and accuracy
ol.
rmance of the fuzzy controller depends on the appropriation of domain definition for both
tput fuzzy variables. Properly defined fuzzy variables for a specific E/H system will improve

, accuracy, and nonlinearity compensation of the fuzzy controller. Normally, a triangular
ership function, µFV, was defined by domain values of ai , aj , and ak , for each fuzzy value
fuzzy controller.

(10.35)

a set of fuzzy membership functions for each fuzzy input or output variable; at , ak are the
and aj is the full membership point of the fuzzy value.
(10.35) uses a set of seven domain values to define seven fuzzy values in the real-valued operating
ning of the fuzzy controller was to determine the domain values for each of the fuzzy values.
g vector presents the domains of fuzzy membership functions for a particular variable:

(10.36)

rogrammable Electrohydraulic Valves

l directional control valves are by far the most common means for motion control of hydraulic
ylinders in fluid power systems (McCloy, 1973). Normally, a proportional direction control
sliding spool to control the direction and the amount of fluid passing through the valve. For
lications, the spool in a proportional direction control valve is often specially designed to

desired control characteristics. As a result, valves are specific and cannot be interchangeable
re exactly of the same size. The multiplicity of such specific valves make them inconvenient and
nufacture, distribute, and service. To provide a solution to these problems, researchers at the
 Illinois at Urbana-Champaign (Book and Goering, 1999; Hu et al., 2001) developed a generic
le electrohydraulic (E/H) control valve.  A generic programmable valve is a set of individually
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controlled E/H valves capable of fulfilling flow and pressure control requirements. One set of such generic
valves can replace a proportional direction control valve and other auxiliary valves, such as line release valves,
in a circuit. 

A generic programmable E/H valve is normally constructed using five bi-directional, proportional
flow control sub-valves, three pressure sensors, and an electronic controller. Figure 10.7 shows the
schematic of the generic valve circuit. Sub-valves 1 and 2 connect the pump and the head-end or the
rod-end chambers of the cylinder and provide equilibrium ports of P-to-A and P-to-B as in a conventional
direction control valve, while sub-valves 3 and 4 connect cylinder chambers A or B to the tank and
provide equilibrium ports of A-to-T and B-to-T of a direction control valve. Sub-valve 5 connects the
pump and the tank directly and provides a dual-function of line release and an equilibrium port of P-
to-T of a direction control valve. By controlling the opening and closing of these sub-valves, the basic
functions of the generic valve can be realized. In operation, the controller output control signals for each
sub-valve are based on a predefined control logic. 

With proper logic in the on-off control of all five sub-valves, the generic programmable valve was
capable of realizing several basic functions, including open-center, closed-center, float-center, make-up,
and pressure release functions. By applying modulation control, the generic valve can realize proportional
functions such as meter-in/meter-out, load sensing, regeneration, and anti-cavitation. For example, in a
conventional tandem-center or closed-center direction control valve, the ports A and B are normally
closed for holding the pressure in cylinder chambers, while the ports P and T are either normally open
or closed. To fulfill this function, the generic valve keeps sub-valves 1–4 closed to hold the cylinder
chamber pressure, and fully opens sub-valve 5 to bleed the flow back to the tank, either at low pressure
(tandem-center function) or when the system pressure exceeds a preset level (closed-center function).
In conventional open-center direction control valves, all ports are normally connected. To fulfill this
function, the generic valve keeps all sub-valves open. Similarly, to provide float-center function, the
generic valve needs to open sub-valves 3 and 4 to release pressure in both the head-end and the rod-end
chambers of the cylinder. In both cases, sub-valve 5 will be opened only when the system pressure exceeds
a preset level. 

It is almost impossible to achieve the regeneration function from a conventional direction control
valve. In achieving this function, a generic valve needs to open sub-valves 1 and 2 to lead the returning
flow of the rod-end chamber back to the head-end chamber to provide additional flow for increasing
the extending speed. Make-up function in a conventional hydraulic system is provided by a separate
make-up valve for supplying fluid directly from the tank in case of cavitation. The generic valve can also
provide this function by actuating the corresponding cylinder-to-tank sub-valves open when the system
pressure is below a certain level.

FIGURE 10.7 System schematic of a hydraulic system using generic programmable E/H valves.
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11.1 Introduction

The role played by electrical and electronic engineering in mechanical systems has dramatically increased
in importance in the past two decades, thanks to advances in integrated circuit electronics and in materials
that have permitted the integration of sensing, computing, and actuation technology into industrial
systems and consumer products. Examples of this integration revolution, which has been referred to as
a new field called Mechatronics, can be found in consumer electronics (auto-focus cameras, printers,
microprocessor-controlled appliances), in industrial automation, and in transportation systems, most
notably in passenger vehicles. The aim of this chapter is to review and summarize the foundations of
electrical engineering for the purpose of providing the practicing mechanical engineer a quick and useful
reference to the different fields of electrical engineering. Special emphasis has been placed on those topics
that are likely to be relevant to product design.

11.2 Fundamentals of Electric Circuits

This section presents the fundamental laws of circuit analysis and serves as the foundation for the study
of electrical circuits. The fundamental concepts developed in these first pages will be called on through
the chapter.

The fundamental electric quantity is charge, and the smallest amount of charge that exists is the charge
carried by an electron, equal to

(11.1)

As you can see, the amount of charge associated with an electron is rather small. This, of course, has
to do with the size of the unit we use to measure charge, the coulomb (C), named after Charles Coulomb.
However, the definition of the coulomb leads to an appropriate unit when we define electric current,

qe 1.602 10 19–  coulomb×–=

Giorgio Rizzoni
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since current consists of the flow of very large numbers of charge particles. The other charge-carrying
particle in an atom, the proton, is assigned a positive sign and the same magnitude. The charge of a
proton is

(11.2)

Electrons and protons are often referred to as elementary charges.
Electric current is defined as the time rate of change of charge passing through a predetermined area.

If we consider the effect of the enormous number of elementary charges actually flowing, we can write
this relationship in differential form:

(11.3)

The units of current are called amperes (A), where 1 A = 1 C/sec. The electrical engineering convention
states that the positive direction of current flow is that of positive charges. In metallic conductors, however,
current is carried by negative charges; these charges are the free electrons in the conduction band, which
are only weakly attracted to the atomic structure in metallic elements and are therefore easily displaced
in the presence of electric fields.

In order for current to flow there must exist a closed circuit. Figure 11.1 depicts a simple circuit,
composed of a battery (e.g., a dry-cell or alkaline 1.5-V battery) and a light bulb.

Note that in the circuit of Fig. 11.1, the current, i, flowing from the battery to the resistor is equal to
the current flowing from the light bulb to the battery. In other words, no current (and therefore no
charge) is “lost” around the closed circuit. This principle was observed by the German scientist G.R.
Kirchhoff and is now known as Kirchhoff ’s current law (KCL). KCL states that because charge cannot
be created but must be conserved, the sum of the currents at a node must equal zero (in an electrical circuit,
a node is the junction of two or more conductors). Formally:

(11.4)

The significance of KCL is illustrated in Fig. 11.2, where the simple circuit of Fig. 11.2 has been augmented
by the addition of two light bulbs (note how the two nodes that exist in this circuit have been emphasized
by the shaded areas). In applying KCL, one usually defines currents entering a node as being negative
and currents exiting the node as being positive. Thus, the resulting expression for the circuit of Fig. 11.2 is

Charge moving in an electric circuit gives rise to a current, as stated in the preceding section. Naturally,
it must take some work, or energy, for the charge to move between two points in a circuit, say, from
point a to point b. The total work per unit charge associated with the motion of charge between two

FIGURE 11.1 A simple electrical circuit.
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points is called voltage. Thus, the units of voltage are those of energy per unit charge:

(11.5)

The voltage, or potential difference, between two points in a circuit indicates the energy required to
move charge from one point to the other. As will be presently shown, the direction, or polarity, of the
voltage is closely tied to whether energy is being dissipated or generated in the process. The seemingly
abstract concept of work being done in moving charges can be directly applied to the analysis of electrical
circuits; consider again the simple circuit consisting of a battery and a light bulb. The circuit is drawn
again for convenience in Fig. 11.3, and nodes are defined by the letters a and b. A series of carefully
conducted experimental observations regarding the nature of voltages in an electric circuit led Kirchhoff
to the formulation of the second of his laws, Kirchhoff ’s voltage law, or KVL. The principle underlying
KVL is that no energy is lost or created in an electric circuit; in circuit terms, the sum of all voltages
associated with sources must equal the sum of the load voltages, so that the net voltage around a closed
circuit is zero. If this were not the case, we would need to find a physical explanation for the excess (or
missing) energy not accounted for in the voltages around a circuit. KVL may be stated in a form similar
to that used for KCL:

(11.6)

where the vn are the individual voltages around the closed circuit. Making reference to Fig. 11.3, we can
see that it must follow from KVL that the work generated by the battery is equal to the energy dissipated
in the light bulb to sustain the current flow and to convert the electric energy to heat and light:

or

FIGURE 11.2 Illustration of Kirchhoff ’s current law.

FIGURE 11.3 Voltages around a circuit.
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One may think of the work done in moving a charge from point a to point b and the work done
moving it back from b to a as corresponding directly to the voltages across individual circuit elements. Let
Q be the total charge that moves around the circuit per unit time, giving rise to the current i. Then the
work done in moving Q from b to a (i.e., across the battery) is

(11.7)

Similarly, work is done in moving Q from a to b, that is, across the light bulb. Note that the word potential
is quite appropriate as a synonym of voltage, in that voltage represents the potential energy between two
points in a circuit: if we remove the light bulb from its connections to the battery, there still exists a
voltage across the (now disconnected) terminals b and a.

A moment’s reflection upon the significance of voltage should suggest that it must be necessary to
specify a sign for this quantity. Consider, again, the same dry-cell or alkaline battery, where, by virtue of
an electrochemically induced separation of charge, a 1.5-V potential difference is generated. The potential
generated by the battery may be used to move charge in a circuit. The rate at which charge is moved
once a closed circuit is established (i.e., the current drawn by the circuit connected to the battery) depends
now on the circuit element we choose to connect to the battery. Thus, while the voltage across the battery
represents the potential for providing energy to a circuit, the voltage across the light bulb indicates the
amount of work done in dissipating energy. In the first case, energy is generated; in the second, it is
consumed (note that energy may also be stored, by suitable circuit elements yet to be introduced). This
fundamental distinction required attention in defining the sign (or polarity) of voltages.

We shall, in general, refer to elements that provide energy as sources, and to elements that dissipate
energy as loads. Standard symbols for a generalized source-and-load circuit are shown in Fig. 11.4.
Formal definitions will be given in a later section.

Electric Power and Sign Convention

The definition of voltage as work per unit charge lends itself very conveniently to the introduction of
power. Recall that power is defined as the work done per unit time. Thus, the power, P, either generated
or dissipated by a circuit element can be represented by the following relationship:

(11.8)

Thus, the electrical power generated by an active element, or that dissipated or stored by a passive
element, is equal to the product of the voltage across the element and the current flowing through it.

(11.9)

It is easy to verify that the units of voltage (joules/coulomb) times current (coulombs/second) are indeed
those of power (joules/second, or watts).

FIGURE 11.4 Sources and loads in an electrical circuit.
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It is important to realize that, just like voltage, power is a signed quantity, and that it is necessary to
make a distinction between positive and negative power. This distinction can be understood with reference
to Fig. 11.5, in which a source and a load are shown side by side. The polarity of the voltage across the
source and the direction of the current through it indicate that the voltage source is doing work in moving
charge from a lower potential to a higher potential. On the other hand, the load is dissipating energy,
because the direction of the current indicates that charge is being displaced from a higher potential to a
lower potential. To avoid confusion with regard to the sign of power, the electrical engineering community
uniformly adopts the passive sign convention, which simply states that the power dissipated by a load is
a positive quantity (or, conversely, that the power generated by a source is a positive quantity). Another
way of phrasing the same concept is to state that if current flows from a higher to a lower voltage (+ to –),
the power dissipated will be a positive quantity.

Circuit Elements and Their i-v Characteristics

The relationship between current and voltage at the terminals of a
circuit element defines the behavior of that element within the circuit.
In this section, we shall introduce a graphical means of representing
the terminal characteristics of circuit elements. Figure 11.6 depicts the
representation that will be employed throughout the chapter to denote
a generalized circuit element: the variable i represents the current flow-
ing through the element, while v is the potential difference, or voltage,
across the element.

Suppose now that a known voltage were imposed across a circuit
element. The current that would flow as a consequence of this voltage,
and the voltage itself, form a unique pair of values. If the voltage
applied to the element were varied and the resulting current measured, it would be possible to construct
a functional relationship between voltage and current known as the i-v characteristic (or volt-ampere
characteristic). Such a relationship defines the circuit element, in the sense that if we impose any prescribed
voltage (or current), the resulting current (or voltage) is directly obtainable from the i-v characteristic.
A direct consequence is that the power dissipated (or generated) by the element may also be determined
from the i-v curve.

The i-v characteristics of ideal current and voltage sources can also be useful in visually representing
their behavior. An ideal voltage source generates a prescribed voltage independent of the current drawn
from the load; thus, its i-v characteristic is a straight vertical line with a voltage axis intercept corre-
sponding to the source voltage. Similarly, the i-v characteristic of an ideal current source is a horizontal
line with a current axis intercept corresponding to the source current. Figure 11.7 depicts this behavior. 

Resistance and Ohm’s Law

When electric current flows through a metal wire or through other circuit elements, it encounters a
certain amount of resistance, the magnitude of which depends on the electrical properties of the material.
Resistance to the flow of current may be undesired—for example, in the case of lead wires and connection

FIGURE 11.5 The passive sign convention.

FIGURE 11.6 Generalized repre-
sentation of circuit elements.
©2002 CRC Press LLC
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 may be exploited in an electrical circuit in a useful way. Nevertheless, practically all circuit
ibit some resistance; as a consequence, current flowing through an element will cause energy
ted in the form of heat. An ideal resistor is a device that exhibits linear resistance properties
 Ohm’s law, which states that

(11.10)

the voltage across an element is directly proportional to the current flow through it. R is the
 resistance in units of ohms (Ω), where

(11.11)

ance of a material depends on a property called resistivity, denoted by the symbol ρ; the
sistivity is called conductivity and is denoted by the symbol σ. For a cylindrical resistance
wn in Fig. 11.8), the resistance is proportional to the length of the sample, l, and inversely

l to its cross-sectional area, A, and conductivity, σ.

(11.12)

 convenient to define the conductance of a circuit element as the inverse of its resistance.
 used to denote the conductance of an element is G, where

(11.13)

i-v characteristics of ideal sources.

The resistance element.

V IR=

1 Ω 1 V/A=

v
1
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-------i=
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TABLE 11.1 Common Resistor Values (1/8-, 1/4-, 1/2-, 1-, 2-W Rating)

Ω Code Ω Multiplier kΩ Multiplier kΩ Multiplier kΩ Multiplier

10 B
12 B
15 B
18 B
22 R
27 R
33 O
39 O
47 Y
56 G
68 B
82 G

FIGURE 11.9
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s law can be rested in terms of conductance, as

(11.14)

 is an empirical relationship that finds widespread application in electrical engineering
ts simplicity. It is, however, only an approximation of the physics of electrically conducting
pically, the linear relationship between voltage and current in electrical conductors does not

y high voltages and currents. Further, not all electrically conducting materials exhibit linear
n for small voltages and currents. It is usually true, however, that for some range of voltages

s, most elements display a linear i-v characteristic.
al construction and the circuit symbol of the resistor are shown in Fig. 11.8. Resistors made
l sections of carbon (with resistivity ρ = 3.5 × 10–5 Ω m) are very common and are com-
ailable in a wide range of values for several power ratings (as will be explained shortly).
monly employed construction technique for resistors employs metal film. A common power

sistors used in electronic circuits (e.g., in most consumer electronic appliances such as radios
n sets) is W. Table 11.1 lists the standard values for commonly used resistors and the color

ted with these values (i.e., the common combinations of the digits b1b2b3 as defined in Fig. 11.9.
, if the first three color bands on a resistor show the colors red (b1 = 2), violet (b2 = 7), and
 4), the resistance value can be interpreted as follows:

1.1, the leftmost column represents the complete color code; columns to the right of it only
ird color, since this is the only one that changes. For example, a 10-Ω resistor has the code
-black, while a 100-Ω resistor has brown-black-brown.

rn-blk-blk 100 Brown 1.0 Red 10 Orange 100 Yellow
rn-red-blk 120 Brown 1.2 Red 12 Orange 120 Yellow
rn-grn-blk 150 Brown 1.5 Red 15 Orange 150 Yellow
rn-gry-blk 180 Brown 1.8 Red 18 Orange 180 Yellow
ed-red-blk 220 Brown 2.2 Red 22 Orange 220 Yellow
ed-vlt-blk 270 Brown 2.7 Red 27 Orange 270 Yellow
rg-org-blk 330 Brown 3.3 Red 33 Orange 330 Yellow
rg-wht-blk 390 Brown 3.9 Red 39 Orange 390 Yellow
lw-vlt-blk 470 Brown 4.7 Red 47 Orange 470 Yellow
rn-blu-blk 560 Brown 5.6 Red 56 Orange 560 Yellow
lu-gry-blk 680 Brown 6.8 Red 68 Orange 680 Yellow
ry-red-blk 820 Brown 8.2 Red 82 Orange 820 Yellow

Resistor color code.

I GV=

1
4
--

R 27 104× 270,000 Ω 270 kΩ= = =
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sistor to literally start on fire. For a resistor R, the power dissipated is given by

(11.15)

power dissipated by a resistor is proportional to the square of the current flowing through
the square of the voltage across it. The following example illustrates a common engineering
of resistive elements: the resistance strain gauge.

1.1 Resistance Strain Gauges

application of the resistance concept to engineering measurements is the resistance strain
n gauges are devices that are bonded to the surface of an object, and whose resistance varies
n of the surface strain experienced by the object. Strain gauges may be used to perform
ts of strain, stress, force, torque, and pressure. Recall that the resistance of a cylindrical
f cross-sectional area A, length L, and conductivity σ is given by the expression

ctor is compressed or elongated as a consequence of an external force, its dimensions will
 with them its resistance. In particular, if the conductor is stretched, its cross-sectional area
e and the resistance will increase. If the conductor is compressed, its resistance decreases,
gth, L, will decrease. The relationship between change in resistance and change in length is
 gauge factor, G, defined by

e strain ε is defined as the fractional change in length of an object by the formula

n resistance due to an applied strain ε is given by the expression

he resistance of the strain gauge under no strain and is called the zero strain resistance. The
or resistance strain gauges made of metal foil is usually about 2.
.10 depicts a typical foil strain gauge. The maximum strain that can be measured by a foil
ut 0.4–0.5%; that is, ∆L/L = 0.004 to 0.005. For a 120-Ω gauge, this corresponds to a change
 of the order of 0.96–1.2 Ω. Although this change in resistance is very small, it can be detected
f suitable circuitry. Resistance strain gauges are usually connected in a circuit called the
 bridge, which we analyze later in this section.

Short Circuits

ient idealizations of the resistance element are provided by the limiting cases of Ohm’s law
ance of a circuit element approaches zero or infinity. A circuit element with resistance
 zero is called a short circuit. Intuitively, one would expect a short circuit to allow for
flow of current. In fact, metallic conductors (e.g., short wires of large diameter) approximate
 of a short circuit. Formally, a short circuit is defined as a circuit element across which the
ro, regardless of the current flowing through it. Figure 11.11 depicts the circuit symbol for
rt circuit.

P VI I2R
V2

R
-----= = =

R
L

sA
-------=

G
∆R/R
∆L/L
-------------=

e ∆L
L

-------=

∆R R0Ge=
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AWG Size Number of Strands Diameter per Strand Resistance per 1000 ft (Ω)

FIGURE 11.1

FIGURE 11.1
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, any wire or other metallic conductor will exhibit some resistance, though small. For practical
wever, many elements approximate a short circuit quite accurately under certain conditions.
, a large-diameter copper pipe is effectively a short circuit in the context of a residential

wer supply, while in a low-power microelectronic circuit (e.g., an FM radio) a short length of
e (refer to Table 11.2 for the resistance of 24 gauge wire) is a more than adequate short circuit.
element whose resistance approaches infinity is called an open circuit. Intuitively, one would
rrent to flow through an open circuit, since it offers infinite resistance to any current. In an

, we would expect to see zero current regardless of the externally applied voltage. Figure 11.12
is idea.

24 Solid 0.0201 28.4
24 7 0.0080 28.4
22 Solid 0.0254 18.0
22 7 0.0100 19.0
20 Solid 0.0320 11.3
20 7 0.0126 11.9
18 Solid 0.0403 7.2
18 7 0.0159 7.5
16 Solid 0.0508 4.5
16 19 0.0113 4.7

0 The resistance strain gauge.

1 The short circuit.

2 The open circuit.
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e, it is not too difficult to approximate an open circuit; any break in continuity in a conducting
ts to an open circuit. The idealization of the open circuit, as defined in Fig. 11.12, does not
er, for very high voltages. The insulating material between two insulated terminals will break
ufficiently high voltage. If the insulator is air, ionized particles in the neighborhood of the
ing elements may lead to the phenomenon of arcing; in other words, a pulse of current may
 that momentarily jumps a gap between conductors (thanks to this principle, we are able to
-fuel mixture in a spark-ignition internal combustion engine by means of spark plugs). The
nd short circuits are useful concepts and find extensive use in circuit analysis.

stors and the Voltage Divider Rule

ctrical circuits can take rather complicated forms, even the most involved circuits can be reduced
ons of circuit elements in parallel and in series. Thus, it is important that you become acquainted
 and series circuits as early as possible, even before formally approaching the topic of network
allel and series circuits have a direct relationship with Kirchhoff ’s laws. The objective of this
the next is to illustrate two common circuits based on series and parallel combinations of
 voltage and current dividers. These circuits form the basis of all network analysis; it is therefore
 master these topics as early as possible.

ample of a series circuit, refer to the circuit of Fig. 11.13, where a battery has been connected

1, R2, and R3. The following definition applies.

 circuit elements are said to be in series if the same current flows through each of the elements.
 resistors could thus be replaced by a single resistor of value REQ without changing the amount
quired of the battery. From this result we may extrapolate to the more general relationship

 equivalent resistance of N series resistors:

(11.16)

 illustrated in Fig. 11.13. A concept very closely tied to series resistors is that of the voltage

3 Voltage divider rule.

REQ Rn

n=1

N

∑=
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al form of the voltage divider rule for a circuit with N series resistors and a voltage source is

(11.17)

sistors and the Current Divider Rule

nalogous to that of the voltage may be developed by applying Kirchhoff ’s current law to a
ining only parallel resistances.

e circuit elements are said to be in parallel if the same voltage appears across each of the
ee Fig. 11.14.)
s in parallel act as a single equivalent resistance, REQ, given by the expression

(11.18)

(11.19)

n the remainder of this book we shall refer to the parallel combination of two or more
h the following notation:

mbol signifies “in parallel with.”
al expression for the current divider for a circuit with N parallel resistors is the following:

(11.20)

1.2 The Wheatstone Bridge

tone bridge is a resistive circuit that is frequently encountered in a variety of measurement
 general form of the bridge is shown in Fig. 11.15(a), where R1, R2, and R3 are known, while Rx

n resistance, to be determined. The circuit may also be redrawn as shown in Fig. 11.15(b). The
will be used to demonstrate the use of the voltage divider rule in a mixed series-parallel circuit.

4 Parallel circuits.

vn

Rn

R1 R2
… Rn

… RN+ + + + +
-------------------------------------------------------------------vS=

1
REQ

-------- 1
R1

----- 1
R2

----- … 1
RN

------+ + +=

REQ
1

1/R1 1/R2
… 1/RN+ + +

-----------------------------------------------------------=

R1 R2
…|| ||

||

in

1/Rn

1/R1 1/R2
… 1/Rn

… 1/RN+ + + + +
----------------------------------------------------------------------------------------- iS Current divider=
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e is to determine the unknown resistance Rx.

the value of the voltage vad = vad – vbd in terms of the four resistances and the source voltage,
te that since the reference point d is the same for both voltages, we can also write vab = va – vb.

= R2 = R3 = 1 kΩ, vS = 12 V, and vab = 12 mV, what is the value of Rx?

 we observe that the circuit consists of the parallel combination of three subcircuits: the
e source, the series combination of R1 and R2, and the series combination of R3 and Rx. Since

 three subcircuits are in parallel, the same voltage will appear across each of them, namely,
urce voltage, vS.

, the source voltage divides between each resistor pair, R1-R2 and R3-Rx, according to the
e divider rule: va is the fraction of the source voltage appearing across R2, while vb is the
e appearing across Rx:

ly, the voltage difference between points a and b is given by

esult is very useful and quite general, and it finds application in numerous practical circuits.
der to solve for the unknown resistance, we substitute the numerical values in the preceding
ion to obtain

 may be solved for Rx to yield

Voltage and Current Sources

dels of voltage and current sources fail to take into consideration the finite-energy nature
voltage and current sources. The objective of this section is to extend the ideal models to
 are capable of describing the physical limitations of the voltage and current sources used in
nsider, for example, the model of an ideal voltage source. As the load resistance (R) decreases,
s required to provide increasing amounts of current to maintain the voltage vS (t) across

5 Wheatstone bridge circuits.

va vS

R2

R1 R2+
----------------- and vb vS

Rx

R3 Rx+
-----------------= =

vab va vb– vS

R2

R1 R2+
-----------------

Rx

R3 Rx+
------------------– 

 = =

0.012 12
1000
2000
-----------

Rx

1000 Rx+
------------------------– 

 =

Rx 996 Ω=
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(11.21)

suggests that the ideal voltage source is required to provide an infinite amount of current to
the limit as the load resistance approaches zero.
.16 depicts a model for a practical voltage source; this is composed of an ideal voltage source,
with a resistance, rS. The resistance rS in effect poses a limit to the maximum current the
ce can provide:

(11.22)

be apparent that a desirable feature of an ideal voltage source is a very small internal resistance,
urrent requirements of an arbitrary load may be satisfied.
modification of the ideal current source model is useful to describe the behavior of a practical
ce. The circuit illustrated in Fig. 11.17 depicts a simple representation of a practical current
isting of an ideal source in parallel with a resistor. Note that as the load resistance approaches
, an open circuit), the output voltage of the current source approaches its limit,

(11.23)

ent source should be able to approximate the behavior of an ideal current source. Therefore,
haracteristic for the internal resistance of a current source is that it be as large as possible.

6 Practical voltage source.

7 Practical current source.

i t( )
vS t( )

R
-----------=

iS  max

vS

rS

----=

vS  max iSrS=
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r is a device that, when connected in series with a circuit element, can measure the current
ugh the element. Figure 11.18 illustrates this idea. From Fig. 11.18, two requirements are
btaining a correct measurement of current:

mmeter must be placed in series with the element whose current is to be measured (e.g.,
or R2).
mmeter should not resist the flow of current (i.e., cause a voltage drop), or else it will not

easuring the true current flowing the circuit. An ideal ammeter has zero internal resistance.

eter

ter is a device that can measure the voltage across a circuit element. Since voltage is the
 potential between two points in a circuit, the voltmeter needs to be connected across the
se voltage we wish to measure. A voltmeter must also fulfill two requirements:

oltmeter must be placed in parallel with the element whose voltage it is measuring.
oltmeter should draw no current away from the element whose voltage it is measuring, or
t will not be measuring the true voltage across that element. Thus, an ideal voltmeter has
te internal resistance.

 illustrates these two points.
in, the definitions just stated for the ideal voltmeter and ammeter need to be augmented by
the practical limitations of the devices. A practical ammeter will contribute some series
 the circuit in which it is measuring current; a practical voltmeter will not act as an ideal
 but will always draw some current from the measured circuit. Figure 11.20 depicts the circuit
he practical ammeter and voltmeter.

8 Measurement of current.

9 Measurement of voltage.
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 considerations that pertain to practical ammeters and voltmeters can be applied to the
 a wattmeter, a measuring instrument that provides a measurement of the power dissipated
element, since the wattmeter is in effect made up of a combination of a voltmeter and an

.21 depicts the typical connection of a wattmeter in the same series circuit used in the
aragraphs. In effect, the wattmeter measures the current flowing through the load and,
sly, the voltage across it multiplies the two to provide a reading of the power dissipated by

esistive Network Analysis

 will illustrate the fundamental techniques for the analysis of resistive circuits. The methods
re based on Kirchhoff ’s and Ohm’s laws. The main thrust of the section is to introduce and
ious methods of circuit analysis that will be applied throughout the book.

e Voltage Method

e analysis is the most general method for the analysis of electrical circuits. In this section, its
to linear resistive circuits will be illustrated. The node voltage method is based on defining
at each node as an independent variable. One of the nodes is selected as a reference node

t not necessarily—ground), and each of the other node voltages is referenced to this node.
ode voltage is defined, Ohm’s law may be applied between any two adjacent nodes in order
e the current flowing in each branch. In the node voltage method, each branch current is
terms of one or more node voltages; thus, currents do not explicitly enter into the equations.
 illustrates how one defines branch currents in this method.

0 Models for practical ammeter and

1 Measurement of power.
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 branch current is defined in terms of the node voltages, Kirchhoff ’s current law is applied
. The particular form of KCL employed in the nodal analysis equates the sum of the currents
e to the sum of the currents leaving the node:

(11.24)

 illustrates this procedure.
matic application of this method to a circuit with n nodes would lead to writing n linear
owever, one of the node voltages is the reference voltage and is therefore already known,

ually assumed to be zero. Thus, we can write n – 1 independent linear equations in the n – 1
t variables (the node voltages). Nodal analysis provides the minimum number of equations
solve the circuit, since any branch voltage or current may be determined from knowledge of
es.
l analysis method may also be defined as a sequence of steps, as outlined below.

age Analysis Method

 a reference node (usually ground). All other node voltages will be referenced to this node.
e the remaining n – 1 node voltages as the independent variables.
 KCL at each of the n – 1 nodes, expressing each current in terms of the adjacent node
es.

 the linear system of n – 1 equations in n – 1 unknowns.

containing n nodes we can write at most n – 1 independent equations.

h Current Method

current method, we observe that a current flowing through a resistor in a specified direction
polarity of the voltage across the resistor, as illustrated in Fig. 11.24, and that the sum of
around a closed circuit must equal zero, by KVL. Once a convention is established regarding
 of current flow around a mesh, simple application of KVL provides the desired equation.
 illustrates this point.

2 Branch current formulation in nodal

3 Use of KCL in nodal analysis.

iin∑ iout∑=
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er of equations one obtains by this technique is equal to the number of meshes in the circuit.
urrents and voltages may subsequently be obtained from the mesh currents, as will presently
ince meshes are easily identified in a circuit, this method provides a very efficient and sys-
edure for the analysis of electrical circuits. The following section outlines the procedure used
the mesh current method to a linear circuit.

ent Analysis Method

e each mesh current consistently. We shall always define mesh currents clockwise, for
nience.
 KVL around each mesh, expressing each voltage in terms of one or more mesh currents.

 the resulting linear system of equations with mesh currents as the independent variables.

nalysis, it is important to be consistent in choosing the direction of current flow. To avoid
 writing the circuit equations, mesh currents will be defined exclusively clockwise when we

is method.

 Networks and Equivalent Circuits

 circuit representation is shown in Fig. 11.26. This configuration is called a one-port network
cularly useful for introducing the notion of equivalent circuits. Note that the network of
 completely described by its i-v characteristic.

and Norton Equivalent Circuits

 discusses one of the most important topics in the analysis of electrical circuits: the concept
lent circuit. It will be shown that it is always possible to view even a very complicated circuit
much simpler equivalent source and load circuits, and that the transformations leading to
ircuits are easily managed, with a little practice. In studying node voltage and mesh current
 may have observed that there is a certain correspondence (called duality) between current
voltage sources, on the one hand, and parallel and series circuits, on the other. This duality
n very clearly in the analysis of equivalent circuits: it will shortly be shown that equivalent
into one of two classes, involving either voltage or current sources and (respectively) either

4 Basic principle of mesh analysis.

5 Use of KVL in mesh analysis.

6 One-port network.
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allel resistors, reflecting this same principle of duality. The discussion of equivalent circuits
the statement of two very important theorems, summarized in Figs. 11.27 and 11.28.

in Theorem
ad is concerned, any network composed of ideal voltage and current sources, and of linear
y be represented by an equivalent circuit consisting of an ideal voltage source, vT , in series
ivalent resistance, RT.

 Theorem
ad is concerned, any network composed of ideal voltage and current sources, and of linear
y be represented by an equivalent circuit consisting of an ideal current source, iN, in parallel
ivalent resistance, RN.

tion of Norton or Thévenin Equivalent Resistance

p in computing a Thévenin or Norton equivalent circuit consists of finding the equivalent
esented by the circuit at its terminals. This is done by setting all sources in the circuit equal
omputing the effective resistance between terminals. The voltage and current sources present
t are set to zero as follows: voltage sources are replaced by short circuits, current sources by
s. We can produce a set of simple rules as an aid in the computation of the Thévenin (or
ivalent resistance for a linear resistive circuit.
ion of Equivalent Resistance of a One-Port Network:

ve the load.
all voltage and current sources
ute the total resistance between load terminals, with the load removed. This resistance is

alent to that which would be encountered by a current source connected to the circuit in
 of the load.

, the equivalent resistance of the circuit of Fig. 11.29 as seen by the load is:

Req = ((2 || 2) + 1) || 2 = 1 Ω.

7 Illustration of Thévenin theorem.

8 Illustration of Norton theorem.

9 Computation of Thévenin resistance.

ress LLC



Computin

The Théven
to the open-

This state
circuit voltag
Thévenin vo
consisting of
voltage acros

Computin

The comput
voltage. The

Definition
The Norton
replaced by 

An explan
arbitrary on
its Norton e

It should 
the Norton 
short circuit

Experimen

Figure 11.32
arbitrary ne
attention, b
illustrates th
the computa
marks in th
current” are
quantities.

FIGURE 11.3

FIGURE 11.3

0066_Frame_C11  Page 19  Wednesday, January 9, 2002  4:14 PM

©2002 CRC P
g the Thévenin Voltage

in equivalent voltage is defined as follows: the equivalent (Thévenin) source voltage is equal
circuit voltage present at the load terminals with the load removed.
s that in order to compute vT, it is sufficient to remove the load and to compute the open-
e at the one-port terminals. Figure 11.30 illustrates that the open-circuit voltage, vOC, and the

ltage, vT, must be the same if the Thévenin theorem is to hold. This is true because in the circuit
 vT and RT, the voltage vOC must equal vT, since no current flows through RT and therefore the
s RT is zero. Kirchhoff ’s voltage law confirms that

 (11.25)

g the Norton Current

ation of the Norton equivalent current is very similar in concept to that of the Thévenin
 following definition will serve as a starting point.

 equivalent current is equal to the short-circuit current that would flow were the load
a short circuit.
ation for the definition of the Norton current is easily found by considering, again, an

e-port network, as shown in Fig. 11.31, where the one-port network is shown together with
quivalent circuit.
be clear that the current, iSC, flowing through the short circuit replacing the load is exactly
current, iN, since all of the source current in the circuit of Fig. 11.31 must flow through the
.

tal Determination of Thévenin and Norton Equivalents

 illustrates the measurement of the open-circuit voltage and short-circuit current for an
twork connected to any load and also illustrates that the procedure requires some special
ecause of the nonideal nature of any practical measuring instrument. The figure clearly
at in the presence of finite meter resistance, rm, one must take this quantity into account in
tion of the short-circuit current and open-circuit voltage; vOC and iSC appear between quotation
e figure specifically to illustrate that the measured “open-circuit voltage” and “short-circuit
, in fact, affected by the internal resistance of the measuring instrument and are not the true

0 Equivalence of open-circuit and Thévenin voltage.

1 Illustration of Norton equivalent circuit.

vT RT 0( ) vOC+ vOC= =
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ing are expressions for the true short-circuit current and open-circuit voltage.

(11.26)

he ideal Norton current, vT the Thévenin voltage, and RT the true Thévenin resistance.

r Circuit Elements

n of Nonlinear Elements

number of useful cases in which a simple functional relationship exists between voltage and
 nonlinear circuit element. For example, Fig. 11.33 depicts an element with an exponential
istic, described by the following equations:

 (11.27)

2 Measurement of open-circuit voltage and short-circuit current.

3 i-v characteristic of exponential resistor.

iN iSC 1
rm

RT

------+ 
 =

vT vOC 1
RT

rm

------+ 
 =

i I0ea v, v  0>=
i I0, v ≤ 0–=
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, in fact, a circuit element (the semiconductor diode) that very nearly satisfies this simple
. The difficulty in the i-v relationship of Eq. (11.27) is that it is not possible, in general, to
sed-form analytical solution, even for a very simple circuit.
oach to analyzing a circuit containing a nonlinear element might be to treat the nonlinear
 load, and to compute the Thévenin equivalent of the remaining circuit, as shown in Fig. 11.34.
L, the following equation may then be obtained:

(11.28)

e second equation needed to solve for both the unknown voltage, vx, and the unknown
t is necessary to resort to the i-v description of the nonlinear element, namely, Eq. (11.27).

oment, only positive voltages are considered, the circuit is completely described by the
stem:

(11.29)

rts of Eq. (11.29) represent a system of two equations in two unknowns. Any numerical
hoice may now be applied to solve the system of Eqs. (11.29).

C Network Analysis

n we introduce energy-storage elements, dynamic circuits, and the analysis of circuits excited
l voltages and currents. Sinusoidal (or AC) signals constitute the most important class of
e analysis of electrical circuits. The simplest reason is that virtually all of the electric power
seholds and industries comes in the form of sinusoidal voltages and currents.

orage (Dynamic) Circuit Elements

sistor was introduced through Ohm’s law in Section 11.2 as a useful idealization of many
trical devices. However, in addition to resistance to the flow of electric current, which is purely
(i.e., an energy-loss) phenomenon, electric devices may also exhibit energy-storage properties,
 same way a spring or a flywheel can store mechanical energy. Two distinct mechanisms for
ge exist in electric circuits: capacitance and inductance, both of which lead to the storage of
 electromagnetic field.

Capacitor

pacitor is a device that can store energy in the form of a charge separation when appropriately
 an electric field (i.e., a voltage). The simplest capacitor configuration consists of two parallel

4 Representation of nonlinear element in
it.

vT RTix vx+=

ix I0e
a nx, v  0>=

vT RTix vx+=
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plates of cross-sectional area A, separated by air (or another dielectric∗ material, such as mica
igure 11.35 depicts a typical configuration and the circuit symbol for a capacitor.
nce of an insulating material between the conducting plates does not allow for the flow of
 thus, a capacitor acts as an open circuit in the presence of DC currents. However, if the voltage
e capacitor terminals changes as a function of time, so will the charge that has accumulated
apacitor plates, since the degree of polarization is a function of the applied electric field,
e-varying. In a capacitor, the charge separation caused by the polarization of the dielectric
nal to the external voltage, that is, to the applied electric field:

(11.30)

arameter C is called the capacitance of the element and is a measure of the ability of the
umulate, or store, charge. The unit of capacitance is the coulomb/volt and is called the farad
d is an unpractically large unit; therefore, it is common to use microfarads (1 µF = 10−6 F)
s (1 pF = 10–12 F). From Eq. (11.30) it becomes apparent that if the external voltage applied
itor plates changes in time, so will the charge that is internally stored by the capacitor:

(11.31)

gh no current can flow through a capacitor if the voltage across it is constant, a time-varying
cause charge to vary in time. The change with time in the stored charge is analogous to a
 relationship between the current and voltage in a capacitor is as follows:

(11.32)

ve differential equation is integrated, one can obtain the following relationship for the voltage
acitor:

(11.33)

1.33) indicates that the capacitor voltage depends on the past current through the capacitor,
 present time, t. Of course, one does not usually have precise information regarding the flow

5 Structure of parallel-plate capacitor.

ric material contains a large number of electric dipoles, which become polarized in the presence of an

Q CV=

q t( ) Cv t( )=

i t( ) C
dv t( )

dt
------------=

vC t( ) 1
C
--- iC dt

∞–

t0

∫=
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 current for all past time, and so it is useful to define the initial voltage (or initial condition)
citor according to the following, where t0 is an arbitrary initial time:

(11.34)

r voltage is now given by the expression

(11.35)

nce of the initial voltage, V0, is simply that at time t0 some charge is stored in the capacitor,
 a voltage, vC (t0), according to the relationship Q = CV. Knowledge of this initial condition

to account for the entire past history of the capacitor current. (See Fig. 11.36.)
 standpoint of circuit analysis, it is important to point out that capacitors connected in series
 can be combined to yield a single equivalent capacitance. The rule of thumb, which is
 Fig. 11.37, is the following: capacitors in parallel add; capacitors in series combine according
rules used for resistors connected in parallel.
apacitors are rarely constructed of two parallel plates separated by air, because this config-
s very low values of capacitance, unless one is willing to tolerate very large plate areas. In

rease the capacitance (i.e., the ability to store energy), physical capacitors are often made of
 sheets of metal film, with a dielectric (paper or Mylar) sandwiched in-between. Table 11.3
pical values, materials, maximum voltage ratings, and useful frequency ranges for various

6 Defining equation for the ideal capacitor, and analogy with force-mass system.

7 Combining capacitors in a circuit.

V0 vC= t t0=( ) 1
C
--- iC dt

∞–

t

∫=

vC t( ) 1
C
--- iC td V0 t ≥ t0+

t0

t

∫=
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acitors. The voltage rating is particularly important, because any insulator will break down
tly high voltage is applied across it. The energy stored in a capacitor is given by

1.3 Capacitive Displacement Transducer and Microphone

 Fig. 11.26, the capacitance of a parallel-plate capacitor is given by the expression

e permittivity of the dielectric material, A the area of each of the plates, and d their separa-
rmittivity of air is ε0 = 8.854 × 10–12 F/m, so that two parallel plates of area 1 m2, separated
e of 1 mm, would give rise to a capacitance of 8.854 × 10–3 µF, a very small value for a very
rea. This relative inefficiency makes parallel-plate capacitors impractical for use in electronic
 the other hand, parallel-plate capacitors find application as motion transducers, that is, as
 can measure the motion or displacement of an object. In a capacitive motion transducer,
etween the plates is designed to be variable, typically by fixing one plate and connecting the

object in motion. Using the capacitance value just derived for a parallel-plate capacitor, one
he expression

the capacitance in picofarad, A is the area of the plates in square millimeter, and x is the
stance in milimeter. It is important to observe that the change in capacitance caused by the
t of one of the plates is nonlinear, since the capacitance varies as the inverse of the displace-

all displacements, however, the capacitance varies approximately in a linear fashion.
tivity, S, of this motion transducer is defined as the slope of the change in capacitance per
splacement, x, according to the relation

nsitivity increases for small displacements. This behavior can be verified by plotting the
as a function of x and noting that as x approaches zero, the slope of the nonlinear C(x) curve
eper (thus the greater sensitivity). Figure 11.38 depicts this behavior for a transducer with
 10 mm2.

Mica 1 pF to 0.1 µF 100–600 103–1010

Ceramic 10 pF to 1 µF 50–1000 103–1010

Mylar 0.001 to 10 µF 50–500 102–108

Paper 1000 pF to 50 µF 100–105 102–108

Electrolytic 0.1 µF to 0.2 F 3–600 10–104

WC t( ) 1
2
--CvC

2 t( ) J( )=

C
eA
d

------=

C
8.854 10 3–  A×

x
----------------------------------=

S
dC
dx
------- 8.854 10 3–  A×

2x2
----------------------------------–  pF/mm( )= =
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le capacitive displacement transducer actually finds use in the popular capacitive (or con-
ophone, in which the sound pressure waves act to displace one of the capacitor plates. The
pacitance can then be converted into a change in voltage or current by means of a suitable
xtension of this concept that permits measurement of differential pressures is shown in
rm in Fig. 11.39. In the figure, a three-terminal variable capacitor is shown to be made up

surfaces (typically, spherical depressions ground into glass disks and coated with a conducting
d of a deflecting plate (typically made of steel) sandwiched between the glass disks. Pressure
 are provided, so that the deflecting plate can come into contact with the fluid whose pressure
g. When the pressure on both sides of the deflecting plate is the same, the capacitance between

and d, Cbd, will be equal to that between terminals b and c, Cbc. If any pressure differential
o capacitances will change, with an increase on the side where the deflecting plate has come
 fixed surface and a corresponding decrease on the other side. 
vior is ideally suited for the application of a bridge circuit, similar to the Wheatstone bridge
rated in Example 11.2, and also shown in Fig. 11.39. In the bridge circuit, the output voltage,
ely balanced when the differential pressure across the transducer is zero, but it will deviate
henever the two capacitances are not identical because of a pressure differential across the

e shall analyze the bridge circuit later in Example 11.4.

Inductor

ductor is an element that has the ability to store energy in a magnetic field. Inductors are
de by winding a coil of wire around a core, which can be an insulator or a ferromagnetic
wn in Fig. 11.40. When a current flows through the coil, a magnetic field is established, as

8 Response of a capacitive displacement transducer.

9 Capacitive pressure transducer and related bridge circuit.
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all from early physics experiments with electromagnets. In an ideal inductor, the resistance
is zero, so that a constant current through the inductor will flow freely without causing a
. In other words, the ideal inductor acts as a short circuit in the presence of DC currents. If a

g voltage is established across the inductor, a corresponding current will result, according to
g relationship:

(11.36)

alled the inductance of the coil and is measured in henry (H), where

(11.37)

reasonable units for practical inductors; millihenrys (mH) and microhenrys (µH) are also

ctor current is found by integrating the voltage across the inductor:

(11.38)

t flowing through the inductor at time t = t0 is known to be I0, with

(11.39)

uctor current can be found according to the equation

(11.40)

 series add. Inductors in parallel combine according to the same rules used for resistors
 parallel. See Figs. 11.41–11.43.
 and Figs. 11.36, 11.41, and 11.43 illustrate a useful analogy between ideal electrical and

elements.

0 Iron-core inductor.

vL t( ) L
diL

dt
-------=

1 H 1 V sec/A=

iL t( ) 1
L
--- vL dt

∞–

t

∫=

I0 iL t = t0( ) 1
L
--- vL dt

∞–

t0

∫= =

iL t( ) 1
L
--- vL td I0 t ≥ t0+

t0

t

∫=
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Mechanical System Electrical System

Force, f (N) Current, i (A)
Velocity, µ (m/sec) Voltage, v (V)
Damping, B (N sec/m) Conductance, 1/R (S)
Compliance, 1/k (m/N) Inductance, L (H)
Mass, M (kg) Capacitance, C (F)

1 Defining equation for the ideal induc-
gy with force-spring system.

2 Combining inductors in a circuit.

3 Analogy between electrical and mechanical elements.
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e most important classes of time-dependent signals is that of periodic signals. These signals
ently in practical applications and are a useful approximation of many physical phenomena.
ignal x(t) is a signal that satisfies the following equation:

(11.41)

e period of x(t). Figure 11.45 illustrates a number of the periodic waveforms that are typically
 in the study of electrical circuits. Waveforms such as the sine, triangle, square, pulse, and
ves are provided in the form of voltages (or, less frequently, currents) by commercially

nal (or waveform) generators. Such instruments allow for selection of the waveform peak
nd of its period.
in the introduction, sinusoidal waveforms constitute by far the most important class of time-
ignals. Figure 11.46 depicts the relevant parameters of a sinusoidal waveform. A generalized
efined as follows:

(11.42)

4 Time-dependent signal sources.

5 Periodic signal waveforms.

x t( ) x t nT+( ) n 1, 2, 3, …= =

x t( ) A cos wt f+( )=
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the amplitude, ω the radian frequency, and φ the phase. Figure 11.46 summarizes the
f A, ω, and φ for the waveforms

(11.43)

hift, φ, permits the representation of an arbitrary sinusoidal signal. Thus, the choice of the
sine function to represent sinusoidal signals—arbitrary as it may appear at first—does not
bility to represent all sinusoids. For example, one can represent a sine wave in terms of a

 simply by introducing a phase shift of π/2 radians:

(11.44)

rtant to note that, although one usually employs the variable ω (in units of radians per
enote sinusoidal frequency, it is common to refer to natural frequency, f, in units of cycles
or hertz (Hz). The relationship between the two is the following:

(11.45)

d RMS Values

number of different signal waveforms have been defined, it is appropriate to define suitable
ts for quantifying the strength of a time-varying electrical signal. The most common types
ents are the average (or DC) value of a signal waveform, which corresponds to just mea-
ean voltage or current over a period of time, and the root-mean-square (rms) value, which
ount the fluctuations of the signal about its average value. Formally, the operation of computing
alue of a signal corresponds to integrating the signal waveform over some (presumably, suitably
od of time. We define the time-averaged value of a signal x(t) as 

(11.46)

he period of integration. Figure 11.47 illustrates how this process does, in fact, correspond
g the average amplitude of x(t) over a period of T seconds.

6 Sinusoidal waveforms.

x1 t( ) A cos wt( ) and x2 t( ) A cos wt f+( )= =

f natural frequency
1
T
---  cycles/sec, or Hz( )= =

w radian frequency 2pf  radians/sec( )= =

f 2p ∆T
T

-------  radians( ) 360
∆T
T

-------  degrees( )= =

A sin wt( ) A cos wt
p
2
---– 

 =

w 2pf=

x t( )〈 〉 1
T
--- x t( ) td

0

T

∫=

A wt f+( )cos〈 〉 0=
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asure of the voltage of an AC waveform is the rms value of the signal, x(t), defined as follows:

(11.47)

iately that if x(t) is a voltage, the resulting xrms will also have units of volts. If you analyze
you can see that, in effect, the rms value consists of the square root of the average (or mean)
e of the signal. Thus, the notation rms indicates exactly the operations performed on x(t) in
ain its rms value.

of Circuits Containing Dynamic Elements

ifference between the analysis of the resistive circuits and circuits containing capacitors and
now that the equations that result from applying Kirchhoff ’s laws are differential equations,
to the algebraic equations obtained in solving resistive circuits. Consider, for example, the
. 11.48 which consists of the series connection of a voltage source, a resistor, and a capacitor.
L around the loop, we may obtain the following equation:

(11.48)

at iR = iC, Eq. (11.48) may be combined with the defining equation for the capacitor (Eq. 4.6.6)

(11.49)

1.49) is an integral equation, which may be converted to the more familiar form of a
quation by differentiating both sides of the equation, and recalling that

(11.50)

7 Averaging a signal waveform.

8 Circuit containing energy-storage

xrms
1
T
--- x2 t( ) td

0

T

∫

vS t( ) vR t( ) vC t( )+=

vS t( ) RiC t( ) 1
C
--- iC dt

∞–

t

∫+=

d
dt
---- iC dt

∞–

t

∫ 
  iC t( )=
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(11.51)

gument (t) has been dropped for ease of notation.
hat in Eq. (11.51), the independent variable is the series current flowing in the circuit, and
ot the only equation that describes the series RC circuit. If, instead of applying KVL, for

 had applied KCL at the node connecting the resistor to the capacitor, we would have obtained
g relationship:

(11.52)

(11.53)

ilarity between Eqs. (11.51) and (11.53). The left-hand side of both equations is identical,
e dependent variable, while the right-hand side takes a slightly different form. The solution
ation is sufficient, however, to determine all voltages and currents in the circuit.

eneralize the results above by observing that any circuit containing a single energy-storage
 be described by a differential equation of the form

(11.54)

epresents the capacitor voltage in the circuit of Fig. 11.48 and where the constants a0 and a1

mbinations of circuit element parameters. Equation (11.54) is a first-order ordinary differ-
ion with constant coefficients.
now a circuit that contains two energy-storage elements, such as that shown in Fig. 11.49.
of KVL results in the following equation:

(11.55)

1.55) is called an integro-differential equation because it contains both an integral and a
his equation can be converted into a differential equation by differentiating both sides, to

(11.56)

9 Second-order circuit.

diC

dt
------- 1

RC
-------iC+ 1

R
---

dvS

dt
-------=

iR

vS vC–
R

--------------- iC C
dvC

dt
--------= = =

dvC

dt
-------- 1

RC
-------vC+ 1

RC
-------vS=

a1
dy t( )

dt
------------ a0 t( )+ F t( )=

Ri t( ) L
di t( )

dt
----------- 1

C
--- i t( ) dt

∞–

t

∫+ + vS t( )=

R
di t( )

dt
----------- L

d2i t( )
dt2

------------- 1
C
---i t( )+ +

dvS t( )
dt

--------------=
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or, equivalently, by observing that the current flowing in the series circuit is related to the capacitor
voltage by i(t) = CdvC /dt, and that Eq. (11.55) can be rewritten as

Note that al
and (11.57) 

where the g
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 (11.57)

though different variables appear in the preceding differential equations, both Eqs. (11.55)
can be rearranged to appear in the same general form as follows:

(11.58)

eneral variable y(t) represents either the series current of the circuit of Fig. 11.49 or the
ltage. By analogy with Eq. (11.54), we call Eq. (11.58) a second-order ordinary differential
th constant coefficients. As the number of energy-storage elements in a circuit increases, one
e expect that higher-order differential equations will result.

nd Impedance

n, we introduce an efficient notation to make it possible to represent sinusoidal signals as
bers, and to eliminate the need for solving differential equations.

l that it is possible to express a generalized sinusoid as the real part of a complex vector
ment, or angle, is given by (ω t + φ) and whose length, or magnitude, is equal to the peak
f the sinusoid. The complex phasor corresponding to the sinusoidal signal Acos(ω t + φ)
defined to be the complex number Ae jφ:

(11.59)

inusoidal signal may be mathematically represented in one of two ways: a time-domain form

 frequency-domain (or phasor) form

asor is a complex number, expressed in polar form, consisting of a magnitude equal to the
amplitude of the sinusoidal signal and a phase angle equal to the phase shift of the sinusoidal
l referenced to a cosine signal.
 using phasor notation, it is important to make a note of the specific frequency, ω, of the

oidal signal, since this is not explicitly apparent in the phasor expression.

lyze the i-v relationship of the three ideal circuit elements in light of the new phasor notation.
ill be a new formulation in which resistors, capacitors, and inductors will be described in
tation. A direct consequence of this result will be that the circuit theorems of section 11.3
ded to AC circuits. In the context of AC circuits, any one of the three ideal circuit elements

RC
dvC

dt
-------- LC

d2vC t( )
dt2

------------------ vC t( )+ + vS t( )=

a2
d2y t( )

dt2
-------------- a1

dy t( )
dt

------------ a0y t( )+ + F t( )=

Ae jf complex phasor notation for A wt f+( )cos=

v t( ) A wt f+( )cos=

V jw( ) Ae jf=
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ar will be described by a parameter called impedance, which may be viewed as a complex
he impedance concept is equivalent to stating that capacitors and inductors act as frequency-
sistors, that is, as resistors whose resistance is a function of the frequency of the sinusoidal
igure 11.50 depicts the same circuit represented in conventional form (top) and in phasor-
orm (bottom); the latter representation explicitly shows phasor voltages and currents and
cuit element as a generalized “impedance.” It will presently be shown that each of the three

 elements may be represented by one such impedance element.
urce voltage in the circuit of Fig. 11.50 be defined by

(11.60)

 of generality. Then the current i(t) is defined by the i-v relationship for each circuit element.
ine the frequency-dependent properties of the resistor, inductor, and capacitor, one at a time.
dance of the resistor is defined as the ratio of the phasor voltage across the resistor to the
nt flowing through it, and the symbol ZR is used to denote it:

(11.61)

dance of the inductor is defined as follows:

(11.62)

0 The impedance element.

vS t( ) A wt or VS jw( )cos Ae j0°
= =

ZR jw( )
VS jw( )
I jw( )

------------------ R= =

ZL jw( )
VS jw( )
I jw( )

------------------ wLe j90° jwL= = =
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e inductor now appears to behave like a complex frequency-dependent resistor, and that the
f this complex resistor, ωL, is proportional to the signal frequency, ω. Thus, an inductor will
rrent flow in proportion to the sinusoidal frequency of the source signal. This means that
 frequencies, an inductor acts somewhat like a short circuit, while at high frequencies it tends
ore as an open circuit. Another important point is that the magnitude of the impedance of
is always positive, since both L and ω are positive numbers. You should verify that the units
itude are also ohms.
dance of the ideal capacitor, ZC( jω), is therefore defined as follows:

(11.63)

ve used the fact that 1/j = e–j90° = –j. Thus, the impedance of a capacitor is also a frequency-
omplex quantity, with the impedance of the capacitor varying as an inverse function of
nd so a capacitor acts like a short circuit at high frequencies, whereas it behaves more like
uit at low frequencies. Another important point is that the impedance of a capacitor is always
ce both C and ω are positive numbers. You should verify that the units of impedance for a
e ohms. Figure 11.51 depicts ZC( jω) in the complex plane, alongside ZR( jω) and ZL( jω).
dance parameter defined in this section is extremely useful in solving AC circuit analysis

ecause it will make it possible to take advantage of most of the network theorems developed
its by replacing resistances with complex-valued impedances. In its most general form, the
f a circuit element is defined as the sum of a real part and an imaginary part:

(11.64)

alled the AC resistance and X is called the reactance. The frequency dependence of R and
ndicated explicitly, since it is possible for a circuit to have a frequency-dependent resistance.
es illustrate how a complex impedance containing both real and imaginary parts arises in a

1.4 Capacitive Displacement Transducer

11.3, the idea of a capacitive displacement transducer was introduced when we considered
ate capacitor composed of a fixed plate and a movable plate. The capacitance of this variable
s shown to be a nonlinear function of the position of the movable plate, x (see Fig. 11.39).

1  Impedances of R, L, and C in the com-

ZC jw( )
VS jw( )
I jw( )

------------------ 1
wC
-------- e j– 90° j–

wC
-------- 1

jwC
----------= = = =

Z jw( ) R jw( ) jX jw( )+=
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In this example, we show that under certain conditions the impedance of the capacitor varies as a linear
function of displacement—that is, the movable-plate capacitor can serve as a linear transducer.

Recall the
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 expression derived in Example 11.3:

the capacitance in picofarad, A is the area of the plates in square millimeter, and x is the
istance in millimeter. If the capacitor is placed in an AC circuit, its impedance will be
by the expression

xed frequency ω, the impedance of the capacitor will vary linearly with displacement. This
y be exploited in the bridge circuit of Example 11.3, where a differential pressure transducer
s being made of two movable-plate capacitors, such that if the capacitance of one increased

ence of a pressure differential across the transducer, the capacitance of the other had to decrease
nding amount (at least for small displacements). The circuit is shown again in Fig. 11.52 where

s have been connected in the bridge along with the variable capacitors (denoted by C(x)).
s excited by a sinusoidal source.
sor notation, we can express the output voltage as follows:

al capacitance of each movable-plate capacitor with the diaphragm in the center position is

he nominal (undisplaced) separation between the diaphragm and the fixed surfaces of the
n mm), the capacitors will see a change in capacitance given by

2 Bridge circuit for capacitive displace-
cer.

C
8.854 10 3–× A

x
---------------------------------=

ZC
1

jwC
----------=

ZC
x

8.854 jw A
--------------------------=

Vout jw( ) VS jw( )
ZCbc x( )

ZCdb x( ) ZCbc x( )+
----------------------------------

R2

R1 R2+
-----------------– 

 =

C
eA
d

------=

Cdb
eA

d x–
----------- and Cbc

eA
d x+
------------= =
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when a pressure differential exists across the transducer, so that the impedances of the variable capacitors
change according to the displacement

and we obta

Thus, the ou
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in the following expression for the phasor output voltage, if we choose R1 = R2.

tput voltage will vary as a scaled version of the input voltage in proportion to the displacement.
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12
Engineering

Thermodynamics

12.1 Fundamentals 
Basic Concepts and Definitions • Laws of Thermodynamics

12.2 Extensive Property Balances
Mass Balance • Energy Balance • Entropy Balance • Control 
Volumes at Steady State • Exergy Balance

12.3 Property Relations and Data
12.4 Vapor and Gas Power Cycles

Although various aspects of what is now known as thermodynamics have been of interest since antiquity,
formal study began only in the early nineteenth century through consideration of the motive power of
heat: the capacity of hot bodies to produce work. Today the scope is larger, dealing generally with energy
and entropy, and with relationships among the properties of matter. Moreover, in the past 25 years
engineering thermodynamics has undergone a revolution, both in terms of the presentation of funda-
mentals and in the manner that it is applied. In particular, the second law of thermodynamics has emerged
as an effective tool for engineering analysis and design. 

12.1 Fundamentals

Classical thermodynamics is concerned primarily with the macrostructure of matter. It addresses the
gross characteristics of large aggregations of molecules and not the behavior of individual molecules.
The microstructure of matter is studied in kinetic theory and statistical mechanics (including quantum
thermodynamics). In this chapter, the classical approach to thermodynamics is featured.

Basic Concepts and Definitions

Thermodynamics is both a branch of physics and an engineering science. The scientist is normally
interested in gaining a fundamental understanding of the physical and chemical behavior of fixed,
quiescent quantities of matter and uses the principles of thermodynamics to relate the properties of
matter. Engineers are generally interested in studying systems and how they interact with their surround-
ings. To facilitate this, engineers have extended the subject of thermodynamics to the study of systems
through which matter flows.

System

In a thermodynamic analysis, the system is the subject of the investigation. Normally the system is a
specified quantity of matter and/or a region that can be separated from everything else by a well-defined
surface. The defining surface is known as the control surface or system boundary. The control surface may
be movable or fixed. Everything external to the system is the surroundings. A system of fixed mass is

Michael J. Moran
The Ohio State University
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referred to as a control mass or closed system. When there is flow of mass through the control surface, the
system is called a control volume or open system. An isolated system is a closed system that does not
interact in any way with its surroundings.

State, Property

The condition of a system at any instant of time is called its state. The state at a given instant of time is
described by the properties of the system. A property is any quantity whose numerical value depends on
the state, but not the history of the system. The value of a property is determined in principle by some
type of physical operation or test.

Extensive properties depend on the size or extent of the system. Volume, mass, energy, entropy, and
exergy are examples of extensive properties. An extensive property is additive in the sense that its value
for the whole system equals the sum of the values for its parts. Intensive properties are independent of
the size or extent of the system. Pressure and temperature are examples of intensive properties.

Process, Cycle

Two states are identical if, and only if, the properties of the two states are identical. When any property
of a system changes in value there is a change in state, and the system is said to undergo a process. When
a system in a given initial state goes through a sequence of processes and finally returns to its initial state,
it is said to have undergone a thermodynamic cycle.

Phase and Pure Substance

The term phase refers to a quantity of matter that is homogeneous throughout in both chemical com-
position and physical structure. Homogeneity in physical structure means that the matter is all solid, or
all liquid, or all vapor (or equivalently all gas). A system can contain one or more phases. For example,
a system of liquid water and water vapor (steam) contains two phases. A pure substance is one that is
uniform and invariable in chemical composition. A pure substance can exist in more than one phase,
but its chemical composition must be the same in each phase. For example, if liquid water and water
vapor form a system with two phases, the system can be regarded as a pure substance because each phase
has the same composition. The nature of phases that coexist in equilibrium is addressed by the phase
rule (for discussion see Moran and Shapiro, 2000).

Equilibrium

Equilibrium means a condition of balance. In thermodynamics the concept includes not only a balance
of forces, but also a balance of other influences. Each kind of influence refers to a particular aspect of
thermodynamic (complete) equilibrium. Thermal equilibrium refers to an equality of temperature,
mechanical equilibrium to an equality of pressure, and phase equilibrium to an equality of chemical
potentials (for discussion see Moran and Shapiro, 2000). Chemical equilibrium is also established in
terms of chemical potentials. For complete equilibrium the several types of equilibrium must exist
individually.

Temperature

A scale of temperature independent of the thermometric substance is called a thermodynamic temperature
scale. The Kelvin scale, a thermodynamic scale, can be elicited from the second law of thermodynamics.
The definition of temperature following from the second law is valid over all temperature ranges and
provides an essential connection between the several empirical measures of temperature. In particular,
temperatures evaluated using a constant-volume gas thermometer are identical to those of the Kelvin scale
over the range of temperatures where gas thermometry can be used. On the Kelvin scale the unit is the
kelvin (K).

The Celsius temperature scale (also called the centigrade scale) uses the degree Celsius (∞C), which
has the same magnitude as the kelvin. Thus, temperature differences are identical on both scales.
However, the zero point on the Celsius scale is shifted to 273.15 K, the triple point of water (Fig. 12.1b),
©2002 CRC Press LLC



 

                                 
as shown by the following relationship between the Celsius temperature and the Kelvin temperature:

(12.1)

Two other temperature scales are commonly used in engineering in the U.S. By definition, the Rankine
scale, the unit of which is the degree rankine (˚ R), is proportional to the Kelvin temperature according to

(12.2)

The Rankine scale is also an absolute thermodynamic scale with an absolute zero that coincides with the
absolute zero of the Kelvin scale. In thermodynamic relationships, temperature is always in terms of the
Kelvin or Rankine scale unless specifically stated otherwise.

A degree of the same size as that on the Rankine scale is used in the Fahrenheit scale, but the zero
point is shifted according to the relation

(12.3)

Substituting Eqs. (12.1) and (12.2) into Eq. (12.3) gives

(12.4)

This equation shows that the Fahrenheit temperature of the ice point (0˚ C) is 32˚ F and of the steam
point (100˚ C) is 212˚ F. The 100 Celsius or Kelvin degrees between the ice point and steam point
corresponds to 180 Fahrenheit or Rankine degrees.

To provide a standard for temperature measurement taking into account both theoretical and practical
considerations, the International Temperature Scale of 1990 (ITS-90) is defined in such a way that the
temperature measured on it conforms with the thermodynamic temperature, the unit of which is the
kelvin, to within the limits of accuracy of measurement obtainable in 1990. Further discussion of ITS-90
is provided by Preston-Thomas (1990).

Irreversibilities

A process is said to be reversible if it is possible for its effects to be eradicated in the sense that there is
some way by which both the system and its surroundings can be exactly restored to their respective initial
states. A process is irreversible if both the system and surroundings cannot be restored to their initial states.
There are many effects whose presence during a process renders it irreversible. These include, but are
not limited to, the following: heat transfer through a finite temperature difference; unrestrained expansion
of a gas or liquid to a lower pressure; spontaneous chemical reaction; mixing of matter at different
compositions or states; friction (sliding friction as well as friction in the flow of fluids); electric current
flow through a resistance; magnetization or polarization with hysteresis; and inelastic deformation.
The term irreversibility is used to identify effects such as these.

Irreversibilities can be divided into two classes, internal and external. Internal irreversibilities are those
that occur within the system, while external irreversibilities are those that occur within the surroundings,
normally the immediate surroundings. As this division depends on the location of the boundary there
is some arbitrariness in the classification (by locating the boundary to take in the immediate surroundings,
all irreversibilities are internal). Nonetheless, valuable insights can result when this distinction between
irreversibilities is made. When internal irreversibilities are absent during a process, the process is said to
be internally reversible. At every intermediate state of an internally reversible process of a closed system,
all intensive properties are uniform throughout each phase present: the temperature, pressure, specific
volume, and other intensive properties do not vary with position.

T ˚C( ) T K( ) 273.15–=

T ˚ R( ) 1.8T K( )=

T ˚ F( )  T ˚ R( ) 459.67–=

T ˚ F( ) 1.8T ˚ C( )= 32+
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Laws of Thermodynamics

The first steps in a thermodynamic analysis are definition of the system and identification of the relevant
interactions with the surroundings. Attention then turns to the pertinent physical laws and relationships
that allow the behavior of the system to be described in terms of an engineering model, which is a
simplified representation of system behavior that is sufficiently faithful for the purpose of the analysis,
even if features exhibited by the actual system are ignored.

Thermodynamic analyses of control volumes and closed systems typically use, directly or indirectly,
one or more of three basic laws. The laws, which are independent of the particular substance or substances
under consideration, are

• the conservation of mass principle,

• the conservation of energy principle,

• the second law of thermodynamics.

The second law may be expressed in terms of entropy or exergy.
The laws of thermodynamics must be supplemented by appropriate thermodynamic property data.

For some applications a momentum equation expressing Newton’s second law of motion also is required.
Data for transport properties, heat transfer coefficients, and friction factors often are needed for a compre-
hensive engineering analysis. Principles of engineering economics and pertinent economic data also can
play prominent roles.

12.2 Extensive Property Balances

The laws of thermodynamics can be expressed in terms of extensive property balances for mass, energy,
entropy, and exergy. Engineering applications are generally analyzed on a control volume basis. Accord-
ingly, the control volume formulations of the mass energy, entropy, and exergy balances are featured
here. They are provided in the form of overall balances assuming one-dimensional flow. Equations of
change for mass, energy, and entropy in the form of differential equations are also available in the literature
(Bird et al., 1960).

Mass Balance

For applications in which inward and outward flows occur, each through one or more ports, the extensive
property balance expressing the conservation of mass principle takes the form

(12.5)

where dm/dt represents the time rate of change of mass contained within the control volume,  denotes
the mass flow rate at an inlet port, and  denotes the mass flow rate at an exit port.

The volumetric flow rate through a portion of the control surface with area dA is the product of the
velocity component normal to the area, vn, times the area: vndA. The mass flow rate through dA is ρ(vndA),
where ρ denotes density. The mass rate of flow through a port of area A is then found by integration
over the area

For one-dimensional flow the intensive properties are uniform with position over area A, and the last
equation becomes

(12.6)

dm
dt
-------- ṁi ṁe

e

∑–
i

∑=

ṁi

ṁe

ṁ ρvn Ad
A

∫=

ṁ ρvA
vA
v

------= =
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where v denotes the specific volume (the reciprocal of density) and the subscript n has been dropped
from velocity for simplicity.
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fundamental concept of thermodynamics and one of the most significant aspects of engi-
lysis. Energy can be stored within systems in various macroscopic forms: kinetic energy,
l potential energy, and internal energy. Energy also can be transformed from one form to
 transferred between systems. Energy can be transferred by work, by heat transfer, and by
ter. The total amount of energy is conserved in all transformations and transfers. The extensive
ance expressing the conservation of energy principle takes the form

(12.7a)

, and PE denote, respectively, the internal energy, kinetic energy, and gravitational potential
e overall control volume. 
 side of Eq. (12.7a) accounts for transfers of energy across the boundary of the control volume.
enter and exit control volumes by work. Because work is done on or by a control volume
r flows across the boundary, it is convenient to separate the work rate (or power) into two
s. One contribution is the work rate associated with the force of the fluid pressure as mass

d at the inlet and removed at the exit. Commonly referred to as flow work, this contribution
 for by  and , respectively, where p denotes pressure and v denotes specific
 other contribution, denoted by  in Eq. (12.7a), includes all other work effects, such as
ted with rotating shafts, displacement of the boundary, and electrical effects.  is considered
nergy transfer from the control volume.

so can enter and exit control volumes with flowing streams of matter. On a one-dimensional
he rate at which energy enters with matter at inlet i is , where the three
entheses account, respectively, for the specific internal energy, specific kinetic energy, and
itational potential energy of the substance flowing through port i. In writing Eq. (12.7a) the
pecific internal energy and specific flow work at each inlet and exit is expressed in terms of
enthalpy h(=u + pv). Finally,  accounts for the rate of energy transfer by heat and is
ositive for energy transfer to the control volume.
ing the terms of Eq. (12.7a) involving mass flow rates an energy rate balance for closed
btained. In principle the closed system energy rate balance can be integrated for a process
 states to give the closed system energy balance:

(12.7b)

 2 denote the end states. Q and W denote the amounts of energy transferred by heat and
 the process, respectively.

alance

ry applications of engineering thermodynamics express the second law, alternatively, as an
nce or an exergy balance. The entropy balance is considered here.
 and energy, entropy can be stored within systems and transferred across system boundaries.
like mass and energy, entropy is not conserved, but generated (or produced) by irreversibilities

d U KE PE+ +( )
dt

--------------------------------------- Q̇ Ẇ– ṁi hi

vi
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2
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 
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2
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 
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Ẇ

Ẇ
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within systems. A control volume form of the extensive property balance for entropy is

where dS /dt
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(12.8)

------------------------------ ----
rates of entropy rate of entropy
transfer generation

 represents the time rate of change of entropy within the control volume. The terms 
count, respectively, for rates of entropy transfer into and out of the control volume accom-

ss flow.  represents the time rate of heat transfer at the location on the boundary where
eous temperature is Tj, and  accounts for the accompanying rate of entropy transfer.

s the time rate of entropy generation due to irreversibilities within the control volume. An
 balance for closed systems is obtained by dropping the terms of Eq. (12.8) involving mass

lying the entropy balance in any of its forms, the objective is often to evaluate the entropy
erm. However, the value of the entropy generation for a given process of a system usually
e much significance by itself. The significance normally is determined through comparison:

generation within a given component would be compared with the entropy generation values
 components included in an overall system formed by these components. This allows the
ntributors to the irreversibility of the overall system to be pinpointed.

olumes at Steady State

 systems are often idealized as being at steady state, meaning that all properties are unchanging
a control volume at steady state, the identity of the matter within the control volume changes
y, but the total amount of mass remains constant. At steady state, the mass rate balance
educes to

(12.9a)

te, the energy rate balance Eq. (12.7a) becomes

(12.9b)

te, the entropy rate balance Eq. (12.8) reads

(12.9c)

nergy are conserved quantities, but entropy is not generally conserved. Equation (12.9a)
t the total rate of mass flow into the control volume equals the total rate of mass flow out

ol volume. Similarly, Eq. (12.9b) states that the total rate of energy transfer into the control
als the total rate of energy transfer out of the control volume. However, Eq. (12.9c) shows
 at which entropy is transferred out exceeds the rate at which entropy enters, the difference
te of entropy generation within the control volume owing to irreversibilities.
lications involve control volumes having a single inlet and a single exit. For such cases

e balance, Eq. (12.9a), reduces to . Denoting the common mass flow rate by ,

dS
dt
------ Q̇j

Tj
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Eqs. (12.9b) and (12.9c) give, respectively,
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(12.10a)

(12.11a)

mplicity Tb denotes the temperature, or a suitable average temperature, on the boundary
ransfer occurs. 
rgy and entropy rate balances are applied to particular cases of interest, additional simplifi-
sually made. The heat transfer term  is dropped when it is insignificant relative to other

fers across the boundary. This may be the result of one or more of the following: (1) the outer
e control volume is insulated; (2) the outer surface area is too small for there to be effective
; (3) the temperature difference between the control volume and its surroundings is small

 the heat transfer can be ignored; (4) the gas or liquid passes through the control volume so
there is not enough time for significant heat transfer to occur. The work term  drops out
y rate balance when there are no rotating shafts, displacements of the boundary, electrical

ther work mechanisms associated with the control volume being considered. The effects of
otential energy are frequently negligible relative to other terms of the energy rate balance.

al forms of Eqs. (12.10a) and (12.11a) listed in Table 12.1 are obtained as follows: When
eat transfer, Eq. (12.11a) gives

(12.11b)

 when irreversibilities are present within the control volume, the specific entropy increases
s from inlet to outlet. In the ideal case in which no internal irreversibilities are present, mass
gh the control volume with no change in its entropy—that is, isentropically.
at transfer, Eq. (12.10a) gives

 (12.10b)

rm that is applicable, at least approximately, to compressors, pumps, and turbines results
ng the kinetic and potential energy terms of Eq. (12.10b), leaving

(12.10c)

 devices a significant reduction in pressure is achieved by introducing a restriction into a line
ich a gas or liquid flows. For such devices  and Eq. (12.10c) reduces further to read

(12.10d)

ream and downstream of the throttling device, the specific enthalpies are equal.

0 Q̇ Ẇ– ṁ hi he–( )
vi

2 ve
2–

2
--------------- 

  g zi ze–( )+ ++=

0
Q̇
Tb

----- ṁ si se–( ) Ṡgen++=

Q̇

Ẇ

se si–
Ṡgen

ṁ
-------- 0≥=

(no heat transfer)

Ẇ ṁ hi he–( )
vi

2 ve
2–

2
--------------- 

  g zi ze–( )+ +=

no heat  transfer( )
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Ẇ 0=
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s a flow passage of varying cross-sectional area in which the velocity of a gas or liquid increas
ection of flow. In a diffuser, the gas or liquid decelerates in the direction of flow. For such

. The heat transfer and potential energy change are generally negligible. Then Eq.
uces to

he exit velocity

(12.10e)

y-state forms of the mass, energy, and entropy rate balances can be applied to control volumes
le inlets and/or exits, for example, cases involving heat-recovery steam generators, feedwater
 counterflow and crossflow heat exchangers. Transient (or unsteady) analyses can be con-
 Eqs. (12.5), (12.7a), and (12.8). Illustrations of all such applications are provided by Moran
 (2000).

Energy balance

(12.10b)

Compressors, pumps, and turbinesa

(12.10c)

Throttling

(12.10d)

Nozzles, diffusersb

(12.10e)

Entropy balance

(12.11b)

a For an ideal gas with constant cp, Eq. (1′) of Table 12.4 allows Eq. (12.10c) to
be written as 

(12.10c′)
The power developed in an isentropic process is obtained with Eq. (5′) of Table 12.4 as 

where cp = kR/(k−1).
(12.10c′′)

b For an ideal gas with constant cp, Eq. (1′) of Table 12.4 allows Eq. (12.10e) to be
written as

(12.10e′)

The exit velocity for an isentropic process is obtained with Eq. (5′) of Table 12.4 as 

where cp = kR/(k − 1).
(12.10e′′)
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Exergy Balance

Exergy provides an alternative to entropy for applying the second law. When exergy concepts are combined
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les of engineering economy, the result is known as thermoeconomics. Thermoeconomics allows
 sources to be identified: capital investment costs, operating and maintenance costs, and the
ted with the destruction and loss of exergy. Optimization of systems can be achieved by a
ideration of such cost sources. From this perspective thermoeconomics is exergy-aided cost
n. Discussions of exergy analysis and thermoeconomics are provided by Moran (1989), Bejan
 Moran and Tsatsaronis (2000), and Moran and Shapiro (2000). In this section salient aspects
d.

xergy

ity for doing work exists whenever two systems at different states are placed in communication
rinciple, work can be developed as the two are allowed to come into equilibrium. When one

ystems is a suitably idealized system called an environment and the other is some system of
gy is the maximum theoretical useful work (shaft work or electrical work) obtainable as the
terest and environment interact to equilibrium, heat transfer occurring with the environment
atively, exergy is the minimum theoretical useful work required to form a quantity of matter
ces present in the environment and bring the matter to a specified state.) Exergy is a measure

ture of the state of the system from that of the environment, and is therefore an attribute of
nd environment together. Once the environment is specified, however, a value can be assigned
erms of property values for the system only, so exergy can be regarded as an extensive property
. Exergy can be destroyed and, like entropy, generally is not conserved.

ith various levels of specificity are employed for describing the environment used to evaluate
els of the environment typically refer to some portion of a system’s surroundings, the intensive
f each phase of which are uniform and do not change significantly as a result of any process
eration. The environment is regarded as composed of common substances existing in abun-
 the Earth’s atmosphere, oceans, and crust. The substances are in their stable forms as they

ly, and there is no possibility of developing work from interactions—physical or chemical—
ts of the environment. Although the intensive properties of the environment are assumed to
ng, the extensive properties can change as a result of interactions with other systems. Kinetic
l energies are evaluated relative to coordinates in the environment, all parts of which are
o be at rest with respect to one another. For computational ease, the temperature T0 and
f the environment are often taken as typical ambient values, such as 1 atm and 25°C (77°F).

ese properties may be specified differently depending on the application. 
ystem is in equilibrium with the environment, the state of the system is called the dead state.
state, the conditions of mechanical, thermal, and chemical equilibrium between the system
ronment are satisfied: the pressure, temperature, and chemical potentials of the system equal
 environment, respectively. In addition, the system has no motion or elevation relative to
in the environment. Under these conditions, there is no possibility of a spontaneous change
stem or the environment, nor can there be an interaction between them. The value of exergy

ther type of equilibrium between the system and environment can be identified. This is a
rm of equilibrium where only the conditions of mechanical and thermal equilibrium must
This state of the system is called the restricted dead state. At the restricted dead state, the

ty of matter under consideration is imagined to be sealed in an envelope impervious to mass
 velocity and elevation relative to coordinates in the environment, and at the temperature
ure p0.

nsfer and Exergy Destruction

e transferred by three means: exergy transfer associated with work, exergy transfer associated
nsfer, and exergy transfer associated with the matter entering and exiting a control volume.

rgy transfers are evaluated relative to the environment used to define exergy. Exergy also is
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destroyed by irreversibilities within the system or control volume. Exergy balances can be written in
various forms, depending on whether a closed system or control volume is under consideration and
whether stea
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dy-state or transient operation is of interest. Owing to its importance for a wide range of
, an exergy rate balance for control volumes at steady state is presented alternatively as
) and (12.12b).

(12.12a)

------------------------------- ---
rates of rate of
exergy exergy
transfer destruction

(12.12b)

me significance as in Eq. (12.7a): the work rate excluding the flow work.  is the time rate of
 at the location on the boundary of the control volume where the instantaneous temperature
sociated rate of exergy transfer is

(12.13)

 control volume rate balances, the subscripts i and e denote inlets and exits, respectively. The
fer rates at control volume inlets and exits are denoted, respectively, as  and
 Finally,  accounts for the time rate of exergy destruction due to irreversibilities within
olume. The exergy destruction rate is related to the entropy generation rate by

(12.14)

fic exergy transfer terms ei and ee are expressible in terms of four components: physical exergy
xergy eKN, potential exergy ePT, and chemical exergy eCH:

(12.15a)

ee components are evaluated as follows:

(12.15b)

(12.15c)

(12.15d)

b), h0 and s0 denote, respectively, the specific enthalpy and specific entropy at the restricted
n Eqs. (12.15c) and (12.15d), v and z denote velocity and elevation relative to coordinates
nment, respectively. 

te the chemical exergy (the exergy component associated with the departure of the chemical
 of a system from that of the environment), alternative models of the environment can be
pending on the application; see for example Moran (1989) and Kotas (1995). Exergy analysis
, however, by employing a standard environment and a corresponding table of standard

0 Ėq , j Ẇ– Ėi Ėe ĖD–
e

∑–
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∑+
j

∑=

0 1
T0
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-----– 
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e
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j
∑=

Q̇j
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chemical exergies. Standard chemical exergies are based on standard values of the environmental temper-
ature T0 and pressure p0 — for example, 298.15 K (25°C) and 1 atm, respectively. Standard environments
also include
the chemica
et al. (1988)
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 a set of reference substances with standard concentrations reflecting as closely as possible
l makeup of the natural environment. Standard chemical exergy data is provided by Szargut
, Bejan et al. (1996), and Moran and Shapiro (2000).

 for Improving Thermodynamic Effectiveness

thermodynamic effectiveness it is necessary to deal directly with inefficiencies related to
uction and exergy loss. The primary contributors to exergy destruction are chemical reaction,
, mixing, and friction, including unrestrained expansions of gases and liquids. To deal with
vely, the principal sources of inefficiency not only should be understood qualitatively, but
ned quantitatively, at least approximately. Design changes to improve effectiveness must be
usly, however, for the cost associated with different sources of inefficiency can be different.
, the unit cost of the electrical or mechanical power required to provide for the exergy
ing to a pressure drop is generally higher than the unit cost of the fuel required for the

uction caused by combustion or heat transfer.
 reaction is a significant source of thermodynamic inefficiency. Accordingly, it is generally
e to minimize the use of combustion. In many applications the use of combustion equipment
rs is unavoidable, however. In these cases a significant reduction in the combustion irrevers-
nventional means simply cannot be expected, for the major part of the exergy destruction
y combustion is an inevitable consequence of incorporating such equipment. Still, the exergy

in practical combustion systems can be reduced by minimizing the use of excess air and by
he reactants. In most cases only a small part of the exergy destruction in a combustion
 be avoided by these means. Consequently, after considering such options for reducing the

uction related to combustion, efforts to improve thermodynamic performance should focus
nts of the overall system that are more amenable to betterment by cost-effective measures.
ds, some exergy destructions and energy losses can be avoided, others cannot. Efforts should
on those that can be avoided.
ties associated with heat transfer also typically contribute heavily to inefficiency. Accordingly,
 or cost-ineffective heat transfer must be avoided. Additional guidelines follow:

igher the temperature T at which a heat transfer occurs in cases where T > T0, where T0

tes the temperature of the environment, the more valuable the heat transfer and, consequently,
reater the need to avoid heat transfer to the ambient, to cooling water, or to a refrigerated

. Heat transfer across T0 should be avoided.

ower the temperature T at which a heat transfer occurs in cases where T < T0, the more
ble the heat transfer and, consequently, the greater the need to avoid direct heat transfer with

bient or a heated stream.

 exergy destruction associated with heat transfer between streams varies inversely with the
erature level, the lower the temperature level, the greater the need to minimize the stream-
eam temperature difference.

 irreversibilities related to friction, unrestrained expansion, and mixing are often less signif-
ombustion and heat transfer, they should not be overlooked, and the following guidelines

ively more attention should be paid to the design of the lower temperature stages of turbines
ompressors (the last stages of turbines and the first stages of compressors) than to the remaining
 of these devices. For turbines, compressors, and motors, consider the most thermodynamically
nt options.

ize the use of throttling; check whether power recovery expanders are a cost-effective
ative for pressure reduction.
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 processes using excessively large thermodynamic driving forces (differences in temperature,
ure, and chemical composition). In particular, minimize the mixing of streams differing
cantly in temperature, pressure, or chemical composition.

reater the mass flow rate the greater the need to use the exergy of the stream effectively.

n of means for improving thermodynamic effectiveness also is provided by Bejan et al. (1996)
and Tsatsaronis (2000).

roperty Relations and Data

 thermodynamics uses a wide assortment of thermodynamic properties and relations among
ties. Table 12.2 lists several commonly encountered properties. Pressure, temperature, and
me can be found experimentally. Specific internal energy, entropy, and enthalpy are among
ties that are not so readily obtained in the laboratory. Values for such properties are calculated
mental data of properties that are more amenable to measurement, together with appropriate
ations derived using the principles of thermodynamics.
data are provided in the publications of the National Institute of Standards and Technology
e U.S. Bureau of Standards), of professional groups such as the American Society of Mechan-
rs (ASME), the American Society of Heating, Refrigerating, and Air Conditioning Engineers
and the American Chemical Society, and of corporate entities such as Dupont and Dow
andbooks and property reference volumes such as included in the list of references for this

readily accessed sources of data. Property data also are retrievable from various commercial
bases. Computer software increasingly is available for this purpose as well.

ce

e pressure, specific volume, and temperature data have been accumulated for industrially
ases and liquids. These data can be represented in the form p = f(v, T), called an equation
ations of state can be expressed in graphical, tabular, and analytical forms. Figure 12.1(a)
-v-T relationship for water. Figure 12.1(b) shows the projection of the p-v-T surface onto
-temperature plane, called the phase diagram. The projection onto the p-v plane is shown
c).
.1(a) has three regions labeled solid, liquid, and vapor where the substance exists only in a
. Between the single phase regions lie two-phase regions, where two phases coexist in equi-
 lines separating the single-phase regions from the two-phase regions are saturation lines.

presented by a point on a saturation line is a saturation state. The line separating the liquid

p Specific heat, constant volume cv

T Specific heat, constant pressure cp

me v Volume expansivity β

nal energy u Isothermal compressivity κ  

py s Isentropic compressibility α

alpy h u + pv Isothermal bulk modulus B  
holtz function ψ u − Ts Isentropic bulk modulus Bs

s function g h − Ts Joule–Thomson coefficient µJ  
lity factor Z pv /RT Joule coefficient η  

 ratio k cp /cv Velocity of sound c

∂u/∂T( )v

∂h/∂T( )p

1
v
-- ∂v/∂T( )p

1
v
-- ∂v/∂p( )T–

1
v
-- ∂v/∂p( )s–

v ∂p/∂v( )T–
v ∂p/∂v( )s–

∂T/∂p( )h

∂T/∂v( )u

v2– ∂p/∂v( )s
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he two-phase liquid-vapor region is the saturated liquid line. The state denoted by f is a
uid state. The saturated vapor line separates the vapor region and the two-phase liquid-
. The state denoted by g is a saturated vapor state. The saturated liquid line and the saturated
eet at the critical point. At the critical point, the pressure is the critical pressure pc, and the

 is the critical temperature Tc . Three phases can coexist in equilibrium along the line labeled
he triple line projects onto a point on the phase diagram: the triple point.
hase change occurs during constant pressure heating or cooling, the temperature remains

long as both phases are present. Accordingly, in the two-phase liquid-vapor region, a line of
ssure is also a line of constant temperature. For a specified pressure, the corresponding
 is called the saturation temperature. For a specified temperature, the corresponding pressure
 saturation pressure. The region to the right of the saturated vapor line is known as the
vapor region because the vapor exists at a temperature greater than the saturation temper-
pressure. The region to the left of the saturated liquid line is known as the compressed liquid
se the liquid is at a pressure higher than the saturation pressure for its temperature.

Pressure-specific volume-temperature surface and projections for water (not to scale).
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When a mixture of liquid and vapor coexists in equilibrium, the liquid phase is a saturated liquid and
the vapor phase is a saturated vapor. The total volume of any such mixture is V = Vf + Vg; or, alternatively,
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, where m and v denote mass and specific volume, respectively. Dividing by the total
mixture m and letting the mass fraction of the vapor in the mixture, mg /m, be symbolized
the quality, the apparent specific volume v of the mixture is

(12.16a)

. Expressions similar in form can be written for internal energy, enthalpy, and entropy:

(12.16b)

(12.16c)

(12.16d)

namic Data Retrieval

entations of pressure, specific volume, and temperature are available for practically important
uids. The tables normally include other properties useful for thermodynamic analyses, such
nergy, enthalpy, and entropy. The various steam tables included in the references of this
ide examples. Computer software for retrieving the properties of a wide range of substances

able, as, for example, the ASME Steam Tables (1993) and Bornakke and Sonntag (1996).
, textbooks come with computer disks providing thermodynamic property data for water,
gerants, and several gases modeled as ideal gases—see, e.g., Moran and Shapiro (2000).
le steam table data presented in Table 12.3 are representative of data available for substances
ncountered in engineering practice. The form of the tables and how they are used are assumed
r. In particular, the use of linear interpolation with such tables is assumed known.
ternal energy, enthalpy, and entropy data are determined relative to arbitrary datums and

s vary from substance to substance. Referring to Table 12.3a, the datum state for the specific
rgy and specific entropy of water is seen to correspond to saturated liquid water at 0.01°C
e triple point temperature. The value of each of these properties is set to zero at this state.

ns are performed involving only differences in a particular specific property, the datum
en there are changes in chemical composition during the process, special care must be
e approach followed when composition changes due to chemical reaction is considered in

Shapiro (2000).
ter data (see Table 12.3d) suggests that at fixed temperature the variation of specific volume,
rgy, and entropy with pressure is slight. The variation of specific enthalpy with pressure at
rature is somewhat greater because pressure is explicit in the definition of enthalpy. This
 v, u, s, and h is exhibited generally by liquid data and provides the basis for the following
ons for estimating property data at liquid states from saturated liquid data:

(12.17a)

(12.17b)

(12.17c)

(12.17d)

mgvg+

v 1 x–( )vf xvg vf xvfg+=+=

vg vf–

u 1 x–( )uf xug uf xufg+=+=

h 1 x–( )hf xhg hf xhfg+=+=

s 1 x–( )sf xsg sf xsfg+=+=

v T , p( ) vf T( )≈

u T, p( ) uf T( )≈

h T, p( ) hf T( ) vf p psat T( )–[ ]+≈

s T, p( ) sf T( )≈
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The subscript f denotes the saturated liquid state at the temperature T, and psat is the corresponding
saturation pressure. The underlined term of Eq. (12.17c) is usually negligible, giving (T).
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 representations of property data also are commonly used. These include the p-T and p-v
 Fig. 12.1, the T-s diagram of Fig. 12.2, the h-s (Mollier) diagram of Fig. 12.3, and the p-h
ig. 12.4. The compressibility charts considered next use the compressibility factor as one of
tes.   

bility Charts

elation for a wide range of common gases is illustrated by the generalized compressibility
 12.5. In this chart, the compressibility factor, Z, is plotted vs. the reduced pressure, pR, reduced
, TR , and pseudoreduced specific volume,  where

(12.18)

ssion  is the specific volume on a molar basis (m3/kmol, for example) and  is the universal
 ( ). The reduced properties are

(12.19)

 Tc denote the critical pressure and temperature, respectively. Values of pc and Tc are obtainable
erature—see, for example, Moran and Shapiro (2000). The reduced isotherms of Fig. 12.5
e best curves fitted to the data of several gases. For the 30 gases used in developing the chart,
n of observed values from those of the chart is at most on the order of 5% and for most
ch less.

 Equations of State

 the isotherms of Fig. 12.5, it is plausible that the variation of the compressibility factor might
 as an equation, at least for certain intervals of p and T. Two expressions can be written that
retical basis. One gives the compressibility factor as an infinite series expansion in pressure,

(12.20a)

r is a series in 1/ ,

(12.20b)

ns of state are known as virial expansions, and the coefficients , , … and B, C, D…
rial coefficients. In principle, the virial coefficients can be calculated using expressions from
echanics derived from consideration of the force fields around the molecules. Thus far the
fficients have been calculated for gases consisting of relatively simple molecules. The coeffi-
an be found, in principle, by fitting p-v-T data in particular realms of interest. Only the first
nts can be found accurately this way, however, and the result is a truncated equation valid
in states.  
equations of state have been developed in an attempt to portray accurately the p-v-T behavior
s and yet avoid the complexities inherent in a full virial series. In general, these equations
 in the way of fundamental physical significance and are mainly empirical in character. Most
d for gases, but some describe the p-v-T behavior of the liquid phase, at least qualitatively.

v′R

Z
pv

RT
-------=

v R
8314 N m⋅ /kmol K, for example⋅

pR
p
pc

---- , TR
T
Tc

----- , v ′R
v

RTc �pc( )
--------------------===

Z 1 B̂ T( )p Ĉ T( )p2 D̂ T( )p3 …+ + + +=

v

Z 1
B T( )

v
------------ C T( )

v 2------------ D T( )
v 3

------------- …+ + + +=

B̂ Ĉ D̂
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Entropy (kJ/kg · K)

aturated
Liquid

(sf)

Saturated 
Vapor

(sg)

0.0000 9.1562
0.0610 9.0514
0.0761 9.0257
0.0912 9.0003
0.1212 8.9501

Entropy (kJ/kg · K)

aturated
Liquid

(sf)

Saturated
Vapor

(sg)

0.4226 8.4746
0.5210 8.3304
0.5926 8.2287
0.6493 8.1502
0.8320 7.9085
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TABLE 12.3 Sample Steam Table Data

(a) Properties of Saturated Water (Liquid-Vapor): Temperature Table

Specific Volume (m3/kg) Internal Energy (kJ/kg) Enthalpy (kJ/kg)

Temp
(°C)

Pressure
(bar)

Saturated
Liquid 

(vf × 103)

Saturated
Vapor

(vg)

Saturated
Liquid

(uf)

Saturated
Vapor
(ug)

Saturated
Liquid

(hf)
Evap.
(hfg)

Saturated
Vapor
(hg)

S

.01 0.00611 1.0002 206.136 0.00 2375.3 0.01 2501.3 2501.4
4 0.00813 1.0001 157.232 16.77 2380.9 16.78 2491.9 2508.7
5 0.00872 1.0001 147.120 20.97 2382.3 20.98 2489.6 2510.6
6 0.00935 1.0001 137.734 25.19 2383.6 25.20 2487.2 2512.4
8 0.01072 1.0002 120.917 33.59 2386.4 33.60 2482.5 2516.1

(b) Properties of Saturated Water (Liquid-Vapor): Pressure Table

Specific Volume (m3/kg) Internal Energy (kJ/kg) Enthalpy (kJ/kg)

Pressure
(bar)

Temp
(°C)

Saturated
Liquid

(vf × 103)

Saturated
Vapor

(vg)

Saturated
Liquid

(uf)

Saturated
Vapor
(ug)

Saturated
Liquid

(hf)
Evap.
(hfg)

Saturated
Vapor
(hg)

S

0.04 28.96 1.0040 34.800 121.45 2415.2 121.46 2432.9 2554.4
0.06 36.16 1.0064 23.739 151.53 2425.0 151.53 2415.9 2567.4
0.08 41.51 1.0084 18.103 173.87 2432.2 173.88 2403.1 2577.0
0.10 45.81 1.0102 14.674 191.82 2437.9 191.83 2392.8 2584.7
0.20 60.06 1.0172 7.649 251.38 2456.7 251.40 2358.3 2609.7

©2002 CRC Press LLC



(kJ/kg) s(kJ/kg · K)
 (Tsat = 72.69°C)

2631.4 7.7158
2645.6 7.7564
2723.1 7.9644
2800.6 8.1519
2878.4 8.3237

(kJ/kg) s(kJ/kg · K)

sat = 263.99°C)

88.65 0.2956
338.85 1.0720
592.15 1.7343
853.9 2.3255

1154.2 2.9202

ork, as extracted from 
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(c) Properties of Superheated Water Vapor

T(°C) v(m3/kg) u(kJ/kg) h(kJ/kg) s(kJ/kg · K) v(m3/kg) u(kJ/kg) h
p = 0.06 bar = 0.006 MPa (Tsat 36.16°C) p = 0.35 bar = 0.035 MPa

Sat. 23.739 2425.0 2567.4 8.3304 4.526 2473.0
80 27.132 2487.3 2650.1 8.5804 4.625 2483.7

120 30.219 2544.7 2726.0 8.7840 5.163 2542.4
160 33.302 2602.7 2802.5 8.9693 5.696 2601.2
200 36.383 2661.4 2879.7 9.1398 6.228 2660.4

(d) Properties of Compressed Liquid Water

T(°C)
v × 103

(m3/kg) u(kJ/kg) h(kJ/kg) s(kJ/kg · K)
v × 103

(m3/kg) u(kJ/kg) h
p = 25 bar = 2.5 MPa (Tsat 223.99°C) p = 50 bar = 5.0 MPa (T

20 1.0006 83.80 86.30 0.2961 0.9995 83.65
80 1.0280 334.29 336.86 1.0737 1.0268 333.72

140 1.0784 587.82 590.52 1.7369 1.0768 586.76
200 1.1555 849.9 852.8 2.3294 1.1530 848.1
Sat. 1.1973 959.1 962.1 2.5546 1.2859 1147.8

 Source: Moran, M.J. and Shapiro, H.N. 2000. Fundamentals of Engineering Thermodynamics, 4th ed. Wiley, New Y
Keenan, J.H., Keyes, F.G., Hill, P.G., and Moore, J.G. 1969. Steam Tables. Wiley, New York.
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FIG amics, Prentice-
Hall C Steam Tables.
Hem
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©20
URE 12.2 Temperature-entropy diagram for water. (Source: Jones, J.B. and Dugan, R.E. 1996. Engineering Thermodyn
, Englewood Cliffs, NJ, based on data and formulations from Haar, L., Gallagher, J.S., and Kell, G.S. 1984. NBS/NR
isphere, Washington, D.C.)
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ion of state is restricted to particular states. The realm of applicability is often indicated by
terval of pressure, or density, where the equation can be expected to represent the p-v-T
thfully. For further discussion of equations of state see Reid and Sherwood (1966) and Reid
.

Model

f the generalized compressibility chart, Fig. 12.5, shows that when pR is small, and for many
TR is large, the value of the compressibility factor Z is close to 1. In other words, for pressures
 relative to pc , and for many states with temperatures high relative to Tc , the compressibility
aches a value of 1. Within the indicated limits, it may be assumed with reasonable accuracy
i.e.,

(12.21a)

 of this expression in common use are

(12.21b)

ations, n = m/M,  = M v , and the specific gas constant is , where M denotes the
eight.

Enthalpy-entropy (Mollier) diagram for water. (Source: Jones, J.B. and Dugan, R.E. 1996. Engineering
ics. Prentice-Hall, Englewood Cliffs, NJ, based on data and formulations from Haar, L., Gallagher, J.S.,

 1984. NBS/NRC Steam Tables. Hemisphere, Washington, D.C.)

pv RT or pv RT= =

pV nRT, pV mRT= =

v R R/M=
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FIGURE tice-Hall, Englewood
Cliffs, NJ , Washington, D.C.)
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12.4 Pressure-enthalpy diagram for water. (Source: Jones, J.B. and Dugan, R.E. 1996. Engineering Thermodynamics. Pren
, based on data and formulations from Haar, L., Gallagher, J.S., and Kell, G.S. 1984. NBS/NRC Steam Tables. Hemisphere
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FIGURE 12 f Thermodynamics. McGraw-
Hill, New Yo
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.5 Generalized compressibility chart (TR = T/Tc, pR = p/pc, ) for pR ≤ 10. (Source: Obert, E.F. 1960 Concepts o
rk.)

v ′R vpc/RTc=

 Press LLC
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TABLE 12.4 Ideal Gas Expressions for ∆h, ∆u, and ∆s

Variable Specific Heats Constant Specific Heatsb

s2 = s1

a Alternati
b cp and cv 

h T2( ) h(–

s T2, p2( ) –

u T2( ) u(–

s T2, v2( ) –

pr T2( )
pr T1( )
---------------

vr T2( )
vr T1( )
-------------- =
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shown that ( )T vanishes identically for a gas whose equation of state is exactly given
1), and thus the specific internal energy depends only on temperature. This conclusion is
y experimental observations beginning with the work of Joule, who showed that the internal
r at low density depends primarily on temperature.
 considerations allow for an ideal gas model of each real gas: (1) the equation of state is given
1) and (2) the internal energy, enthalpy, and specific heats (Table 12.2) are functions of
 alone. The real gas approaches the model in the limit of low reduced pressure. At other
ual behavior may depart substantially from the predictions of the model. Accordingly, caution
ercised when invoking the ideal gas model lest error is introduced.

eat data for gases can be obtained by direct measurement. When extrapolated to zero pressure,
cific heats result. Ideal gas-specific heats also can be calculated using molecular models of
her with data from spectroscopic measurements. The following ideal gas-specific heat rela-
quently useful:

(12.22a)

(12.22b)

/cv.
sses of an ideal gas between states 1 and 2, Table 12.4 gives expressions for evaluating the
pecific enthalpy, ∆h, specific entropy, ∆s, and specific internal energy, ∆u. Relations also are
 processes of an ideal gas between states having the same specific entropy: s2 = s1. Property
 data required by the expressions of Table 12.4: h, u, cp, cv, pr, vr, and s° are obtainable from

e—see, for example, Moran and Shapiro (2000).

apor and Gas Power Cycles

as power systems develop electrical or mechanical power from sources of chemical, solar, or
in. In vapor power systems the working fluid, normally water, undergoes a phase change from
or, and conversely. In gas power systems, the working fluid remains a gas throughout, although
tion normally varies owing to the introduction of a fuel and subsequent combustion.

(1) (1′)

(2)a (2′)

(3) (3′)

(4) (4′)

s2 = s1

(5) (5′)

(6) (6′)

vely, .

are average values over the temperature interval from T1 to T2.

T1) cp T( ) Td
T1

T2

∫= h T2( ) h T1( )– cp T2 T1–( )=

s T1,  p1( )
cp T( )

T
------------- T R

p2

p1

----ln–d
T1

T2

∫= s T2, p2( ) s T1,  p1( )– cp

T2

T1

----- R
p2

p1

----ln–ln=

T1) cv T( ) Td
T1

T2

∫= u T2( ) u T1( )– cv T2 T1–( )=

s T1,  v1( )
cv T( )

T
------------ T R

v2

v1

----ln+d
T1

T2

∫= s T2, v2( ) s T1,  v1( )– cv

T2

T1

-----ln R
v2

v1

----ln+=

p2

p1

----= T2

T1

-----
p2

p1

---- 
 

k−1( ) /k

=

v2

v1

---- T2

T1

-----
v2

v1

---- 
 

k−1

=

s T2,p2( ) s T1,p1( )– s° T2( ) s° T1( )– R
p2

p1

----ln–=

∂u/∂v

cp T( ) cv T( ) R+=

cp
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k 1–
----------- , cv

R
k 1–
-----------==
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The processes taking place in power systems are sufficiently complicated that idealizations are typically
employed to develop tractable thermodynamic models. The air standard analysis of gas power systems
considered i
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n the present section is a noteworthy example. Depending on the degree of idealization, such
 provide only qualitative information about the performance of the corresponding real-world
such information frequently is useful in gauging how changes in major operating parameters
 actual performance. Elementary thermodynamic models also can provide simple settings to
st approximately, the advantages and disadvantages of features proposed to improve ther-
 performance.

Heat Transfer in Internally Reversible Processes

giving work and heat transfer in internally reversible processes are useful in describing the
ic performance of vapor and gas cycles. Important special cases are presented in the dis-

ollow. For a gas as the system, the work of expansion arises from the force exerted by the
ove the boundary against the resistance offered by the surroundings:

 

rce is the product of the moving area and the pressure exerted by the system there. Noting
he change in total volume of the system,

 

ion for work applies to both actual and internal expansion processes. However, for an
versible process p is not only the pressure at the moving boundary but also the pressure
the system. Furthermore, for an internally reversible process the volume equals mv, where
volume v has a single value throughout the system at a given instant. Accordingly, the work
ally reversible expansion (or compression) process per unit of system mass is

 (12.23)

a process of a closed system is represented by a continuous curve on a plot of pressure vs.
me, the area under the curve is the magnitude of the work per unit of system mass: area a-
g. 12.6.
nlet, one-exit control volumes in the absence of internal irreversibilities, the following expres-
e work developed per unit of mass flowing:

(12.24a)

tegral is performed from inlet to exit (see Moran and Shapiro (2000) for discussion). If there
ant change in kinetic or potential energy from inlet to exit, Eq. (12.24a) reads

(12.24b)

W F x pA xd
1

2
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2
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W p Vd
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2 ve
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volume remains approximately constant in many applications with liquids. Then Eq. (12.24b)

(12.24c)

tes visited by a unit of mass flowing without irreversibilities from inlet to outlet are described
ous curve on a plot pressure vs. specific volume, as shown in Fig. 12.6, the magnitude of

∫vdp of Eqs. (12.24a) and (12.24b) is represented by the area a-b-c-d behind the curve.
ternally reversible process of a closed system between state 1 and state 2, the heat transfer
ystem mass is

(12.25)

let, one-exit control volume in the absence of internal irreversibilities, the following expres-
e heat transfer per unit of mass flowing from inlet i to exit e:

(12.26)

ch process is represented by a continuous curve on a plot of temperature vs. specific entropy,
er the curve is the magnitude of the heat transfer per unit of mass. 

 Processes

 reversible process described by the expression pvn = constant is called a polytropic process and
tropic exponent. In certain applications n can be obtained by fitting pressure-specific volume
gh this expression can be applied when real gases are considered, it most generally appears in
ther with the use of the ideal gas model. Table 12.5 provides several expressions applicable to
rocesses and the special forms they take when the ideal gas model is assumed. The expressions
d  have application to work evaluations with Eqs. (12.23) and (12.24), respectively. 

Internally reversible process on p-v coordinates.
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d Brayton Cycles

lest embodiments vapor power and gas turbine power plants are represented conventionally
four components in series, forming, respectively, the Rankine cycle and the Brayton cycle
atically in Table 12.6. The thermodynamically ideal counterparts of these cycles are com-

ur internally reversible processes in series: two isentropic processes alternated with two
ssure processes. Table 12.6 provides property diagrams of the actual and corresponding ideal
actual cycle is denoted 1-2-3-4-1; the ideal cycle is 1-2s-3-4s-1. For simplicity, pressure drops
 boiler, condenser, and heat exchangers are not shown. Invoking Eq. (12.26) for the ideal
eat added per unit of mass flowing is represented by the area under the isobar from state 2s
rea a-2s-3-b-a. The heat rejected is the area under the isobar from state 4s to state 1: area

(1) (1′)

stant pressure
onstant specific volume

n = 0: constant pressure
n = ±∞: constant specific volume
n = 1: constant temperature
n = k: constant specific entropy when k is constant

n = 1

(2) (2′)

(3) (3′)

n ≠ 1

(4) (4′)

(5) (5′)

olytropic processes of closed systems where volume change is the only work mode, Eqs. (2), (4), and
re applicable with Eq. (12.23) to evaluate the work. When each unit of mass passing through a one-inlet,
ontrol volume at steady state undergoes a polytropic process, Eqs. (3), (5), and (3′), (5′) are applicable
(12.24a) and (12.24b) to evaluate the power. Also note that generally,  = 
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TABLE 12.6 Rankine and Brayton Cycles
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nclosed area 1-2s-3-4s-1 represents the net heat added per unit of mass flowing. For any
 the net heat added equals the net work done.
ns for the principal energy transfers shown on the schematics of Table 12.6 are provided by
) of the table. They are obtained by reducing Eq. (12.10a) with the assumptions of negligible
 negligible changes in kinetic and potential energy from the inlet to the exit of each component.
s are positive in the directions of the arrows on the figure. 
al efficiency of a power cycle is defined as the ratio of the net work developed to the total

d by heat transfer. Using expressions (1)–(3) of Table 12.6, the thermal efficiency is

(12.27)

e thermal efficiency of the ideal cycle, h2s replaces h2 and h4s replaces h4 in Eq. (12.27).

(>0) (1)

(>0) (2)

(>0) (3)

(>0) (4)
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Decisions concerning cycle operating conditions normally recognize that the thermal efficiency tends to
increase as the average temperature of heat addition increases and/or the temperature of heat rejection
decreases. In
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 the Rankine cycle, a high average temperature of heat addition can be achieved by superheating
ior to entering the turbine and/or by operating at an elevated steam-generator pressure. In the
e an increase in the compressor pressure ratio p2/p1 tends to increase the average temperature of
. Owing to materials limitations at elevated temperatures and pressures, the state of the working
rbine inlet must observe practical limits, however. The turbine inlet temperature of the Brayton

ample, is controlled by providing air far in excess of what is required for combustion. In a
le using water as the working fluid, a low temperature of heat rejection is typically achieved
 the condenser at a pressure below 1 atm. To reduce erosion and wear by liquid droplets on
f the Rankine cycle steam turbine, at least 90% steam quality should be maintained at the
 x4 > 0.9.
 work ratio, bwr, is the ratio of the work required by the pump or compressor to the work
y the turbine:

(12.28)

ly high specific volume vapor expands through the turbine of the Rankine cycle and a much
c volume liquid is pumped, the back work ratio is characteristically quite low in vapor power
any cases on the order of 1–2%. In the Brayton cycle, however, both the turbine and compressor
tively high specific volume gas, and the back ratio is much larger, typically 40% or more.
 of friction and other irreversibilities for flow through turbines, compressors, and pumps is
ccounted for by an appropriate isentropic efficiency. Referring to Table 12.6 for the states, the
rbine efficiency is

(12.29a)

ic compressor efficiency is

(12.29b)

ropic pump efficiency, , which takes the same form as Eq. (12.29b), the numerator is
pproximated via Eq. (12.24c) as h2s − h1 ≈ v1∆p, where ∆p is the pressure rise across the pump.
s turbine power plants differ from the Brayton cycle model in significant respects. In actual
xcess air is continuously drawn into the compressor, where it is compressed to a higher
en fuel is introduced and combustion occurs; finally the mixture of combustion products
nds through the turbine and is subsequently discharged to the surroundings. Accordingly,
perature heat exchanger shown by a dashed line in the Brayton cycle schematic of Table 12.6
ual component, but included only to account formally for the cooling in the surroundings

as discharged from the turbine.
requently employed idealization used with gas turbine power plants is that of an air-standard
 air-standard analysis involves two major assumptions: (1) As shown by the Brayton cycle
f Table 12.6, the temperature rise that would be brought about by combustion is effected
 heat transfer from an external source. (2) The working fluid throughout the cycle is air,
es as an ideal gas. In a cold air-standard analysis the specific heat ratio k for air is taken as
uations (1) to (6) of Table 12.4 apply generally to air-standard analyses. Equations (1′) to (6′)

bwr
h2 h1–
h3 h4–
----------------=

ηt

h3 h4–
h3 h4s–
-----------------=

ηc

h2s h1–
h2 h1–
-----------------=

hp
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of Table 12.4 apply to cold air-standard analyses, as does the following expression for the turbine power
obtained from Table 12.1 (Eq. (10c′′)):
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n similar in form can be written for the power required by the compressor.

el, and Dual Cycles

ost gas turbines are also internal combustion engines, the name is usually reserved to
 internal combustion engines of the type commonly used in automobiles, trucks, and buses.
al types of reciprocating internal combustion engines are the spark-ignition engine and the
-ignition engine. In a spark-ignition engine a mixture of fuel and air is ignited by a spark
mpression ignition engine air is compressed to a high-enough pressure and temperature that
 occurs spontaneously when fuel is injected.
stroke internal combustion engine, a piston executes four distinct strokes within a cylinder
 revolutions of the crankshaft. Figure 12.7 gives a pressure-displacement diagram as it might

 electronically. With the intake valve open, the piston makes an intake stroke to draw a fresh
the cylinder. Next, with both valves closed, the piston undergoes a compression stroke raising
ture and pressure of the charge. A combustion process is then initiated, resulting in a high-
h-temperature gas mixture. A power stroke follows the compression stroke, during which
ure expands and work is done on the piston. The piston then executes an exhaust stroke in
urned gases are purged from the cylinder through the open exhaust valve. Smaller engines
two-stroke cycles. In two-stroke engines, the intake, compression, expansion, and exhaust
re accomplished in one revolution of the crankshaft. Although internal combustion engines
chanical cycles, the cylinder contents do not execute a thermodynamic cycle, since matter is

ith one composition and is later discharged at a different composition.
ter used to describe the performance of reciprocating piston engines is the mean effective

mep. The mean effective pressure is the theoretical constant pressure that, if it acted on the

Pressure-displacement diagram for a reciprocating internal combustion engine.

Ẇt ṁ
kRT3

k 1–
------------ 1 p4�p3( ) k 1–( )�k–[ ]=
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piston during the power stroke, would produce the same net work as actually developed in one cycle.
That is,
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isplacement volume is the volume swept out by the piston as it moves from the top dead
 bottom dead center. For two engines of equal displacement volume, the one with a higher
ve pressure would produce the greater net work and, if the engines run at the same speed,
er.
studies of the performance of reciprocating internal combustion engines may take into
y features, including the combustion process occurring within the cylinder and the effects

ilities associated with friction and with pressure and temperature gradients. Heat transfer
 gases in the cylinder and the cylinder walls and the work required to charge the cylinder
 the products of combustion also might be considered. Owing to these complexities, accurate
 reciprocating internal combustion engines normally involves computer simulation.
ct elementary thermodynamic analyses of internal combustion engines, considerable simpli-
equired. A procedure that allows engines to be studied qualitatively is to employ an air-
lysis having the following elements: (1) a fixed amount of air modeled as an ideal gas is the

he combustion process is replaced by a heat transfer from an external source and represented
lementary thermodynamic processes; (3) there are no exhaust and intake processes as in an
e: the cycle is completed by a constant-volume heat rejection process; (4) all processes are
versible.
sses employed in air-standard analyses of internal combustion engines are selected to represent
king place within the engine simply and mimic the appearance of observed pressure-displace-

s. In addition to the constant volume heat rejection noted previously, the compression stroke
a portion of the power stroke are conventionally taken as isentropic. The heat addition is
sidered to occur at constant volume, at constant pressure, or at constant volume followed by

ressure process, yielding, respectively, the Otto, Diesel, and Dual cycles shown in Table 12.7.
 the closed system energy balance, Eq. (12.7b), gives the following expressions for work and
ble in each case shown in Table 12.7:

(12.32)

rovides additional expressions for work, heat transfer, and thermal efficiency identified with
dividually. All expressions for work and heat adhere to the respective sign conventions of
 Equations (1) to (6) of Table 12.4 apply generally to air-standard analyses. In a cold air-
lysis the specific heat ratio k for air is taken as constant. Equations (1′) to (6′) of Table 12.4
 air-standard analyses, as does Eq. (4′) of Table 12.5, with n = k for the isentropic processes

es.
 to Table 12.7, the ratio of specific volumes v1/v2 is the compression ratio, r. For the Diesel
tio v3/v2 is the cutoff ratio, rc. Figure 12.8 shows the variation of the thermal efficiency with
 ratio for an Otto cycle and Diesel cycles having cutoff ratios of 2 and 3. The curves are
on a cold air-standard basis with k = 1.4 using the following expression:

(12.33)

tto cycle corresponds to rc = 1.

mep
net work for one cycle
displacement volume
-----------------------------------------------------=

W12

m
--------- u1 u2,

W34

m
--------- u3 u4,

Q41

m
-------- u1 u4–=–=–=

η 1
1

rk −1
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k 1–

k rc 1–( )
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TABLE 12.7 Otto, Diesel, and Dual Cycles
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cesses are internally reversible, areas on the p-v and T-s diagrams of Table 12.7 can be
respectively, as work and heat transfer. Invoking Eq. (12.23) and referring to the p-v diagrams,
der process 3-4 of the Otto cycle, process 2-3-4 of the Diesel cycle, and process x-3-4 of the
epresent the work done by the gas during the power stroke, per unit of mass. For each cycle,
er the isentropic process 1-2 represents the work done on the gas during the compression
nit of mass. The enclosed area of each cycle represents the net work done per unit mass.

2.25) and referring to the T-s diagrams, the areas under process 2-3 of the Otto and Diesel
nder process 2-x-3 of the Dual cycle represent the heat added per unit of mass. For each

ea under the process 4-1 represents the heat rejected per unit of mass. The enclosed area of
presents the net heat added, which equals the net work done, each per unit of mass.
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Modeling and Simulation

13.1 Introduction

Accurate modeling and efficient simulation, in support of greatly reduced development cycle time and
cost, are well established techniques in the miniaturized world of integrated circuits (ICs). Simulation
accuracies of 5% or less for parameters of interest are achieved fairly regularly [1], although even much
less accurate simulations (25–30%, e.g.) can still be used to obtain valuable information [2]. In the IC
world, simulation can be used to predict the performance of a design, to analyze an already existing
component, or to support automated synthesis of a design. Eventually, MEMS simulation environments
should also be capable of these three modes of operation. The MEMS developer is, of course, most
interested in quick access to particular techniques and tools to support the system currently under
development. In the long run, however, consistently achieving acceptably accurate MEMS simulations will
depend both on the ability of the CAD (computer-aided design) community to develop robust, efficient,
user-friendly tools which will be widely available both to cutting-edge researchers and to production
engineers and on the existence of readily accessible standardized processes. In this chapter we focus on
fundamental approaches which will eventually lead to successful MEMS simulations becoming routine.
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We also survey available tools which a MEMS developer can use to achieve good simulation results. Many
of these tools build MEMS development systems on platforms already in existence for other technologies,
thus leveraging the extensive resources which have gone into previous development and avoiding “rein-
venting the wheel.”

For our discussion of modeling and simulation, the salient characteristics of MEMS are:

1. inclusion and interaction of multiple domains and technologies,
2. both two- and three-dimensional behaviors,
3. mixed digital (discrete) and analog (continuous) input, output, and signals, and
4. micro- (or nano-) scale feature sizes.

Techniques for the manufacture of reliable (two-dimensional) systems with micro- or nano-scale feature
sizes (Characteristic 4) are very mature in the field of microelectronics, and it is logical to attempt to extend
these techniques to MEMS, while incorporating necessary changes to deal with Characteristics 1–3. Here
we survey some of the major principles which have made microelectronics such a rapidly evolving field,
and we look at microelectronics tools which can be used or adapted to allow us to apply these principles
to MEMS. We also discuss why applying such strategies to MEMS may not always be possible. 

13.2 The Digital Circuit Development Process: Modeling
and Simulating Systems with Micro- (or Nano-) Scale 
Feature Sizes

A typical VLSI digital circuit or system process flow is shown in Fig. 13.1, where the dotted lines show
the most optimistic point to which the developer must return if errors are discovered. Option A, for a
“mature” technology, is supported by efficient and accurate simulators, so that even the first actual
implementation (“first silicon”) may have acceptable performance. As a process matures, the goal is to
have better and better simulations, with a correspondingly smaller chance of discovering major perfor-
mance flaws after implementation. However, development of models and simulators to support this goal
is in itself a major task. Option B (immature technology), at its extreme, would represent an experimental
technology for which not enough data are available to support even moderately robust simulations. In
modern software and hardware development systems, the emphasis is on tools which provide increasingly
good support for the initial stages of this process. This increases the probability that conceptual or design
errors will be identified and modifications made as early in the process as possible and thus decreases
both development time and overall development cost.

At the microlevel, the development cycle represented by Option A is routinely achieved today for many
digital circuits. In fact, the entire process can in some cases be highly automated, so that we have “silicon
compilers” or “computers designing computers.” Thus, not only design analysis, but even design synthesis
is possible. This would be the case for well-established silicon-based CMOS technologies, for example.
There are many characteristics of digital systems which make this possible. These include: 

• Existence of a small set of basic digital circuit elements. All Boolean functions can be realized by
combinations of the logic functions AND, OR, NOT. In fact, all Boolean functions can be realized
by combinations of just one gate, a NAND (NOT-AND) gate. So if a “model library” of basic gates
(and a few other useful parts, such as I/O pins, multiplexors, and flip-flops) is developed, systems
can be implemented just by combining suitable library elements. 

• A small set of standardized and well-understood technologies, with well-characterized fabrication
processes that are widely available. For example, in the United States, the MOSIS service [3]
provides access to a range of such technologies. Similar services elsewhere include CMP in France
[4], Europractice in Europe [5], VDEC in Japan [6], and CMC in Canada [7].

• A well-developed educational infrastructure and prototyping facilities. These are provided by all of
the services listed above. These types of organization and educational support had their origins in
the work of Mead and Conway [8] and continue to produce increasingly sophisticated VLSI engineers.
©2002 CRC Press LLC



 

         
An important aspect of this infrastructure is that it also provides, at relatively low cost, access to
example devices and systems, made with stable fabrication processes, whose behavior can be tested
and compared to simulation results, thereby enabling improvements in simulation techniques.

• “Levels and views” (abstraction and encapsulation or “information hiding”) (see [9]). This concept
is illustrated in Fig. 13.2(a). For the VLSI domain, we can identify at least five useful levels of
abstraction, from the lowest (layout geometry) to the highest (system specification). We can also
“view” a system behaviorally, structurally, or physically. In the behavioral domain we describe the
functionality of the circuit without specifying how this functionality will be achieved. This allows us
to think clearly about what the system needs to do, what inputs are needed, and what outputs will
be provided. Thus we can view the component as a “black box” that has specified responses to given
inputs. The current through a MOS field effect transistor (MOSFET), given as a function of the
gate voltage, is a (low-level) behavioral description, for example. In the physical domain we specify
the actual physical parts of the circuit. At the lowest levels in this domain, we must choose what
material each piece of the circuit will be made from (for example, which pieces of wire will lie in
each of the metal layers usually provided in a CMOS circuit) and exactly where each piece will be
placed in the actual physical layout. The physical description will be translated directly into mask
layouts for the circuit. The structural domain is intermediate between physical and behavioral. It
provides an interface between the functionality specified in the behavioral domain, which ignores
geometry, and the geometry specified in the physical domain, which ignores functionality. In this
intermediate domain, we can carry out logic optimization and state minimization, for example.

FIGURE 13.1 Product design process. A: mature technology, B: immature technology.
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A schematic diagram is an example of a structural description. Of course, not all circuit charac-
teristics can be completely encapsulated in a single one of these views. For example, if we change
the physical size of a wire, we will probably affect the timing, which is a behavioral property. The
principle of encapsulation leads naturally to the development of extensive IP (intellectual prop-
erty), i.e., libraries of increasingly sophisticated components that can be used as “black boxes” by
the system developer. 

• Well-developed models for basic elements that clearly delineate effects due to changes in design,
fabrication process, or environment. For example, in [10], the factors in the basic first-order equa-
tions for Ids, the drain-to-source current in an NMOS transistor, can clearly be divided into those
under the control of the designer (W/L, the width-to-length ratio for the transistor channel), those
dependent on the fabrication process (ε, the permittivity of the gate insulator, and tox, the thickness
of the gate insulator), those dependent on environmental factors (Vds and Vgs, the drain-to-source
and gate-to-source voltages, respectively), and those that are a function of both the fabrication
process and the environment (µ, the effective surface mobility of the carriers in the channel, and Vt,
the threshold voltage). More detailed information on modeling MOSFETs can be found in [11].
Identification of fundamental parameters in one stage of the development process can be of great
value in other stages. For example, the minimum feature size λ for a given technology can be used
to develop a set of “design rules” that express mandatory overlaps and spacings for the different
physical materials. A design tool can then be developed to “enforce” these rules, and the conse-
quences can be used to simplify, to some extent, the modeling and simulation stages. The parameter
λ can also be used to express effects due to scaling when scaling is valid. 

FIGURE 13.2 A taxonomy for component development (“levels and views”): (a) standard VLSI classifications,
(b) a partial classification for MEMS components.
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• Mature tools for design and simulation, which have evolved over many generations and for which
moderately priced versions are available from multiple sources. For example, many of today’s tools
incorporate versions of the design tool MAGIC [12] and the simulator SPICE (Simulation Program
with Integrated Circuit Emphasis) [13], both of which were originally developed at the University
of California, Berkeley. Versions of the SPICE simulator typically support several device models
(currently, for example, six or more different MOS models and five different transmission line
models), so that a developer can choose the level of device detail appropriate to the task at hand.
Free or low-cost versions of both MAGIC and SPICE, as well as extended versions of both tools, are
widely available. Many different techniques, such as model binning (optimizing models for specific
ranges of model parameters) and inclusion of proprietary process information, are employed to
produce better models and simulation results, especially in the HSPICE version of SPICE and in
other high-end versions of these tools [11].

• Integrated development systems that are widely available and that provide support for a variety
of levels and views, extensive component libraries, user-friendly interfaces and online help, as well
as automatic translation between domains, along with error and constraint checking. In an inte-
grated VLSI development system, sophisticated models, simulators, and translators keep track of
circuit information for multiple levels and views, while allowing the developer to focus on one
level or view at a time. Many development systems available today also support, at the higher
levels of abstraction, structured “programming” languages such as VHDL (Very Large Scale Inte-
grated Circuit Hardware Description Language) [14,15] or Verilog [16]. 

A digital circuit developer has many options, depending on performance constraints, number of units
to be produced, desired cost, available development time, etc. At one extreme the designer may choose
to develop a “custom” circuit, creating layout geometries, sizing individual transistors, modeling RC
effects in individual wires, and validating design choices through extensive low-level SPICE-based sim-
ulations. At the other extreme, the developer can choose to produce a PLD (programmable logic device),
with a predetermined basic layout geometry consisting of cells incorporating programmable logic and
storage (Fig. 13.3) that can be connected as needed to produce the desired device functionality. A high end
PLD may contain as many as 100,000 (100 K) cells similar to the one in Fig. 13.3 and an additional 100 K
bytes of RAM (random access memory) storage. In an integrated development system, such as those

FIGURE 13.3 A generic programmable logic device architecture. 
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provided by [17] and [18], the developer enters the design in either schematic form or a high level
language, and then the design is automatically “compiled” and mapped to the PLD geometry, and
functional and timing simulations can be run. If the simulation results are acceptable, an actual PLD can
then be programmed directly, as a further step in the development process, and even tested, to some
extent, with the same set of test data as was used for the simulation step. This “rapid prototyping” [19]
for the production of a “chip” is not very different from the production of a working software program
(and the PLD can be reprogrammed if different functionality is later desired). Such a system, of course,
places many constraints on achievable designs. In addition, the automated steps, which rely on heuristics
rather than exact techniques to find acceptable solutions to the many computationally complex problems
that need to be solved during the development process, sacrifice performance for ease of development,
so that a device designed in such a system will never achieve the ultimate performance possible for the
given technology. However, the trade-offs include ease of use, much shorter development times, and the
management of much larger numbers of individual circuit elements than would be possible if each
individual element were tuned to its optimum performance. In addition, if a high-level language is used
for input, an acceptable design can often be translated, with few changes, to a more powerful design
system that will allow implementation in more flexible technologies and additional fine tuning of circuit
performance. In Fig. 13.4 we see some of the levels of abstraction which are present in such a development

FIGURE 13.4 Levels of abstraction–half adder. 

TRANSISTOR
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        STRUCT.)

NETLIST
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n1:  a  b  o1
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VHDL

entity HALFADDER is
  port (A,B: in bit;
          S,COUT: out bit);
end ADDER;

architecture A of HALFADDER is
  component XOR
     port (X1,X2: in bit; O: out bit);
  end component;
  component AND
     port (X1,X2: in bit; O: out bit);
  end component;

  begin
     G1: XOR
        port map (A,B,S);
     G2:  AND
        Port map (A,B,COUT);
  end A;

n2:  a   c  o2
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process, with the lowest level being detailed transistor models and the highest a VHDL description of a
half adder.  

13.3 Analog and Mixed-Signal Circuit Development: Modeling 
and Simulating Systems with Micro- (or Nano-) Scale 
Feature Sizes and Mixed Digital (Discrete) and Analog 
(Continuous) Input, Output, and Signals

At the lowest level, digital circuits are in fact analog devices. A CMOS inverter, for example, does not
“switch” instantaneously from a voltage level representing binary 0 to a voltage level representing binary
1. However, by careful design of the inverter’s physical structures, it is possible to make the switching
time from the range of voltage outputs which are considered to be “0” to the range considered to be “1”
(or vice versa) acceptably short. In MOSFETs, for example, the two discrete signals of interest can be
identified with the transistor, modeled as a switch, being “open” or “closed,” and the “switching” from one
state to another can be ignored except at the very lowest levels of abstraction. In much design and simulation
work, the analog aspects of the digital circuit’s behavior can thus be ignored. Only at the lower levels of
abstraction will the analog properties of VLSI devices or the quantum effects occurring, e.g., in a MOSFET
need to be explicitly taken into account, ideally by powerful automated development tools supported by
detailed models. At higher levels this behavior can be encapsulated and expressed in terms of minimum
and maximum switching times with respect to a given capacitive load and given voltage levels. Even in
digital systems, however, as submicron feature sizes become more common, more attention must be paid
to analog effects. For example, at small feature sizes, wire delay due to RC effects and crosstalk in nearby
wires become more significant factors in obtaining good simulation results [20]. It is instructive to examine
how simulation support for digital systems can be extended to account for these factors.

Typically, analog circuit devices are much more likely to be “hand-crafted” than digital devices. SPICE
and SPICE-like simulations are commonly used to measure performance at the level of transistors, resistors,
capacitors, and inductors. For example, due to the growing importance of wireless and mobile computing,
a great deal of work in analog design is currently addressing the question of how to produce circuits
(digital, analog, and mixed-signal) that are “low-power,” and simulations for devices to be used in these
circuits are typically carried out at the SPICE level. Unless a new physical technology is to be employed,
the simulations will mostly rely on the commonly available models for transistors, transmission lines, etc.,
thus encapsulating the lowest level behaviors. 

Let us examine the factors given above for the success of digital system simulation and development
to see how the analog domain compares. We assume a development cycle similar to that shown in Fig. 13.1.

• Is there a small set of basic circuit elements? In the analog domain it is possible to identify sets of
components, such as current mirrors, op-amps, etc. However, there is no “universal” gate or small
set of gates from which all other devices can be made, as is true in the digital domain. Another
complicating factor is that elementary analog circuit elements are usually defined in terms of
physical performance. There is no clean notion of 0/1 behavior. Because analog signals are con-
tinuous, it is often much more difficult to untangle complex circuit behaviors and to carry out
meaningful simulations where clean parameter separations give clear results. Once a preliminary
analog device or circuit design has been developed, the process of using simulations to decide on
exact parameter values is known as “exploring the design space.” This process necessarily exhibits
high computational complexity. Often heuristic methods such as simulated annealing, neural nets,
or a genetic algorithm can be used to perform the necessary search efficiently [21]. 

• Is there a small set of well-understood technologies? In this area, the analog and mixed signal
domain is similar to the digital domain. Much analog development activity focuses on a few
standard and well-parameterized technologies. In general, analog devices are much more sensi-
tive to variations in process parameters, and this must be accounted for in analog simulation.
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Statistical techniques to model process variation have been included, for example, in the APLAC
tool [22], which supports object-oriented design and simulation for analog circuits. Modeling and
simulation methods, which incorporate probabilistic models, will become increasingly important
as nanoscale devices become more common and as new technologies depending on quantum
effects and biology-based computing are developed. Several current efforts, for example, are aimed
at developing a “BIOSPICE” simulator, which would incorporate more stochastic system behavior
[23].

• Is there a well-developed educational infrastructure and prototyping facilities? All the organiza-
tions, which support education and prototyping in the digital domain [3–7], provide similar
support for analog and mixed-signal design. 

• Are encapsulation and abstraction widely employed? In the past few years, a great deal of progress
has been made in incorporating these concepts into analog and mixed-signal design systems. The
wide availability of very powerful computers, which can perform the necessary design and simu-
lation tasks in reasonable amounts of time, has helped to make this progress possible. In [24], for
example, top-down, constraint-driven methods are described, and in [25] a rapid prototyping
method for synthesizing analog and mixed signal systems, based on the tool suite VASE (VHDL-
AMS Synthesis Environment), is demonstrated. These methods rely on classifications similar to
those given for digital systems in Fig. 13.2(a). 

• Are there well-developed models, mature tools, and integrated development systems which are widely
available? In the analog domain, there is still much more to be done in these areas than in the digital
domain, but prototypes do exist. In particular, the VHDL and Verilog languages have been extended
to allow for analog and mixed-signal components. The VHDL extension, e.g., VHDL-AMS [14], will
allow the inclusion of any algebraic or ordinary differential equation in a simulation. However, there
does not exist a completely functional VHDL-AMS simulator, although a public domain version,
incorporating many useful features, is available at [26] and many commercial versions are under
development (e.g., [27]). Thus, at present, expanded versions of MAGIC and SPICE are still the most
widely-used design and simulation tools. While there have been some attempts to develop design
systems with configurable devices similar to the digital devices shown in Fig. 13.3, these have not so
far been very successful. Currently, more attention is being focused on component-based develop-
ment with design reuse for SOC (systems on a chip) through initiatives such as [28].

13.4 Basic Techniques and Available Tools for MEMS
Modeling and Simulation

Before trying to answer the above questions for MEMS, we need to look specifically at the tools and
techniques the MEMS designer has available for the modeling and simulation tasks. As pointed out in
[29,30], the bottom line is, in any simulator, all models are not created equal. The developer must be
very clear about what parameters are of greatest interest and then must choose the models and simulation
techniques (including implementation in a tool or tools) that are most likely to give the most accurate
values for those parameters in the least amount of simulation time. For example, the model used to
determine static behavior may be different from the model needed for an adequate determination of
dynamic behavior. Thus, it is useful to have a range of models and techniques available.

Basic Modeling and Simulation Techniques

We need to make the following choices:

• What kind of behavior are we interested in? IC simulators, for example, typically support DC
operating analysis, DC sweep analysis (stepping current or voltage source values) and transient
sweep analysis (stepping time values), along with several other types of transient analysis [30]. 
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• Will the computation be symbolic or numeric?

• Will use of an exact equation, nodal analysis, or finite element analysis be most appropriate?
Currently, these are the techniques which are favored by most MEMS developers. 

To show what these choices entail, let us look at a simple example that combines electrical and mechanical
parts. The cantilever beam in Fig. 13.5(a), fabricated in metal, polysilicon, or a combination, may be
combined with an electrically isolated plate to form a parallel plate capacitor. If a mechanical force or a
varying voltage is applied to the beam (Fig. 13.5(b1)), an accelerometer or a switch can be obtained [31].
If instead the plate can be moved back and forth, a more efficient accelerometer design results (Fig. 13.5(b2));
this is the basic design of Analog Devices’ accelerometer, probably the first truly successful commercial
MEMS device [32,33]. If several beams are combined into two “combs,” a comb-drive sensor or actuator
results, as in Fig. 13.5(b3) [34]. Let us consider just the simplest case, as shown in Fig. 13.5(b1). 

If we assume the force on the beam is concentrated at its end point, then we can use the method of [35]
to calculate the “pull-in” voltage, i.e., the voltage at which the plates are brought together, or to a stopper which
keeps the two plates from touching. We model the beam as a dampened spring-mass system and look for
the force F, which, when translated into voltage, will give the correct x value for the beam to be “pulled in.” 

F = mx¢¢ + Bx¢ + kx

Here mass m = ρWTL, where ρ is the density of the beam material, I = WT3/12 is the moment of inertia,
k = 3EI/L3, E is the Young’s modulus of the beam material, and B = (k/EI)1/4. This second-order linear
differential equation can be solved numerically to obtain the pull-down voltage. In this case, since a
closed form expression can be obtained for x, symbolic computation would also be an option. In [36]
it is shown that for this simple problem several commonly used methods and tools will give the same
result, as is to be expected. 

To obtain a more accurate model of the beam we can use the method of nodal analysis, that treats the
beam as a graph consisting of a set of edges or “devices,” linked together at “nodes.” Nodal analysis
assumes that at equilibrium the sum of all values around each closed loop (the “across” quantities) will

FIGURE 13.5 Cantilever beam and beam–capacitor options: (a) cantilever beam dimensions, (b) basic beam–
capacitor designs.
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be zero, as will the sum of all values entering or leaving a given node (the “through” quantities). Thus,
for example, the sum of all forces and moments on each node must be zero, as must the sum of all
currents flowing into or out of a given node. This type of modeling is sometimes referred to as “lumped
parameter,” since quantities such as resistance and capacitance, which are in fact distributed along a graph
edge, are modeled as discrete components. In the electrical domain Kirchhoff ’s laws are examples of these
rules. This method, which is routinely applied to electrical circuits in elementary network analysis courses
(see, e.g., [37]), can easily be applied to other energy domains by using correct domain equivalents (see,
e.g., [38]). A comprehensive discussion of the theory of nodal analysis can be found in [39]. In Fig. 13.5(a),
the cantilever beam has been divided into four “devices,” subbeams between node i and i + 1, i = 1, 2,
3, 4, where the positions of nodes i and i + 1 are described by (xi, yi, θi) and (xi+1, yi+1, θi+1) the coordinates
and slope at Pi and Pi+1. The beam is assumed to have uniform width W and thickness T, and each
subbeam is treated as a two-dimensional structure free to move in three-space. In [40] a modified version
of nodal analysis is used to develop numerical routines to simulate several MEMS behaviors, including
static and transient behavior of a beam-capacitor actuator. This modified method also adds position
coordinates zi and zi+1 and replaces the slope θi at each node with a vector of slopes, θix, θiy , and θiz, giving
each node six degrees of freedom. 

Since nodal analysis is based on linear elements represented as the edges in the underlying graph, it
cannot be used to model many complex structures and phenomena such as fluid flow or piezoelectricity.
Even for the cantilever beam, if the beam is composed of layers of two different materials (e.g., polysilicon
and metal), it cannot be adequately modeled using nodal analysis. The technique of finite element analysis
(FEA) must be used instead. For example, in some follow-up work to that reported in [36], nodal analysis
and symbolic computation gave essentially the same results, but the FEA results were significantly different.
Finite element analysis for the beam begins with the identification of subelements, as in Fig. 13.5(a), but
each element is treated as a true three-dimensional object. Elements need not all have the same shape, for
example, tetrahedral and cubic “brick” elements could be mixed together, as appropriate. In FEA, one cubic
element now has eight nodes, rather than two (Fig. 13.6), so computational complexity is increased. Thus,
developing efficient computer software to carry out FEA for a given structure can be a difficult task in itself.
But this general method can take into account many features that cannot be adequately addressed using
nodal analysis, including, for example, unaligned beam sections, and surface texture (Fig. 13.7). FEA, which
can incorporate static, transient, and dynamic behavior, and which can treat heat and fluid flow, as well as
electrical, mechanical, and other forces, is explained in detail in [41]. The basic procedure is as follows: 

• Discretize the structure or region of interest into finite elements. These need not be homogeneous,
either in size or in shape. Each element, however, should be chosen so that no sharp changes in
geometry or behavior occur at an interior point.

• For each element, determine the element characteristics using a “local” coordinate system. This
will represent the equilibrium state (or an approximation if that state cannot be computed exactly)
for the element. 

• Transform the local coordinates to a global coordinate system and “assemble” the element equa-
tions into one (matrix) equation.

• Impose any constraints implied by restricted degrees of freedom (e.g., a fixed node in a mechanical
problem).

• Solve (usually numerically) for the nodal unknowns.

• From the global solution, calculate the element resultants.

A Catalog of Resources for MEMS Modeling and Simulation

To make our discussion of the state-of-the-art of MEMS simulation less confusing, we first list some of
the tools and products available. This list is by no means comprehensive, but it will provide us with a
range of approaches for comparison. It should be noted that this list is accurate as of July 2001, but the
MEMS development community is itself developing, with both commercial companies and university
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FIGURE 13.6 Nodal analysis and finite element analysis.

FIGURE 13.7 Ideal and actual cantilever beams (side view).
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research sites frequently taking on new identities and partners and also expanding the range of services
they offer. 

A. Widely Available Tools for General Numeric and Symbolic Computation

These tools are relatively easy to learn to use. Most engineering students will have mastered at least one
before obtaining a bachelor’s degree. They can be used to model a device “from scratch” and to perform
simple simulations. For more complex simulations, they are probably not appropriate for two reasons.
First, neither is optimized to execute long computations efficiently. Second, developing the routines
necessary to carry out a complex nodal or finite element analysis will in itself be a time-consuming task
and will in most cases only replicate functionality already available in other tools listed here.

• Mathematica [42]. In [36] Mathematica simulation results for a cantilever beam-capacitor system
are compared with results from several other tools. 

• Matlab (integrated with Maple) [43]. In [44], for example, Matlab simulations are shown to give
good approximations for a variety of parameters for microfluidic system components.

B. Tools Originally Developed for Specific Energy Domains

Low-cost easy to use versions of some of these tools (e.g., SPICE, ANSYS) are also readily available.
Phenomena from other energy domains can be modeled using domain translation.

• SPICE (analog circuits) [13]. SPICE is the de facto standard for analog circuit simulators. It is
also used to support simulation of transistors and other components for digital systems. SPICE
implements numerical methods for nodal analysis. Several authors have used SPICE to simulate
MEMS behavior in other energy domains. In [35], for example, the equation for the motion of a
damped spring, which is being used to calculate pull-in voltage, is translated into the electrical
domain and reasonable simulation accuracy is obtained. In [45] steady-state thermal behavior for
flow-rate sensors is simulated by dividing the device to be modeled into three-dimensional “bricks,”
modeling each brick as a set of thermal resistors, and translating the resulting conduction and
convection equations into electrical equivalents. 

• APLAC [22]. This object-oriented analog and mixed-signal simulator incorporates routines, which
allow statistical modeling of process variation. 

• VHDL-AMS [14,26,27]. The VHDL-AMS language, designed to support digital, analog, and mixed-
signal simulation, will in fact support simulation of general algebraic and ordinary differential
equations. Thus mixed-energy domain simulations can be carried out. VHDL-AMS, which is
typically built on a SPICE kernel, uses the technique of nodal analysis. Some VHDL-AMS MEMS
models have been developed (see, e.g., [46,47]). Additional information about VHDL-AMS is
available at [48].

• ANSYS [49]. Student versions of the basic ANSYS software are widely available. ANSYS is now
partnering with MemsPro (see below). ANSYS models both mechanical and fluidic phenomena
using FEA techniques. A survey of the ANSYS MEMS initiative can be found at [50].

• CFD software [51]. This package, which also uses FEA, was developed to model fluid flow and
temperature phenomena.

C. Tools Developed Specifically for MEMS

The tools in this category use various simplifying techniques to provide reasonably accurate MEMS
simulations without all the computational overhead of FEA. 

• SUGAR [40,52]. This free package is built on a Matlab core. It uses nodal analysis and modified
nodal analysis to model electrical and mechanical elements. Mechanical elements must be built
from a fixed set of components including beams and gaps.
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• NODAS v 1.4 [53]. This downloadable tool provides a library of parameterized components
(beams, plate masses, anchors, vertical and horizontal electrostatic comb drives, and horizontal
electrostatic gaps) that can be interconnected to form MEMS systems. The tool outputs parameters
that can be used to perform electromechanical simulations with the Saber simulator [27]. A detailed
example is available at [54], and a description of how the tool works (for v 1.3) is also available [55].
Useful information is also available in [70].

D. “Metatools” Which Attempt to Integrate Two or More Domain-Specific Tools
into One Package

• MEMCAD, currently being supported by the firm Coventor [56]. This product was previously
supported by Microcosm, Inc. It provides low-level simulation capability by integrating domain-
specific FEA tools into one package to support coupled energy domain simulations. It also supports
process simulation. Much of the extensive research underlying this tool is summarized in [57]. 

• MemsPro [58], which currently incorporates links to ANSYS. MemsPro itself is an offshoot of
Tanner Tools, Inc. [59], which originally produced a version of MAGIC [12] that would run on
PCs. The MemsPro system provides integrated design and simulation capability. Process “design
rules” can be defined by the user. SPICE simulation capability is integrated into the toolset, and
a data file for use with ANSYS can also be generated. MemsPro does not do true energy domain
coupling at this time. Some library components are also available.

E. Other Useful Resources

• The MEMS Clearinghouse website [60]. This website contains links to products, research groups,
and conference information. One useful link is the Material Properties database [61], which
includes results from a wide number of experiments by many different research groups. Informa-
tion from this database can be used for initial “back of the envelope” calculations for component
feasibility, for example.

• The Cronos website [62]. This company provides prototyping and production-level fabrication
for all three process approaches (surface micromachining, bulk micromachining, and high aspect
ratio manufacturing). It is also attempting to build a library of MEMS components for both surface
micromachining (MUMPS, or the Multi-User MEMS Process [63]) and bulk micromachining.

13.5 Modeling and Simulating MEMS, i.e., Systems with Micro- 
(or Nano-) Scale Feature Sizes, Mixed Digital (Discrete)
and Analog (Continuous) Input, Output, and Signals,
Two- and Three-Dimensional Phenomena, and Inclusion 
and Interaction of Multiple Domains and Technologies

In preceding sections we briefly described the current state-of-the-art in modeling and simulation in
both the digital and analog domains. While the digital tools are much more developed, in both the digital
and analog domains there exist standard, well-characterized technologies, standard widely available tools,
and stable educational and prototyping programs. In the much more complex realm of MEMS, this is
not the case. Let us compare MEMS, point by point, with digital and analog circuits.

• Is there a small set of basic elements? The answer to this question is emphatically no. Various
attempts have been made by researchers to develop a comprehensive basic set of building blocks,
beginning with Petersen’s identification of the fundamental component set consisting of beams,
membranes, holes, grooves, and joints [64]. Most of these efforts focus on adding mechanical and
electromechanical elements. In the SUGAR system, for example, the basic elements are the beam
and the electrostatic gap. In the Carnegie Mellon tool MEMSYN [65], which is supported by the
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NODAS simulator, basic elements include beams and gaps, as well as plate masses, anchors, and
electrostatic comb drives (vertical and horizontal). For the MUMPS process there is the Consol-
idated Micromechanical Element Library (CaMEL), which contains both a nonparameterized cell
database and a library of parameterized elements (which can be accessed through a component
“generator,” but not directly by the user). CaMEL supports the creation of a limited set of com-
ponents, including motors and resonators, in a fixed surface-micromachined technology. But the
bottom line for MEMS is that no set of basic building blocks has yet been identified which can
support all the designs, in many different energy domains and in a variety of technologies, which
researchers are interested in building. Moreover, there is no consensus as to how to effectively
limit design options so that such a fundamental set could be identified. In addition, the continuous
nature of most MEMS behavior presents the same kinds of difficulties that are faced with analog
elements. Development of higher level component libraries, however, is a fairly active field, with,
for example, ANSYS, CFD, MEMCAD, Carnegie Mellon, and MemsPro all providing libraries of
previously designed and tested components for systems developers to use. Most of these compo-
nents are in the electromechanical domain. As mentioned above, a few VHDL-AMS models are
also available, but these will not be of practical value until more robust and complete VHDL-AMS
simulators are developed and more experimental results can be obtained to validate these models.

• Is there a small set of well-understood technologies? Again the answer must be no. Almost all
digital and analog circuits are essentially two-dimensional, but, in the case of MEMS, many designs
can be developed either in the “2.5-dimensional” technology known as micromachining or in the
true three-dimensional technology known as bulk micromachining. Thus, before doing any mod-
eling or simulation, the MEMS developer must first choose not only among very different fabri-
cation techniques but also among actual processes. Both the Carnegie Mellon and Cronos tools,
for example, are based on processes that are being developed in parallel with the tools. MOSIS
does provide central access to technology in which all but the final steps of surface micromachining
can be done, but no other centrally maintained processing is available to the community of MEMS
researchers in general. For surface micromachining, the fact that the final processing steps are
performed in individual research labs is problematic for producing repeatable experimental
results. For bulk micromachining examples, fabrication in small research labs rather than in a
production environment is more the norm than the exception, so standardization for bulk pro-
cesses is difficult to achieve. In addition, because much MEMS work is relatively low-volume,
most processes are not well enough characterized for low-level modeling to be very effective. In
such circumstances it is very difficult to have reliable process characterizations on which to build
robust models. 

• Is there a well-developed educational infrastructure and prototyping facilities? Again we must
answer no. Introductory MEMS courses, especially, are much more likely to emphasize fabrication
techniques than modeling and simulation. In [66] a set of teaching modules for a MEMS course
emphasizing integrated design and simulation is described. However, this course requires the use
of devices previously fabricated for validating design and simulation results, rather than expecting
students to complete the entire design-simulate-test-fabricate sequence in one quarter or semester.
In addition, well-established institutional practices make it difficult to provide the necessary support
for multidisciplinary education which MEMS requires. 

• Are encapsulation and abstraction widely employed? In the 1980s many researchers believed that
multiple levels of abstraction were not useful for MEMS devices. Currently, however, the concept
of intermediate-level “macromodels” has gained much support [57,70], and increasing emphasis
is being placed on developing macromodels for MEMS components that will be a part of larger
systems. In addition, there are several systems in development that are based on sets of more primitive
components. But this method of development is not the norm, in large part because of the rich set
of possibilities inherent in MEMS in general. In Fig. 13.2(b) we have given a partial classification of
MEMS corresponding to the classification for digital devices in Fig. 13.2(a). At this point it is not
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clear what the optimum number of levels of abstraction for MEMS would be. In Fig. 13.8 we have
attempted to classify some of the tools from Section 13.4 in terms of their ability to support various
levels (since these are simulators, they all support the “behavioral” view. MEMCAD, which allows
fabrication process simulation, also supports the “physical” view). Note that VHDL-AMS is the
only tool, besides the general-purpose Mathematica and Matlab, that supports a high-level view
of MEMS.

• Are there well-developed models, mature tools, and integrated development systems which are
widely available? While such systems do not currently exist, it is predicted that some examples
should become available within the next ten years [57].

13.6 A “Recipe” for Successful MEMS Simulation

A useful set of guidelines for analog simulation can be found in [67]. From this we can construct a set
of guidelines for MEMS simulation.

1. Be sure you have access to the necessary domain-specific knowledge for all energy domains of
interest before undertaking the project. 

2. Never use a simulator unless you know the range of answers beforehand.
3. Never simulate more of the system than is necessary.
4. Always use the simplest model that will do the job.
5. Use the simulator exactly as you would do the experiment.
6. Use a specified procedure for exploring the design space. In most cases this means that you should

change only one parameter at a time.
7. Understand the simulator you are using and all the options it makes available.
8. Use the correct multipliers for all quantities.
9. Use common sense.

10. Compare your results with experiments and make them available to the MEMS community.
11. Be sensitive to the possibility of microlevel phenomena, which may make your results invalid. 

The last point is particularly important. Many phenomena, which can be ignored at larger feature sizes,
will need to be taken into account at the micro level. For example, at the micro scale, fluid flow can behave
in dramatically different ways [44]. Many other effects of scaling feature sizes down to the microlevel,
including an analysis of why horizontal cantilever beam actuators are “better” than vertical cantilever beam
actuators, are discussed in Chapter 9 of [68]. Chapters 4 and 5 of [68] also provide important information
for low-level modeling and simulation.

FIGURE 13.8 Available MEMS simulation tools, by level and view.
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13.7 Conclusion: Continuing Progress in MEMS
Modeling and Simulation

In the past fifteen years, much progress has been made in providing MEMS designers with simulators
and other tools which will give them the ability to make MEMS as useful and ubiquitous as was predicted
in [64]. While there is still much to be done, the future is bright for this flexible and powerful technology.
One of the main challenges remaining for modeling and simulation is to complete the design and
development of a high-level MEMS description language, along with supporting models and simulators,
both to speed prototyping and to provide a common user-friendly language for designers. One candidate
for such a language is VHDL-AMS. In [69], the strengths and weaknesses of VHDL-AMS as a tool for
MEMS development are discussed. Strengths include the ability to handle both discrete and continuous
behavior, smooth transitions between levels of abstraction, the ability to handle both conservative and
nonconservative systems simultaneously, and the ability to import code from other languages. Major
drawbacks include the inability to do symbolic computation, the limitation to ordinary differential
equations, lack of support for frequency domain simulations, and inability to do automatic unit conver-
sions. It remains to be seen whether VHDL-AMS will eventually be extended to make it more suitable
to support the MEMS domain. But it is highly likely that VHDL-AMS or some similar language will
eventually come to be widely used and appreciated in the MEMS community.
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14.1 Introduction

Electromagnetic-based MEMS are widely used in various sensing and actuation applications. For these
MEMS, rotational and translational motion microdevices are needed to be devised, designed, and con-
trolled. We introduce the classifier paradigm to perform the structural synthesis of MEMS upon electro-
magnetic features. As motion microdevices are devised, the following issues are emphasized: modeling,
analysis, simulation, control, optimization, and validation. Innovative results are researched and studied
applying the classifier, structural synthesis, design, analysis, and optimization concepts developed. The
need for innovative integrated methods to perform the comprehensive analysis, high-fidelity modeling,
and design of MEMS has facilitated theoretical developments within the overall spectrum of engineering
and science. This chapter provides one with viable tools to perform structural synthesis, modeling, analysis,
optimization, and control of MEMS.

Microelectromechanical systems integrate motion microstructures and devices as well as ICs on a
single chip or on a hybrid chip. To fabricate MEMS, modified advanced microelectronics fabrication
technologies, techniques, processes, and materials are used. Due to the use of complementary metal oxide
semiconductor (CMOS) lithography-based technologies in fabrication microstructures, microdevices,
and ICs, MEMS leverage microelectronics.

The following definition for MEMS was given in [1]:

Batch-fabricated microscale devices (ICs and motion microstructures) that convert physical parame-
ters to electrical signals and vice versa, and in addition, microscale features of mechanical and electrical
components, architectures, structures, and parameters are important elements of their operation and
design.

The scope of MEMS has been further expanded towards devising novel paradigms, system-level inte-
gration high-fidelity modeling, data-intensive analysis, control, optimization, fabrication, and implemen-
tation. Therefore, we define MEMS as:

Batch-fabricated microscale systems (motion and radiating energy microdevices/microstructures—
driving/sensing circuitry—controlling/processing ICs) that

1. convert physical stimuli, events, and parameters to electrical and mechanical signals and vice versa,
2. perform actuation and sensing, 
3. comprise control (intelligence, decision making, evolutionary learning, adaptation, self-organization,

etc.), diagnostics, signal processing, and data acquisition features,

and microscale features of electromechanical, electronic, optical, and biological components (structures,
devices, and subsystems), architectures, and operating principles are basics of their operation, design,
analysis, and fabrication.

The integrated design, analysis, optimization, and virtual prototyping of intelligent and high-performance
MEMS, system intelligence, learning, adaptation, decision making, and self-organization can be add-
ressed, researched, and solved through the use of advanced electromechanical theory, state-of-the-art
hardware, novel technologies, and leading-edge software. Many problems in MEMS can be formulated,
attacked, and solved using the microelectromechanics. In particular, microelectromechanics deals with
benchmarking and emerging problems in integrated electrical–mechanical–computer engineering, sci-
ence, and technologies. Microelectromechanics is the integrated design, analysis, optimization, and virtual
prototyping of high-performance MEMS, system intelligence, learning, adaptation, decision making, and
control through the use of advanced hardware, leading-edge software, and novel fabrication technologies
and processes. Integrated multidisciplinary features approach quickly, and the microelectromechanics
takes place.

The computer-aided design tools are required to support MEMS analysis, simulation, design, optimi-
zation, and fabrication. Much effort has been devoted to attain the specified steady-state and dynamic
performance of MEMS to meet the criteria and requirements imposed. Currently, MEMS are designed,
optimized, and analyzed using available software packages based on the linear and steady-state analysis.
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However, highly detailed nonlinear electromagnetic and mechanical modeling must be performed to
design high-performance MEMS. Therefore, the research is concentrated on high-fidelity mathematical
modeling, data intensive analysis, and nonlinear simulations, as well as control (design of control algo-
rithms to attain the desired performance). The reported synthesis, modeling, analysis, simulation, opti-
mization, and control concepts, tools, and paradigms ensure a cost-effective solution and can be used to
guarantee rapid prototyping of high-performance state-of-the-art MEMS. It is often very difficult, and
sometimes impossible, to solve a large array of nonlinear analysis and design problems for motion
microdevices using conventional methods. Innovative concepts, methods, and tools that fully support
the analysis, modeling, simulation, control, design, and optimization are needed. The fabrication tech-
nologies used in MEMS were developed [2,3], and micromachining technologies are discussed in this
chapter. This chapter solves a number of long-standing problems for electromagnetic-based MEMS.

14.2 MEMS Motion Microdevice Classifier
and Structural Synthesis

It was emphasized that the designer must design MEMS by devising novel high-performance motion
microdevices, radiating energy microdevices, microscale driving/sensing circuitry, and controlling/pro-
cessing ICs. A step-by-step procedure in the design of motion microdevices is:

• define application and environmental requirements,

• specify performance specifications,

• devise motion microstructures and microdevices, radiating energy microdevices, microscale driv-
ing/sensing circuitry, and controlling/processing ICs,

• develop the fabrication process using micromachining and CMOS technologies,

• perform electromagnetic, energy conversion, mechanical, and sizing/dimension estimates,

• perform  electromagnetic, mechanical, vibroacoustic, and thermodynamic design with performance
analysis and outcome prediction,

• verify, modify, and refine design with ultimate goals and objectives to optimize the performance.

In this section, the design and optimization of motion microdevices is reported.
To illustrate the procedure, consider two-phase permanent-magnet synchronous slotless microma-

chines as documented in Fig. 14.1.
It is evident that the electromagnetic system is endless, and different geometries can be utilized as

shown in Fig. 14.1. In contrast, in translational (linear) synchronous micromachines, the open-ended
electromagnetic system results. The attempts to classify microelectromechanical motion devices were
made in [1,4,5]; however, the qualitative and quantitative comprehensive analysis must be researched.

Motion microstructure geometry and electromagnetic systems must be integrated into the synthesis,
analysis, design, and optimization. Motion microstructures can have the plate, spherical, torroidal, conical,
cylindrical, and asymmetrical geometry. Using these distinct geometry and electromagnetic systems,
we propose to classify MEMS. This idea is extremely useful in the study of existing MEMS as well as in
the synthesis of an infinite number of innovative motion microdevices. In particular, using the possible
geometry and electromagnetic systems (endless, open-ended, and integrated), novel high-performance
MEMS can be synthesized.

The basic electromagnetic micromachines (microdevices) under consideration are direct- and alternating-
current, induction and synchronous, rotational and translational (linear). That is, microdevices are classified
using a type classifier

Motion microdevices are categorized using a geometric classifier (plate P, spherical S, torroidal T,
conical N, cylindrical C, or asymmetrical A geometry) and an electromagnetic system classifier (endless
E, open-ended O, or integrated I). The microdevice classifier, documented in Table 14.1, is partitioned

Y y : y Y∈{ }=
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TABLE 14.1 Classification of Electromagnetic Microdevices Using the Electromagnetic
System–Geometry Classifier

FIGURE 14.1 Permanent-magnet synchronous micromachines with different geometry.
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into three horizontal and six vertical strips, and contains 18 sections, each identified by ordered pairs of
characters, such as (E, P) or (O, C).

In each ordered pair, the first entry is a letter chosen from the bounded electromagnetic system set

The second entry is a letter chosen from the geometric set

That is, for electromagnetic microdevices, the electromagnetic system–geometric set is

In general, we have

Other categorization can be applied. For example, single-, two-, three-, and multi-phase microdevices
are classified using a phase classifier

Therefore, Y ×  M ×  G ×  H = {(y, m, g, h) : y ∈  Y, m ∈  M, g ∈ G and h ∈  H}
Topology (radial or axial), permanent magnets shaping (strip, arc, disk, rectangular, triangular, or

other shapes), permanent magnet characteristics (BH demagnetization curve, energy product, hysterisis
minor loop), commutation, emf distribution, cooling, power, torque, size, torque-speed characteristics,
as well as other distinct features of microdevices can be easily classified.

That is, the devised electromagnetic microdevices can be classified by an N-tuple as

{microdevice type, electromagnetic system, geometry, topology, phase, winding, connection, cooling}.

Using the classifier, which is given in Table 14.1 in terms of electromagnetic system–geometry, the
designer can classify the existing motion microdevices as well as synthesize novel high-performance
microdevices. As an example, the spherical, conical, and cylindrical geometries of a two-phase permanent-
magnet synchronous microdevice are illustrated in Fig. 14.2.

This section documents new results in structural synthesis which can be used to optimize the microde-
vice performance. The conical (existing) and spherical-conical (devised) microdevice geometries are
illustrated in Fig. 14.2. Using the innovative spherical-conical geometry, which is different compared to
the existing conical geometry, one increases the active length Lr and average diameter Dr . For radial flux
microdevices, the electromagnetic torque Te is proportional to the squared rotor diameter and axial
length. In particular,  where kT is the constant. From the above relationship, it is evident

FIGURE 14.2 Two-phase permanent-magnet synchronous microdevice (micromachine) geometry.
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that the spherical-conical micromotors develop higher electromagnetic torque compared with the con-
ventional design. In addition, improved cooling, reduced undesirable torques components, as well as
increased ruggedness and robustness contribute to the viability of the proposed solution. Thus, using
the classifier paradigm, novel microdevices with superior performance can be devised.

14.3 MEMS Fabrication

Microelectromechanics, which integrates micromechanics and microelectronics, requires affordable, low-
cost, high-yield fabrication technologies which allow one to fabricate 3-D microscale structures and
devices. Micromachining is a key fabrication technology for microscale structures, devices, and MEMS.
Microelectromechanical systems fabrication technologies fall into three broad categories: bulk machining,
surface machining, and LIGA (LIGA-like) techniques [1–3].

Bulk Micromachining

Bulk and surface micromachining are based on the modified CMOS and specifically designed microma-
chining processes. Bulk micromachining of silicon uses wet and dry etching techniques in conjunction
with etch masks and etch-stop-layers to develop microstructures from the silicon substrate. Microstruc-
tures are fabricated by etching areas of the silicon substrate to release the desired 3-D microstructures.
The anisotropic and isotropic wet etching processes, as well as concentration dependent etching techniques,
are widely used in bulk micromachining. The microstructures are formed by etching away the bulk of
the silicon wafer to fabricate the desired 3-D structures. Bulk machining with its crystallographic and
dopant-dependent etch processes, when combined with wafer-to-wafer bonding, produces complex 3-D
microstructures with the desired geometry. Through bulk micromachining, one fabricates microstruc-
tures by etching deeply into the silicon wafer. There are several ways to etch the silicon wafer. The
anisotropic etching uses etchants that etch different crystallographic directions at different rates. Through
anisotropic etching, 3-D structures (cons, pyramids, cubes, and channels into the surface of the silicon
wafer) are fabricated. In contrast, the isotropic etching etches all directions in the silicon wafer at same
(or close) rate, and, therefore, hemisphere and cylinder structures can be made. Deep reactive ion etching
uses plasma to etch straight walled structures (cubes, rectangular, triangular, etc.).

Surface Micromachining

Surface micromachining has become the major fabrication technology in recent years because complex
3-D microscale structures and devices can be fabricated. Surface micromachining with single-crystal
silicon, polysilicon, silicon nitride, silicon oxide, and silicon dioxide (as structural and sacrificial materials
which deposited and etched) is widely used to fabricate microscale structures and devices on the surface
of a silicon wafer. This affordable low-cost high-yield technology is integrated with IC fabrication
processes guaranteeing the needed microstructures-IC fabrication compatibility. The techniques for
depositing and patterning thin films are used to produce complex microstructures and microdevices on
the surface of silicon wafers (surface silicon micromachining) or on the surface of other substrates. Surface
micromachining technology allows one to fabricate the structure as layers of thin films. This technology
guarantees the fabrication of 3-D microdevices with high accuracy, and the surface micromachining can
be called a thin film process. Each thin film is usually limited to thickness up to 5 µm, which leads to
fabrication of high-performance planar-type microscale structures and devices. The advantage of surface
micromachining is the use of standard CMOS fabrication processes and facilities, as well as compliance
with ICs. Therefore, this technology is widely used to manufacture microscale actuators and sensors
(microdevices).

Surface micromachining is based on the application of sacrificial (temporary) layers that are used to
maintain subsequent layers and are removed to reveal (release) fabricated (released or suspended) micro-
structures. This technology was first demonstrated for ICs and applied to fabricate microstructures in
the 80s. On the surface of a silicon wafer, thin layers of structural and sacrificial materials are deposited
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and patterned. Then, the sacrificial material is removed, and a micromechanical structure or device is
fabricated. Figure 14.3 illustrates a typical process sequence of the surface micromachining fabrication
technology.

Usually, the sacrificial layer is made of silicon dioxide (SiO2), phosphorous-doped silicon dioxide, or
silicon nitride (Si3N4). The structural layers are then typically formed with polysilicon, and the sacrificial
layer is removed. In particular, after fabrication of the surface microstructures and microdevices (micro-
machines), the silicon wafer can be wet bulk etched to form cavities below the surface components, which
allows a wider range of desired motion for the device. The wet etching can be done using hydrofluoric
and buffered hydrofluoric acids, potassium hydroxide, ethylene-diamene-pyrocatecol, tetramethylam-
monium hydroxide, or sodium hydroxide. Surface micromachining technology was used to fabricate
rotational micromachines [6]. For example, heavily-phosphorous-doped polysilicon can be used to
fabricate rotors and stators, and silicon nitride can be applied as the structural material to attain electrical
insulation. The cross-section of the slotless micromotor fabricated on the silicon substrate with polysilicon
stator with deposited windings, polysilicon rotor with deposited permanent-magnets, and bearing is
illustrated in Fig. 14.4. The micromotor is controlled by the driving/sensing and controlling/processing
ICs. To fabricate micromotor and ICs on a single- or double-sided chip (which significantly enhances
the performance), similar fabrication technologies and processes are used, and the compatibility issues
are addressed and resolved. The surface micromachining processes were integrated with the CMOS
technology (e.g., similar materials, lithography, etching, and other techniques). To fabricate the integrated
MEMS, post-, mixed-, and pre-CMOS/micromachining techniques can be applied [1–3].

LIGA and LIGA-Like Technologies

There is a critical need to develop the fabrication technologies allowing one to fabricate high-aspect-
ratio microstructures. The LIGA process, which denotes Lithography–Galvanoforming–Molding (in
German words, Lithografie–Galvanik–Abformung), is capable of producing 3-D microstructures of up
to centimeter high with the aspect ratio (depth versus lateral dimension) more than 100 [2,7,8]. The
LIGA technology is based upon X-ray lithography, which guarantees shorter wavelength (in order from

FIGURE 14.3 Surface micromachining.

FIGURE 14.4 Cross-section schematics for slotless permanent-magnet brushless micromotor with ICs.
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few to 10 Å, which leads to negligible diffraction effects) and larger depth of focus compared with optical
lithography. The ability to fabricate microstructures and microdevices in the centimeter range is partic-
ularly impor
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tant in the actuators and drives applications since the specifications are imposed on the rated
rque developed by the microdevices, and due to the limited force and torque densities, the
es the need to increase the actuator dimensions.

EMS Electromagnetic Fundamentals and Modeling

classifier, structural synthesis, and optimization were reported in Section 14.2. The classifica-
imization are based on the consideration and synthesis of the electromagnetic system, analysis
etomotive force, design of the MEMS geometry and topology, and optimization of other
ifferent rotational (radial and axial) and translational motion microdevices are classified

s (closed), open-ended (open), and integrated electromagnetic systems.
is to approach and solve a wide range of practical problems encountered in nonlinear design,
alysis, control, and optimization of motion microstructures and microdevices with driving/

uitry controlled by ICs for high-performance MEMS. Studying MEMS, the emphases are

n of high-performance MEMS through devising innovative motion microdevices with radi-
 energy microdevices, microscale driving/sensing circuitry, and controlling/signal processing

ization and analysis of rotational and translation motion microdevices,

opment of high-performance signal processing and controlling ICs for microdevices devised,

opment of mathematical models with minimum level of simplifications and assumptions in
me domain,

n of optimal robust control algorithms,

n of intelligent systems through self-adaptation, self-organization, evolutionary learning, deci-
making, and intelligence,

opment of advanced software and hardware to attain the highest degree of intelligence,
ation, efficiency, and performance.

on, our goal is to perform nonlinear modeling, analysis, and simulation. To attain these
e apply the MEMS synthesis paradigm, develop nonlinear mathematical models to model

ctromagnetic-mechanical dynamics, perform optimization, design closed-loop control sys-
rform data-intensive analysis in the time domain.

 electromagnetic motion microdevices, using the magnetic vector and electric scalar potentials
spectively, one usually solves the partial differential equations 

element analysis. Here, µ, σ, and ε are the permeability, conductivity, and permittivity.
 to design electromagnetic MEMS as well as to perform electromagnetic–mechanical analysis
ation, differential equations must be solved in the time domain. In fact, basic phenomena
mprehensively modeled, analyzed, and assessed applying traditional finite element analysis,

the steady-state solutions and models. There is a critical need to develop the modeling tools
w one to augment nonlinear electromagnetics and mechanics in a single electromagnetic–
modeling core to attain high-fidelity analysis with performance assessment and outcome

 principles of MEMS are based upon electromagnetic principles. A complete electromagnetic
ived in terms of five electromagnetic field vectors. In particular, three electric field vectors

∇2– A µσ+ ∂A
∂t
------- µe+

∂ 2A

∂t2
--------- µσ∇V–=

ress LLC



and two magnetic field vectors are used. The electric field vectors are the electric field intensity, , the
electric flux density, , and the current density, . The magnetic field vectors are the magnetic field
intensity 
motion dev
mechanics.

Maxwell’s
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 and the magnetic field density . The differential equations for microelectromechanical
ice are found using Maxwell’s equations, constitutive (auxiliary) equations, and classical

 partial differential equations in the - and -domain in the point form are

e permittivity, µ is the permeability, σ is the conductivity, and ρv is the volume charge density.
titutive (auxiliary) equations are given using the permittivity ε, permeability tensor µ, and
 σ. In particular, one has

ell’s equations can be solved using the boundary conditions on the field vectors. In two-
a, we have

he surface current density vector,  is the surface normal unit vector at the boundary from
 region 1, and  is the surface charge density.

itutive relations that describe media can be integrated with Maxwell’s equations, which relate
rder to find two partial differential equations. Using the electric and magnetic field intensities

 model electromagnetic fields in MEMS, one has

ing pair of homogeneous and inhomogeneous wave equations

B

E H

E x, y z t, ,( )× µ∂H x, y z t, ,( )
∂t

-------------------------------–=

H x, y z t, ,( ) ε∂E x, y z t, ,( )
∂t

------------------------------ J x, y z t, ,( )+ ε∂E x, y z t, ,( )
∂t

------------------------------ σE x, y z t, ,( )+= =

E x, y z t, ,( )⋅
ρv x, y z t, ,( )

ε
-----------------------------=

H x, y z t, ,( )⋅ 0=

D εE or D εE P+==

B µH or B µ H M+( )==

J σ E or J ρνv==

E2 E1–( ) 0,  = aN H2 H1–( )× Js,= aN D2 D1–( )⋅ ρs,= aN B2 B1–( )⋅ 0=

aN

ρs

∇ ∇ E×( )× ∇ ∇ E⋅( ) ∇2– E −µ∂J
∂t
------ µ∂ 2D

∂t2
----------– µσ∂E

∂t
------– µε∂ 2E

∂t2
---------–= = =

∇ ∇ H×( )× ∇ ∇ H⋅( ) ∇2– H µσ∂H
∂t
-------– µε∂ 2H

∂t2
----------–= =

∇2E µσ ∂E
∂t
------– µε∂ 2E

∂t2
---------– ∇

ρv

ε
----- 

 =

∇2H µσ∂H
∂t
-------– µε∂ 2H

∂t2
----------– 0=
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is equivalent to four Maxwell’s equations and constitutive relations. For some cases, these two equations
can be solved independently. It must be emphasized that it is not always possible to use the boundary
conditions u
field vectors
vector poten

The electr

the inhomo

To model
usually appl

Using the
phenomena

The electr
employs a vo
be determin

The electr

In genera
tromagnetic

Ts Ts
E +=

E1D

=

0066_frame_C14.fm  Page 10  Wednesday, January 9, 2002  1:39 PM

©2002 CRC P
sing only  and , and thus, the problem not always can be simplified to two electromagnetic
. Therefore, the electric scalar and magnetic vector potentials are used. Denoting the magnetic
tial as  and the electric scalar potential as V, we have

omagnetic field is derivative from the potentials. Using the Lorentz equation

geneous vector potential wave equation to be solved is

 motion microdevices, the mechanical equations must be used, and Newton’s second law is
ied to derive the equations of motion.
 volume charge density ρv , the Lorenz force, which relates the electromagnetic and mechanical
, is found as

omagnetic force can be found by applying the Maxwell stress tensor method. This concept
lume integral to obtain the stored energy, and stress at all points of a bounding surface can

ed. The sum of local stresses gives the net force. In particular, the electromagnetic stress is

omagnetic stress energy tensor (the second Maxwell stress tensor) is

l, the electromagnetic torque developed by motion microstructures is found using the elec-
 field. In particular, the electromagnetic stress tensor is given as

E H

A

∇ A× B µH= = and E
∂A
∂t
-------– ∇V–=

∇ A⋅ ∂V
∂t
-------–=

∇2– A µσ ∂A
∂t
------- µε∂ 2A

∂t2
---------+ + µσ∇V–=

F ρv E v+ B×( ) ρvE J B×+= =

F ρνE J+ B×( ) vd
v∫

1
µ
--- Tαβ

↔  

ds⋅
s∫°= =

Tαβ
↔

0 Ex Ey Ez

Ex– 0 Bz By–

Ey– Bz– 0 Bx

Ez– By Bx– 0

=

Ts
M

1
1
2
--EjDj– E1D2 E1D3

E2D1 E2D2
1
2
--EjDj– E2D3

E3D1 E3D2 E3D3
1
2
--EjDj–

B1H1
1
2
--BjHj– B1H2 B1H3

B2H1 B2H2
1
2
--BjHj– B2H3

B3H1 B3H2 B3H3
1
2
--BjHj–

+
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For the Cartesian, cylindrical, and spherical coordinate systems, which can be used to develop the
mathematical model, we have
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 equations can be solved using the MATLAB environment.
 microdevices, the designer analyzes the torque or force production mechanisms. 

 second law for rotational and translational motions is

 θr are the angular velocity and displacement, v and x are the linear velocity and displacement,
et torque,  is the net force, J is the equivalent moment of inertia, and m is the mass.

EMS Mathematical Models

s of modeling and control of MEMS are very important in many applications. A mathe-
el is a mathematical description (in the form of functions or equations) of MEMS, which
tion microdevices (microscale actuators and sensors), radiating energy microdevices, micro-
/sensing circuitry, and controlling/signal processing ICs. The purpose of the model devel-
 understand and comprehend the phenomena, as well as to analyze the end-to-end behavior.
 MEMS, advanced analysis methods are required to accurately cope with the involved highly
sical phenomena, effects, and processes. The need for high-fidelity analysis, computationally-
rithms, and simulation time reduction increases significantly for complex microdevices, restrict-
cation of Maxwell’s equations to problems possible to solve. As was illustrated in the previous
linear electromagnetic and energy conversion phenomena are described by the partial differ-
ons. The application of Maxwell’s equations fulfills the need for data-intensive analysis capa-
outcome prediction within overall modeling domains as particularly necessary for simulation
 of high-performance MEMS. In addition, other modeling and analysis methods are applied.
 mathematical models, described by ordinary differential equations, can be used. The process
tical modeling and model development is given below.
step is to formulate the modeling problem:

ine and analyze MEMS using a multilevel hierarchy concept, develop multivariable input-
t subsystem pairs, e.g., motion microstructures (microscale actuators and sensors), radiating
y microdevices, microscale circuitry, ICs, controller, input/output devices;

rstand and comprehend the MEMS structure and system configuration;

r the data and information;

op input-output variable pairs, identify the independent and dependent control, disturbance,
t, reference (command), state and performance variables, as well as events;

Ex E1= , Ey E2, Ez E3,= = Dx D1= , Dy D2, Dz D3,= =

Hx H1= , Hy H2, Hz H3,= = Bx B1= , By B2, Bz B3= =

Er E1= , Eθ E2, Ez E3,= = Dr D1= , Dθ D2, Dz D3,= =

Hr H1= , Hθ H2, Hz H3,= = Br B1= , Bθ B2, Bz B3= =

Eρ E1= , Eθ E2, Eφ E3,= = Dρ D1= , Dθ D2, Dφ D3,= =

Hρ H1= , Hθ H2, Hφ H3,= = Bρ B1= , Bθ B2, Bφ B3= =

dωr

dt
--------- 1

J
-- TΣ,∑=

dθr

dt
-------- ωr=

dv
dt
----- 1

m
---- FΣ,∑= dx

dt
------ v=

∑FΣ
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• making accurate assumptions, simplify the problem to make the studied MEMS mathematically
tractable (mathematical models, which are the idealization of physical phenomena, are never
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utely accurate, and comprehensive mathematical models simplify the reality to allow the
er to perform a thorough analysis and make accurate predictions of the system performance).

d step is to derive equations that relate the variables and events:

e and specify the basic laws (Kirchhoff, Lagrange, Maxwell, Newton, and others) to be used
tain the equations of motion. Mathematical models of electromagnetic, electronic, and
anical microscale subsystems can be found and augmented to derive mathematical models
EMS using defined variables and events;

e mathematical models;

 step is the simulation, analysis, and validation:

ify the numerical and analytic methods to be used in analysis and simulations;

tically and/or numerically solve the mathematical equations (e.g., differential or difference
ions, nonlinear equations, etc.);

 information variables (measured or observed) and events, synthesize the fitting and mis-
 functionals;

 the results through the comprehensive comparison of the solution (model input-state-output-
 mapping sets) with the experimental data (experimental input-state-output-event mapping

late the fitting and mismatch functionals; 

ine the analytical and numerical data against new experimental data and evidence.

ing with the desired accuracy is not guaranteed, the mathematical model of MEMS must be
 the designer must start the cycle again.
gnetic theory and classical mechanics form the basis for the development of mathematical
EMS. It was illustrated that MEMS can be modeled using Maxwell’s equations and torsional-

equations of motion. However, from modeling, analysis, design, control, and simulation
, the mathematical models as given by ordinary differential equations can be derived and used. 
the rotational microstructure (bar magnet, current loop, and microsolenoid) in a uniform
ld, see Fig. 14.5. The microstructure rotates if the electromagnetic torque is developed. The
etic field must be studied to find the electromagnetic torque.
e tends to align the magnetic moment  with  and

 Clockwise rotation of the motion microstructure.

m B,

T m B×=
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For a microstructure with outside diameter 
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omagnetic torque is

 unit vector in the magnetic moment direction  one obtains

rent loop with the area A, the torque is found as

noid with N turns, one obtains

ctromagnetic torque is found, using Newton’s second law, one has

the load torque.
omotive (emf ) and magnetomotive (mmf ) forces can be used in the model development.

inary design, it is sufficiently accurate to apply Faraday’s or Lenz’s laws, which give the
e force in term of the time-varying magnetic field changes. In particular,

 the transformer term.
flux linkages are

the number of turns and Φp is the flux per pole.
l topology micromachines, we have

T 2F
1
2
--Dr αsin QDr B αsin mB αsin= = =

am,

T m B× amm B× QDram B×= = =

T m B× amm B× iAam B×= = =

T m B× amm B× iANam B×= = =

dωr

dt
---------

1
J
-- TΣ∑ 1

J
-- T TL–( ),= =

dθr

dt
-------- ωr=

emf E dl⋅
l∫° v B×( ) dl⋅

l∫°
∂B
∂t
------ds

s∫–= =

motional induction
generation

transformer induction

mmf H dl⋅
l∫ J ds⋅

s∫°
∂D
∂t
-------

s∫° ds+= =

emf
dψ
dt
-------– ∂ψ

∂t
-------–

∂ψ
∂θr

--------–
dθr

dt
-------- ∂ψ

∂t
-------–

∂ψ
∂θr

--------– ωr= = =

ψ 1
4
--πNSΦp=

Φp

µiNS

P2ge

------------Rin st= L
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where i is the current in the phase microwinding (supplied by the IC), Rin st is the inner stator radius, L
is the inductance, P is the number of poles, and ge is the equivalent gap, which includes the airgap and
radial thickn
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ess of the permanent magnet.
 the number of turns per phase as NS, the magnetomotive force is

lified expression for the electromagnetic torque for radial topology brushless micromachines

the air gap flux density, Bag = (µiNS/2Pge)cosPθr , is is the total current, Lr is the active length
length), and Dr is the outside rotor diameter.
 topology brushless micromachines can be designed and fabricated. The electromagnetic
en as

he nonlinear coefficient, which is found in terms of active conductors and thin-film permanent
th; and Da is the equivalent diameter, which is a function of windings and permanent-magnet

14.5.1: Mathematical Model of the Translational
sducer

illustrates a simple translational microstructure with a stationary member and movable
l microstructure (plunger), which can be fabricated using continuous batch-fabrication
The winding can be ‘‘printed” using the micromachining/CMOS technology.
 Newton’s second law of motion to study the dynamics. Newton’s law states that the accel-
 object is proportional to the net force. The vector sum of all forces is found as

 Microtransducer schematics with translational motion microstructure.

mmf
iNS

P
-------- Pθrcos=

T
1
2
--PBagisNSLrDr=

T kaxBagisNSDa
2=

F t( ) m
d2x

dt2
-------- Bv

dx
dt
------+= ks1x ks2x2+( ) Fe t( )+ +
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where x is the displacement of a translational microstructure (plunger), m is the mass of a movable
plunger, Bv is the viscous friction coefficient, ks1 and ks2 are the spring constants (the spring can be made
from polysil
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icon), and Fe(t) is the magnetic force which is found using the coenergy Wc, Fe(i, x) = .
h and restoring forces are not directly proportional to the displacement, and these forces
 on either side of the equilibrium position. The restoring/stretching force exerted by the
pring is expressed as (ks1x + ks2x

2).
 that the magnetic system is linear, the coenergy is expressed as

ctance is found as

d ℜg are the reluctances of the ferromagnetic material and air gap, Af and Ag are  the associated
 areas, and lf and (x + 2d) are the lengths of the magnetic material and the air gap.

chhoff ’s law, the voltage equation for the phase microcircuitry is

ux linkage ψ is expressed as ψ = L(x)i.
ins

ing this equation with differential equation

c

∂x
-----------------------

Wc i, x( ) 1
2
--L x( )i2=

Fe i, x( ) 1
2
--i2dL x( )

dx
--------------=

L x( ) N2

ℜf ℜg+
------------------

N2µf µ0 Af Ag

Aglf 2Af µ f x 2d+( )+
--------------------------------------------------= =

dL
dx
------

2N2mf
2m0Af

2Ag

Aglf 2Af µf x 2d+( )+[ ]2
---------------------------------------------------------–=

ua ri
dψ
dt
-------+=

ua ri L x( )di
dt
----- i

dL x( )
dx

--------------+ += dx
dt
------

di
dt
----- r

L x( )
-----------i–

2N2µf
2µ0Af

2Ag

L x( ) Aglf 2Af µ f+ x 2d+( )[ ]2
--------------------------------------------------------------------iv

1
L x( )
-----------ua+ +=

F t( ) m
d2x

dt2
-------- Bv

dx
dt
------ ks1x ks2x2+( ) Fe t( )+ + +=
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three nonlinear differential equations for the studied translation microdevise are found as
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14.5.2: Mathematical Model of an Elementary Synchronous 
ce Micromotor

single-phase reluctance micromotor, which can be straightforwardly fabricated using con-
MOS, LIGA, and LIGA-like technologies. Ferromagnetic materials are used to fabricate
tator and rotor, and windings can be deposited on the stator, see Fig. 14.7. 
rature and direct magnetic axes are fixed with the microrotor, which rotates with angular
These magnetic axes rotate with the angular velocity ω. Assume that the initial conditions
ce, the angular displacements of the rotor θr and the angular displacement of the quadrature

is θ are equal, and

etizing reluctance ℜm is a function of the rotor angular displacement θr. Using the number
 the magnetizing inductance is

.

izing inductance varies twice per one revolution of the rotor and has minimum and maxi-
, and

 Microscale single-phase reluctance motor with rotational motion microstructure (microrotor).

r Aglf 2Afµf+ x 2d+( )[ ]
N2µ f µ0 Af Ag

--------------------------------------------------------i–
2µ f Af

Aglf 2Af µf+ x 2d+( )
-------------------------------------------------iv

Aglf 2Afµf+ x 2d+( )
N2µf µ0AfAg

-------------------------------------------------ua+ +

v

N2µf
2µ0 Af

2Ag

m Aglf 2Af µf+ x 2d+( )[ ]2
--------------------------------------------------------------i2 1

m
---- ks1x ks2x2+( )

Bv

m
-----v––

θr θ ωr τ( ) τd
t0

t

∫ ω τ( ) τd
t0

t

∫= = = .

Lm θr( )
NS

2

ℜm θr( )
-----------------=

Lm  min

NS
2

ℜm  max θr( )
-------------------------=

θr=0,π ,2π ,…

, Lm  max
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2
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-------------------------=
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--π ,
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hat this variation is a sinusoidal function of the rotor angular displacement. Then,

s the average value of the magnetizing inductance and L∆m is half of the amplitude of the
ariation of the magnetizing inductance.
for Lm(θr) is documented in Fig. 14.8.
omagnetic torque, developed by single-phase reluctance motors is found using the expression
ergy Wc(ias, θr). From Wc(ias, θr) =  one finds

romagnetic torque is not developed by synchronous reluctance motors if IC feeds the
r voltage to the motor winding because  Hence, conventional control
annot be applied, and new methods, which are based upon electromagnetic features must
d. The average value of Te is not equal to zero if the current is a function of θr . As an
let us assume that the following current is fed to the motor winding:

 electromagnetic torque is

ematical model of the microscale single-phase reluctance motor is found by using Kirchhoff ’s
’s second laws

Magnetizing inductance Lm(θr).

2 r

Lm min

Lm

mL

0
2
3

mL

Lm θr( ) Lm L∆m–= 2θrcos

1
2
--(Lls Lm L∆m 2θrcos–+ )ias

2 ,

Te

∂Wc ias,θr( )
∂θr

---------------------------
∂ 1

2
--ias

2 Lls Lm L∆m–+ cos 2θr( )[ ]
∂θr

---------------------------------------------------------------------- L∆mias
2 2θrsin= = =

Te L∆mias
2=  sin 2θr.

ias iM Re= 2θrsin( )

Te L∆mias
2 2θrsin L∆miM

2= Re 2θrsin( )2=  sin2θr 0≠

Te av
1
π
--- L∆mias

2

0

π

∫=  sin2θr dθr
1
4
--L∆miM

2=

uas rsias

dψas

dt
----------- (circuitry equation)+=

Te Bmωr– TL– J
d2θr

dt2
----------= torsional-mechanical equation( )
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From  one obtains a set of three first-order nonlinear differential
equations. In particular, we have
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14.5.3: Mathematical Model of Two-Phase Permanent-Magnet 
icromotors

se permanent-magnet stepper micromotors, we have

ux linkages are ψas = Lasasias + Lasbsibs + ψasm and ψbs = Lbsasias + Lbsbsibs + ψbsm.
and ubs are the phase voltages in the stator microwindings as and bs; ias and ibs are the phase
he stator microwindings; ψas and ψbs are the stator flux linkages; rs are the resistances of the
windings; Lasas, Lasbs, Lbsas, and Lbsbs are the mutual inductances.
ical angular velocity and displacement are found using the number of rotor tooth RT,

d ωrm are the electrical and rotor angular velocities, and θr and θrm are the electrical and rotor
lacements.
linkages are functions of the number of the rotor tooth RT, and the magnitude of the flux
duced by the permanent magnets ψm. In particular,

 

nductance of the stator windings is

 microwindings are displaced by 90 electrical degrees. Hence, the mutual inductances between
icrowindings are zero, Lasbs = Lbsas = 0.
 have

rs

ls Lm L∆m–+ cos2θr

------------------------------------------------ias

2L∆m

Lls Lm L∆m–+ cos2θr

-------------------------------------------------iasωr sin2θr
1

Lls Lm L∆m–+ cos2θr

-------------------------------------------------uas+–

J
- L∆mias

2 2θrsin Bmωr– TL–( )

r

uas rsias

dψas

dt
-----------+=

ubs rsibs

dψbs

dt
-----------+=

ωr RTωrm=
θr RTθrm=

ψasm ψm cos RTθrm( ) and= ψbsm ψm sin RTθrm( )=

Lss Lasas Lbsbs Lls Lm+= = =

ψas Lssias ψmcos RTθrm( ) and+= ψbs Lssibs ψmsin RTθrm( )+=

ress LLC



Taking note of the circuitry equations, one has

Therefore, w

Using Ne

The expre
must be fou

one finds th

Hence, th
placement θ

ua

ub

0066_frame_C14.fm  Page 19  Wednesday, January 9, 2002  1:49 PM

©2002 CRC P
e obtain

wton’s second law, we have

ssion for the electromagnetic torque developed by permanent-magnet stepper micromotors
nd. Taking note of the relationship for the coenergy

e electromagnetic torque:

e transient evolution of the phase currents ias and ibs, rotor angular velocity ωrm, and dis-

rm, is modeled by the following differential equations:

s rsias

d Lssias ψmcos RTθrm( )+[ ]
dt

--------------------------------------------------------------+ rsias Lss

dias

dt
-------- RTψmωrm– sin RTθrm( )+= =

s rsibs

d Lssibs ψmsin RTθrm( )+[ ]
dt

-------------------------------------------------------------+ rsibs Lss

dibs

dt
-------- RTψmωrm+ cos RTθrm( )+= =

dias

dt
--------

rs

Lss

-----– ias

RTψm

Lss

---------------ωrm sin RTθrm( ) 1
Lss

-----+ uas+=

dibs

dt
--------

rs

Lss

-----– ibs  
RTψm

Lss

---------------– ωrm cos RTθrm( ) 1
Lss

-----+ ubs=

dωrm

dt
------------ 1

J
-- Te Bmωrm TL––( )=

dθrm

dt
----------- ωrm=

Wc
1
2
-- Lssias

2 Lssibs
2+( ) ψmias RTθrm( )cos ψmibs RTθrm( ) WPM+sin+ +=

Te

∂Wc

∂θrm

----------- RTψm ias RTθrm( ) ibs RTθrm( )cos–sin[ ]–= =

dias

dt
--------

rs

Lss

-----ias

RTψm

Lss

---------------ωrm RTθrm( ) 1
Lss

-----uas+sin+–=

dibs

dt
--------

rs

Lss

-----ibs–
RTψm

Lss

---------------ωrm RTθrm( ) 1
Lss

-----ubs+cos–=

dωrm

dt
------------

RTψm

J
--------------- ias RTθrm( )sin ibs RTθrm( )cos–[ ]

Bm

J
------ωrm–

1
J
--TL––=

dθrm

dt
----------- ωrm=
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These four nonlinear differential equations are rewritten in the state-space form as
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sis of the torque equation

o the conclusion that the expressions for a balanced two-phase current sinusoidal set is

ase currents are fed, the electromagnetic torque is a function of the current magnitude iM, and 

e currents needed to be fed are the functions of the rotor angular displacement. Assuming
uctances are negligibly small, we have the following phase voltages needed to be supplied:

14.5.4: Mathematical Model of Two-Phase Permanent-Magnet 
ous Micromotors

o-phase permanent-magnet synchronous micromotors. Using Kirchhoff ’s voltage law, we have

ux linkages are expressed as ψas = Lasasias + Lasbsibs + ψasm and ψbs = Lbsasias + Lbsbsibs + ψbsm.
linkages are periodic functions of the angular displacement (rotor position), and let

ias

dt
------

ibs

dt
------

rm

dt
---------

rm

dt
---------

rs

Lss

-----– 0 0 0

0
rs

Lss

-----– 0 0

0 0
Bm

J
------– 0

0 0 1 0

ias

ibs

ωrm

θrm

=

RTψm

Lss

---------------ωrm RTθrm( )sin

RTψm

Lss

---------------ωrm RTθrm( )cos–

RTψm

J
--------------- ias RTθrm( )sin ibs RTθrm( )cos–[ ]–

0

+

1
Lss

----- 0

0 1
Lss

-----

0 0

0 0

uas

ubs

0

0
1
J
--

0

– TL+

Te RTψm ias RTθrm( )sin ibs RTθrm( )cos–[ ]–=

ias 2iM RTθrm( ) and ibs 2iM RTθrm( )cos=sin–=

Te 2RTψmiM=

uas 2uM RTθrm( ) and ubs 2uM RTθrm( )cos=sin–=

uas rsias

dψas

dt
----------+=

ubs rsibs

dψbs

dt
----------+=

ψasm ψm θrm and ψbsmsin ψm θrmcos–= =
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r windings are displaced by 90 electrical degrees, and hence, the mutual inductances between
indings are Lasbs = Lbsas = 0. Thus, we have

, one finds

wton’s second law

ssion for the electromagnetic torque developed by permanent-magnet motors can be obtained
 coenergy

 has

ing the circuitry transients with the torsional-mechanical dynamics, one finds the mathemat-
f two-phase permanent-magnet micromotors in the following form:

Lss Lasas Lbsbs Lls Lm+= = =

ψas Lssias ψm θrm andsin+ ψbs Lssibs ψm θrmcos–==

uas rsias

d Lssias ψm θrmsin+( )
dt

-------------------------------------------------+ rsias Lss

dias

dt
-------- ψmωrm θrmcos+ += =

ubs rsibs

d Lssibs ψm θrmcos–( )
dt

--------------------------------------------------+ rsibs Lss

dibs

dt
-------- ψmωrm θrmsin–+= =

Te Bmωrm– TL– J
d2θrm

dt2
-------------=

dωrm

dt
------------ 1

J
-- Te Bmωrm– TL–( )=

dθrm

dt
----------- ωrm=

Wc
1
2
-- Lssias

2 Lssibs
2+( ) ψmias θrmsin ψmibs θrmcos– WPM+ +=

Te

∂Wc

∂θrm

-----------
Pψm

2
----------- ias θrmcos i+ bs θrmsin( )= =

dias

dt
--------

rs

Lss

-----ias–
ψm

Lss

-------ωrm θrm
1

Lss

-----uas+cos–=

dibs

dt
--------

rs

Lss

-----ibs

ψm

Lss

-------ωrm θrm
1

Lss

-----ubs+sin+–=

dωrm

dt
------------

Pψm

2J
----------- ias θrm ibs θrmsin+cos( )

Bm

J
------ωrm–

1
J
--TL–=

dθrm

dt
----------- ωrm=
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hase motors (assuming the sinusoidal winding distributions and the sinusoidal mmf wave-
electromagnetic torque is expressed as

 guarantee the balanced operation, one feeds

 the electromagnetic torque. In fact, one obtains

ap mmf and the phase current waveforms are plotted in Fig. 14.9.

ontrol of MEMS

al models of MEMS can be developed with different degrees of complexity. It must be
that in addition to the models of microscale motion devices, the fast dynamics of ICs should
. Due to the complexity of complete mathematical models of ICs, impracticality of the

quations, and very fast dynamics, the IC dynamics can be modeled using reduced-order
quation or as unmodeled dynamics. For MEMS, modeled using linear and nonlinear dif-
ations

trol algorithms can be designed.
 state, control, output, and reference (command) vectors are denoted as x, u, y, and r;
ncertainties (e.g., time-varying coefficients, unmodeled dynamics, unpredicted changes, etc.)
 using z and p vectors.

Air-gap mmf and the phase current waveforms.
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Te

Pψm

2
----------- iascos θrm ibssinθrm+( )=

ias 2iM θrm and ibs 2iM θrmsin=cos=

e

Pψm

2
----------- ias θrmcos ibs θrmsin+( )

Pψm

2
----------- 2iM cos2θrm sin2θrm+( )

Pψm

2
-----------iM= = =

ẋ t( ) Ax Bu,+= umin u umax,≤ ≤ y Hx=

ẋ t( ) Fz t, x, r, z( ) Bp t, x, p( )u,+= umin u umax,≤ ≤ y H x( )=
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The matrices of coefficients are A, B, and H. The smooth mapping fields of the nonlinear model are
denoted as Fz(⋅), Bp(⋅), and H(⋅).
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be emphasized that the control is bounded. For example, using the IC duty ratio dD as the
al, we have 0 ≤ dD ≤ 1 or −1 ≤ dD ≤ +1. Four-quadrant ICs are used due to superior
, and −1 ≤ dD ≤ +1. Hence, we have −1 ≤ u ≤ +1. However, in general, umin ≤ u ≤ umax.

nal-Integral-Derivative Control

S can be controlled by the proportional-integral-derivative (PID) controllers, which, taking
rol bounds, are given as [9]

, and kdj are the matrices of the proportional, integral, and derivative feedback gains; ς, β, σ,
re the nonnegative integers.

nlinear PID controllers, the tracking error is used. In particular,

unded controllers can be straightforwardly designed. For example, letting ς = β  = σ = µ = 0,
 following linear PI control law:

controllers with the state feedback extension can be synthesized as

) is the function that satisfies the general requirements imposed on the Lyapunov pair [9],
cient conditions for stability are used.
nt that nonlinear feedback mappings result, and the nonquadratic function V(e, x) can be
and used to obtain the control algorithm and feedback gains. 

 Control

trol is designed for the augmented systems, which are modeled using the state variables and
e dynamics. In particular, from

u t( ) satumin

umax e, e td ,∫ de
dt
----- 

 =

satumin

umax kpje
2 j+1
2β+1
-------------

j=0

ς

∑ kij e
2 j+1
2µ+1
-------------

∫
j=0

σ

∑
integral

dt kdjė
2 j+1
2γ +1
-------------

j=0

α

∑
derivative

+ +

proportional  
 
 
 
 

, umin u umax≤ ≤=

e t( ) r t( )
reference/command

y t( )
output

–=

u t( ) satumin

umax kp0e t( ) ki0 et td∫+ 
 =

satumin

umax e, x( )

satumin

umax kpje
2 j+1
2β+1
-------------

j=0

ς

∑ kij e
2 j+1
2µ+1
-------------

∫
j=0

σ

∑ dt kdjė
2 j+1
2γ +1
-------------

j=0

α

∑
derivative

+

integral

G t( )B
∂V e, x( )

∂ e

x

---------------------+ +

proportional 
 
 
 
 
 
 

, umin u umax≤ ≤

ẋ t( ) Ax Bu,+= ẋ
ref

t( ) r t( ) y t( )–= r t( ) Hx t( )–=
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ng the quadratic performance functional

e control law using the first-order necessary condition for optimality. In particular, we have 

 the positive semi-definite constant-coefficient matrix, and G is the positive weighting constant-
atrix.

ion of the Hamilton–Jacobi equation

y the quadratic return function V =  Here, K is the symmetric matrix, which must
 solving the nonlinear differential equation

oller is given as

 one has

, we obtain the integral control law

ol algorithm, the error vector is used in addition to the state feedback.
ustrated, the bounds are imposed on the control, and umin ≤ u ≤ umax. Therefore, the bounded

ust be designed. Using the nonquadratic performance functional [9]

ΣxΣ BΣu NΣr,+ + y Hx,= xΣ
x

xref ,= AΣ
A 0

H– 0
,= BΣ

B
0

,= NΣ
0
I

=

J
1
2
-- xΣ

TQxΣ uTGu+( ) td
t0

tf

∫=

u G 1– BΣ
T–

∂V
∂xΣ
-------- G 1– B

0

T

–= = ∂V
∂xΣ
--------

∂V
∂t
-------–

1
2
--xΣ

TQxΣ
∂V
∂xΣ
-------- 

  T

AxΣ
1
2
-- ∂V

∂xΣ
-------- 

  T

BΣG 1– BΣ
T ∂V
∂xΣ
--------–+=

1
2
-- xΣ

TKxΣ.

K̇– Q AΣ
TK KTAΣ KTBΣG 1– BΣ

TK,–+ += K tf( ) Kf=

u G 1– BΣ
TKxΣ– G 1–– B

0

T

KxΣ= =

t( ) e t( )= ,

xref t( ) e t( ) td∫=

u t( ) G 1– B
0

T

– K
x t( )

�e t( ) dt
=

J xΣ
TQxΣ G tan 1–∫ u+ ud 

  td
t0

tf

∫=
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with positive semi-definite constant-coefficient matrix Q and positive-definite matrix G, one finds
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roller is obtained assuming that the solution of the functional partial differential equation
oximated by the quadratic return function

he symmetric matrix.

timal Control

al controller can be designed using the functional

 of the Hamilton–Jacobi equation

e controller is found to be

imal” control algorithm cannot be implemented in practice due to the chattering phenom-
fore, relay-type control laws with dead zone

ly used.

ode Control

ng sliding mode control laws are synthesized in [9]. Sliding mode soft-switching algorithms
erior performance, and the chattering effect is eliminated.
 controllers, we model the states and errors dynamics as

th sliding manifold is

t) G 1– B
0

K
x t( )

�e t( ) td 
 tanh– sat 1–

+1 G 1– B
0

K
x t( )

�e t( ) td 
  ,–≈= 1– u 1≤ ≤

V
1
2
--xΣ

TKxΣ=

J
1
2
-- xΣ

TQxΣ( ) td
t0

tf

∫=

∂V
∂t
-------   = – min

1≤u≤1–

1
2
--xΣ

TQxΣ
∂V
∂xΣ
-------- 

  T

AxΣ BΣu+( )+

u sgn–= BΣ
T ∂V
∂xΣ
-------- 

  , 1 u 1≤ ≤–

u BΣ
T ∂V
∂xΣ
-------- 

 sgn–=
dead zone

, 1 u 1≤ ≤–

ẋ t( ) Ax Bu,+ 1 u 1≤ ≤–=

ė t( ) Nṙ t( ) HAx HBu––=

M t, x, e( ) R≥0∈ X E υ t, x, e( )×× 0={ }=

t, x, e( ) R≥0∈ X E υj t, x, e( )×× 0={ }
j=1

m

∩=
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The time-varying nonlinear switching surface is υ(t, x, e) = Kυxe(t, x, e) = 0. The soft-switching control
law is given as

where φ(⋅) i

Constrain

Constrained
the bounded

Here, xME

Fs(⋅), Bs(⋅) an
integer.

To design

with the exo
Using the

one obtains

The set o
controller sh

We map t
valued conti
feedback con
dental (expo
to-one funct
the control b

The perfo

where G−1 ∈

J =

0066_frame_C14.fm  Page 26  Wednesday, January 9, 2002  1:50 PM

©2002 CRC P
s the continuous real-analytic function of class C�(�  ≥ 1), for example, tanh and erf.

ed Control of Nonlinear MEMS: Hamilton–Jacobi Method

 optimization of MEMS is a topic of great practical interest. Using the Hamilton–Jacobi theory,
 controllers can be synthesized for continuous-time systems modeled as

MS ∈ Xs is the state vector; u ∈ U is the vector of control inputs: y ∈ Y is the measured output;
d H(⋅) are the smooth mappings; Fs(0) = 0, Bs(0) = 0, and H(0) = 0; and w is the nonnegative

 the tracking controller, we augment the MEMS dynamics

 

genous dynamics 
 augmented state vector

f admissible control U consists of the Lebesgue measurable function u(⋅), and a bounded
ould be designed within the constrained control set

he control bounds imposed by a bounded, integrable, one-to-one, globally Lipschitz, vector-
nuous function Φ ∈C�(� ≥ 1). Our goal is to analytically design the bounded admissible state-
troller in the closed form as u = Φ(x). The most common Φ are the algebraic and transcen-
nential, hyperbolic, logarithmic, trigonometric) continuously differentiable, integrable, one-
ions. For example, the odd one-to-one integrable function tanh with domain (−∞, +∞) maps
ounds. This function has the corresponding inverse function tanh−1 with range (−∞, +∞).
rmance cost to be minimized is given as

�
m ×m is the positive-definite diagonal matrix.

u t, x, e( ) Gφ υ( ),–= 1 u 1≤ ≤– , G 0>

ẋ
MEMS

t( ) Fs xMEMS( ) Bs xMEMS( )u2w+1 ,+= y HxMEMS=

umin u umax≤ ≤ , xMEMS t0( ) x0
MEMS=

ẋ
MEMS

t( ) Fs xMEMS( ) Bs xMEMS( )u2w+1+= y H xMEMS( )=

umin u umax≤ ≤ , xMEMS t0( ) x0
MEMS=

ẋ
ref

t( ) Nr y– Nr H xMEMS( ).–= =

x
xMEMS

xref
= X∈

ẋ t( ) F x, r( ) B x( )u2w+1 ,+ umin u umax,≤ ≤ x t0( ) x0,= x
xMEMS

xref
= =

F x, r( )
Fs xMEMS( )

H– xMEMS( )
0
N

+ r, B x( ) Bs xMEMS( )
0

= =

U u �
m uimin ui uimax,≤ ≤∈{= i 1,…,m }= .

Wx x( ) Wu u( )+[ ] td
t0

∞

∫ Wx x( ) 2w 1+( ) Φ 1– u( )( )T
G 1– diag u2w( ) ud∫+ td

t0

∞

∫=
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Performance integrands Wx(⋅) and Wu(⋅) are real-valued, positive-definite, and continuously differen-
tiable integrand functions. Using the properties of Φ one concludes that inverse function Φ−1 is integrable.
Hence, integ

exists.

Example

Consider a n

Taking note

one has the 
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ral

onlinear dynamic system

 of

positive-definite integrand

, if the hyperbolic tangent is used to map the saturation effect, for the single-input case, one has

 conditions that the control function u(·) guarantees a minimum to the Hamiltonian

 

er necessary condition n1,

order necessary condition n2,

tive-definite return function V(·), V ∈ Cκ, κ  ≥ 1, is

ilton–Jacobi–Bellman equation is given as

Φ 1– u( )( )T
G 1– diag u2w( ) ud∫

dx
dt
------ ax bu3,+= umin u umax≤ ≤

Wu u( ) 2w 1+( ) Φ 1– u( )( )T
G 1– diag u2w( ) ud∫=

u u( ) 3 tanh 1– uG 1– u2 ud∫ 1
3
--u3tanh 1– u

1
6
--u2 1

6
-- 1 u2–( )ln+ + , G 1– 1

3
--= = =

Wu u( ) 2w 1+( ) u2wtanh 1– u
k
--- ud∫ u2w+1tanh 1– u

k
--- k

u2w+1

k2 u2–
--------------- ud∫–= =

Wx x( ) 2w 1+( )+ Φ 1– u( )( )T
G 1– diag u2w( ) ud∫ ∂V x( )T

∂x
----------------- F x, r( ) B x( )u2w+1+[ ]+

∂H
∂u
------- 0=

∂ 2H

∂u ∂uT×
--------------------- 0>

V x0( ) inf
u∈U

J x0, u( ) inf J x0, Φ ·( )( ) 0≥= =

min
u∈U

Wx x( ) 2w 1+( )+ Φ 1– u( )( )T
G 1– diag u2w( ) ud

∂V x( )T

∂x
----------------- F x, r( ) B x( )u2w+1+[ ]+∫ 

 
 
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The controller should be derived by finding the control value that attains the minimum to nonquadratic
functional. The first-order necessary condition (n1) leads us to an admissible bounded control law. In
particular,

The secon
definite. Hen

If there ex
loop system
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and control 
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d-order necessary condition for optimality (n2) is met because the matrix G−1 is positive-
ce, a unique, bounded, real-analytic, and continuous control candidate is designed. 

ists a proper function V(x) which satisfies the Hamilton–Jacobi equation, the resulting closed-
 is robustly stable in the specified state X and control U sets, and robust tracking is ensured
x and compact set XY(X0,U,R,E0). That is, there exists an invariant domain of stability 

u(·), u ∈U steers the tracking error to the set

d e are the KL-functions; and u, r, and y are the K-functions.
ion of the functional equation should be found using nonquadratic return functions. To
the performance cost must be evaluated at the allowed values of the states and control. Linear
ar functionals admit the final values, and the minimum value of the nonquadratic cost is
er-series forms [9]. That is,

  

ion of the partial differential equation is satisfied by a continuously differentiable positive-
rn function

ces Ki are found by solving the Hamilton–Jacobi equation.
ratic return function in V(x) = xTK0x is found by letting η = γ  = 0. This quadratic candidate
loyed only if the designer enables to neglect the high-order terms in Taylor’s series expansion.
 and γ = 0, one obtains

= 4 and γ  = 1, we have the following function:

u Φ GB x( )T ∂V x( )
∂x

--------------- 
 – , u ∈U=

 ∈�
c, e ∈�

b: x t( ) x x0 , t( )≤ u u( ), e t( ) e e0 , t( ) r r( ) y y( ),+ +≤+

x ∈ X X0,U( ), t ∀ ∈ [t0, ∞), e ∀ ∈ E E0, R, Y( ) } �
c

�
b× ,⊂

δ( ) e ∈ �
b: e0 ∈ E0, x ∈ X X0,U( ), r ∈ R, y ∈ Y, t ∈ t0, ∞[ ){=

e t( )  e e0 ,t( ) δ, δ 0, e ∈ E E0,R,Y( ), t∀  ∈ t0,∞ )[∀≥+≤ } �
b⊂

Jmin v x0( )
2 i+γ +1( )

2γ +1
-----------------------

i=0

η

∑ , η 0, 1, 2, …, γ 0, 1, 2,…= = =

V x( ) 2γ 1+
2 i γ 1+ +( )
----------------------------

i=0

η

∑ x
i+γ +1
2γ +1
---------------

 
 

T

Kix
i+γ +1
2γ +1
---------------

=

1
2
--

V x( ) 1
2
--xTK0x

1
4
-- x2( )T

K1x2+=

x) 3
4
-- x2/3( )T

K0x2/3 1
2
--xTK1x

3
8
-- x4/3( )T

K2x4/3 3
10
----- x5/3( )T

K3x5/3 1
4
-- x2( )T

K4x2+ + + +=
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The nonlinear bounded controller is given as
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s Ki are diagonal, we have the following control algorithm:

ed Control of Nonlinear Uncertain MEMS: Lyapunov Method

rizon [t0, ∞) we consider the dynamics of MEMS modeled as

≥0 is the time; x ∈X is the state-space vector; u ∈U is the vector of bounded control inputs;
 ∈Y are the measured reference and output vectors; z ∈Z and p ∈P are the parameter
s, functions z(·) and p(·) are Lebesgue measurable and known within bounds; Z and P are
onempty compact sets; and Fz(·), Bp(·), and H(·) are the smooth mapping fields.
mulate and solve the motion control problem by synthesizing robust controllers that guar-
ty and robust tracking. Our goal is to design control laws that robustly stabilize nonlinear
 uncertain parameters and drive the tracking error e(t) = r(t) − y(t), e ∈E robustly to the

. For MEMS modeled by nonlinear differential equations with parameter variations, the
ing of the measured output vector y ∈Y must be accomplished with respect to the measured
ounded reference input vector r ∈R.
nal and uncertain dynamics are mapped by F(·), B(·), and Ξ(·). Hence, the system evolution
as

sts a norm of Ξ(t, x, u, z, p), and  ≤ ρ(t, x), where ρ(·) is the continuous
asurable function. Our goal is to solve the motion control problem, and tracking controllers
thesized using the tracking error vector and the state variables. Furthermore, to guarantee
nd to expand stability margins, to improve dynamic performance, and to meet other require-
udratic Lyapunov functions V(t, e, x) will be used in stability analysis and design of robust
trol laws.

u Φ GB x( )T diag x t( )
i−γ

2γ +1
-------------

Ki t( )x t( )
i+γ +1
2γ +1
---------------

i=0

η

∑ 
 
 

– ,=

diag x t( )
i−γ

2γ +1
-------------

x1

i−γ
2γ +1
-------------

0 L 0 0

0 x2

i−γ
2γ +1
-------------

L 0 0

M M O M M

0 0 L xc−1

i−γ
2γ +1
-------------

0

0 0 M 0 xc

i−γ
2γ +1
-------------

=

u Φ GB x( )T Kix
2i+1
2γ +1
-------------

i=0

η

∑ 
 
 

–=

Fz t, x, r, z( ) Bp t, x, p( )u, y+ H x( ), umin u umax, x t0( )≤ ≤ x0= = =

t, x, r) B t, x( )u Ξ t, x, u, z, p( ), y+ + H x( ),= umin u umax≤ ≤ , x t0( ) x0=

Ξ t, x, u, z, p( )
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Suppose that a set of admissible control U consists of the Lebesgue measurable function u(·). It was
demonstrated that the Hamilton–Jacobi theory can be used to find control laws, and the minimization
of nonquad

Letting u 
we define a 

where Ω(·) i
BE(·) is the m

Let us des
The quadrat
functions V
the nonlinea
the followin

where KEi(·)
2,…; β = 0,

The well-

By using 

One obtains

u Ω x( )Φ=

V t, e(
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ratic performance functionals leads one to the bounded controllers. 
= Φ(t, e, x), one obtains a set of admissible controllers. Applying the error and state feedback
family of tracking controllers as

s the nonlinear function; GE(·) and GX(·) are the diagonal matrix-functions defined on [t0,∞);
atrix-function; and V(·) is the continuous, differentiable, and real-analytic function.

ign the Lyapunov function. This problem is a critical one and involves well-known difficulties.
ic Lyapunov candidates can be used. However, for uncertain nonlinear systems, nonquadratic
(t, e, x) allow one to realize the full potential of the Lyapunov-based theory and lead us to
r feedback maps which are needed to achieve conflicting design objectives. We introduce

g family of Lyapunov candidates:

 and KXi(·) are the symmetric matrices; ζ, β, η, and γ are the nonnegative integers; ζ = 0, 1,
 1, 2,…; η = 0, 1, 2,…; and γ = 0, 1, 2,…
known quadratic form of V(t, e, x) is found by letting ζ = β = η = γ  = 0, and we have

ζ = 1, β = 0, η = 1, and γ = 0, one obtains a nonquadratic candidate:

 the following tracking control law:

t, e, x( ) Ω x( )Φ GE t( )BE t, x( )T1
s
--∂V t, e, x( )

∂e
------------------------- GX t( )B t, x( )T ∂V t, e, x( )

∂x
-------------------------+ 

 – , s
d
dt
-----= =

, x) 2β 1+
2 i β 1+ +( )
---------------------------- e

i+β+1
2β+1
----------------

 
 

T

KEi t( )e
i+β+1
2β+1
----------------

i=0

ς

∑ 2γ 1+
2 i γ 1+ +( )
---------------------------- x

i+γ +1
2γ +1
---------------

 
 

T

KXi t( )x
i+γ +1
2γ +1
---------------

i=0

η

∑+=

V t, e, x( ) 1
2
--eTKE0 t( )e

1
2
--xTKX0 t( )x+=

V t, e, x( ) 1
2
--eTKE0 t( )e

1
4
--e2

T

KE1 t( )e2 1
2
--xTKX0 t( )x

1
4
--x2

T

KX1 t( )x2+ + +=

u Ω x( )Φ GE t( )BE t, x( )T diag e t( )
i−β

2β+1
--------------

KEi t( )1
s
--e t( )

i+β+1
2β+1
----------------

i=0

ς

∑



–=

GX t( )B t, x( )T diag
i=0

η

∑ x t( )
i−γ

2γ +1
-------------

KXi t( )x t( )
i+γ +1
2γ +1
---------------





+

diag e t( )
i−β

2β+1
-------------

e1

i−β
2β+1
-------------

0 L 0 0

0 e2

i−β
2β+1
-------------

L 0 0

M M O M M

0 0 L eb−1

i−β
2β+1
-------------

0

0 0 M 0 eb

i−β
2β+1
-------------

=
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s KEi and KXi are diagonal, we have

loop uncertain system is robustly stable in X(X0, U, Z, P) and robust tracking is guaranteed
x and compact set E(E0, Y, R) if for reference inputs r ∈R and uncertainties in Z and P there
 ≥ 1) function V(·), as well as K∞-functions ρX1(·), ρX2(·), ρE1(·), ρE2(·) and K-functions ρX3(·),

that the following sufficient conditions:

ed in an invariant domain of stability S, and XE(X0, E0, U, R, Z, P) S.
ient conditions under which the robust control problem is solvable were given. Computing
e of the V(t, e, x), the unknown coefficients of V(t , e, x) can be found. That is, matrices

Xi(·) are obtained. This problem is solved using the nonlinear inequality concept [9]. 

14.6.1: Control of Two-Phase Permanent-Magnet
icromotors

mance MEMS with permanent-magnet stepper micromotors have been designed and man-
ontrollers are needed to be designed to control permanent-magnet stepper micromotors,
ular velocity and position are regulated by changing the magnitude of the voltages applied
fed to the stator windings (see Example 14.5.3). The rotor displacement is measured or
 order to properly apply the voltages to the phase windings. To solve the motion control
 controller must be designed. It is illustrated that novel control algorithms are needed to be
maximize the torque developed. In fact, conventional controllers

sed.
 coenergy concept, one finds the expression for the electromagnetic torque as given by 

e must fed the phase currents as sinusoidal and cosinusoidal functions of the rotor displacement.

diag x t( )
i−γ

2γ +1
-------------

x1

i−γ
2γ +1
-------------

0 L 0 0

0 x2

i−γ
2γ +1
-------------

L 0 0

M M O M M

0 0 L xn−1

i−γ
2γ +1
-------------

0

0 0 M 0 xn

i−γ
2γ +1
-------------

=

Ω x( )Φ GE t( )BE t, x( )T KEi t( )1
s
--e t( )

2i+1
2β+1
-------------

i=0

ς

∑ GX t( )B t, x( )T KXi t( )x t( )
2i+1
2γ +1
-------------

i=0

η

∑+
 
 
 

–

ρX1 x( ) ρE1 e( )+ V t, e, x( ) ρX2 x( ) ρE2 e( )+≤ ≤
dV t, e, x( )

dt
------------------------- ρX3– x( ) ρE3 e( )–≤

⊆

u G 1– BT∂V
∂x
-------–= and u Φ G 1– BT∂V

∂x
-------- 

 –=

Te RTψm– ias RTθrm( )sin ibs RTθrm( )cos–[ ]=
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The mathematical model of permanent-magnet stepper micromotor was found in Example 14.5.3 as

The rotor
Hence, rs(·) 
increasing te
Bm(·) ∈[Bm m

The follow

Here, x ∈X 
output, d ∈
uncertaintie
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An admis
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where e ∈E 
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 resistance is a function of temperature because the resistivity is ρT = ρ0[(1 + αρ(T° − 20°)].
∈[rs min rs max]. The susceptibility of the permanent magnets (thin films) decreases with
mperature. Other servo-system parameters also vary; in particular, Lss(·) ∈[Lss min Lss max] and

in Bm max].
ing equation of motion in vector form results:

 

and u ∈U are the state and control vectors, r ∈R and y ∈Y are the measured reference and
D is the disturbance, d = TL, and z  ∈Z and p ∈P are the unknown and bounded parameter
s.
is to design the bounded control u(·) within the constrained set

U = {u ∈ �
2: umin ≤ u ≤ umax, umin < 0, umax > 0} �

2˙

sible control law, which guarantees a balanced two-phase voltage applied to the ab windings
 the maximal electromagnetic torque production, is synthesized as

is the measured tracking error, e(t) = r(t) − y(t); Φ(·) is the bounded function (erf, sat, tanh),
|Φ(·)| ≤ Vmax, Vmax is the rated voltage; Gx(·), Ge(·), and Gi(·) are bounded and symmetric,
 0, Gi > 0; and V(·) is the Cκ(κ ≥ 1) continuously differentiable, real-analytic function.

, u ∈U, r ∈R, d ∈D, z ∈Z, and p ∈P, we obtain the state evolution set X. The state-output

dias

dt
-------

rs

Lss

------ias

RTψm

Lss

--------------ωrm RTθrm( )sin
1

Lss

-----uas+ +–=

dibs

dt
-------

rs

Lss

------ibs

RTψm

Lss

--------------ωrm RTθrm( )cos–
1

Lss

-----ubs+–=

dωrm

dt
-----------

RTψm

J
-------------- ias RTθrm( )sin ibs RTθrm( )cos–[ ]

Bm

J
------ωrm–

1
J
--TL––=

dθrm

dt
---------- ωrm=

ẋ t( ) Fz t, x, r, d, z( ) Bp p( )u,+= umin u umax≤ ≤

x t0( ) x0, x

ias

ibs

ωrm

θrm

, u
uas

ubs

, y θrm= = = =

⊂

uas

ubs

RTθrm( )sin– 0

0 RTθrm( )cos
=

Φ Gx t( )BT∂V t, x, e( )
∂x

------------------------- Ge t( )Be
T∂V t, x, e( )

∂e
------------------------- Gi t( )Be

T1
s
--∂V t, x, e( )

∂e
-------------------------+ + 

 ×

X

, D, Z, P) x, y( ) X Y : x0 X0, u U,∈∈×∈{ r R, d D, z Z, p P, t [t0, ∞)∈∈∈∈∈ }=
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and a reference-output map can be found. Our goal is to find the bounded controller such that the tracking
error e(⋅):[t0,∞)→E with  evolves in the specified closed set

Here, ρe(⋅) i
A positive
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s the KL-function; ρr(⋅), ρd(⋅) and ρy(⋅) are the K-functions.
-invariant domain of stability is found for the closed-loop system with x0 ∈X0, e0 ∈Ε0, u ∈U,
 z ∈Z and p ∈P. In particular,

is the KL-function.
the robustness, tracking, and disturbance rejection, we consider a state-error set

st tracking, stability, and disturbance rejection are guaranteed if . The admissible set
y using the Lyapunov stability theory [9], and

 

 ρ2(⋅), ρ3(⋅) and ρ4(⋅) are the K∞-functions; and ρ5(⋅) and ρ6(⋅) are the K-functions.
there exists a Cκ Lyapunov function V(t, x, e) such that for all 

 and  on  sufficient condition for stability (s1)

ity

 

 sufficient condition for stability s2, hold, then

on x(⋅):[t0,∞)→X for closed-loop system is robustly bounded and stable,
rgence of the error vector e(⋅):[t0, ∞)→E to Se is ensured in XE,
 convex and compact, and 

iteria (s1) and (s2) are guaranteed, we have 

e �
1 : e0 E0, x X X0,U, R, D, Z, P( ), t [t0, ∞)∈∈∈∈

ρe t, e0( ) ρr r( ) ρd d( ) ρy y( ) δ+ + + + , δ 0, e E E0, R, D, Y( ), t [t0, ∞)∈∀∈∀≥ }

Ss x{ �
4, e �

1 : x t( ) ρx t, x0( ) ρr r( ) ρd d( )+ +≤∈∈ δ, +=
x∀ X X0,U, R, D, Z, P( ), t∀ [t0, ∞),∈∈ e t( ) ρe t, e0( )≤ ρr r( )+

+ ρd d( ) ρy y( ) δ, e∀ E E0, R, D, Y( ), t∀ [t0, ∞) }∈∈+ + ,

XE X0, E0,U, R, D, Z, P( ) x, e( ) X E : x0 X0, e0 E0, u U,∈∈∈×∈{=
r R, d D, z Z, p P, t [t0, ∞)∈∈∈∈∈ }

XE Ss⊆

s x �
4,e �

1 : x0 X0, e0 E0, u U, r R, d D, z Z, p P∈∈∈∈∈∈∈∈∈




=

r1 x r2+ e V t, x, e( ) r3 x r4 e ,
dV t, x, e( )

dt
------------------------- r5 x– r6 e ,–≤+≤≤

x∀ X X0,U, R, P, Z, P( ), e∀ E E0, R, D, Y( ), t [t0, ∞)∈∀∈∈




x0 X0, e0 E0, u U,∈∈∈
, z Z,∈ p P∈ [t0, ∞)

r1 x r2 e V t, x, e( ) r3 x r4 e+≤≤+

dV t, x, e( )
dt

------------------------- r5– x r6 e–≤

XE Ss.⊆

XE Ss.⊆
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Using the nonquadratic Lyapunov candidate

one obtains 
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the bounded controller as

re the unknown matrix-functions, and Kej(⋅) and Kij(⋅) are the unknown coefficients; η = 0, 1,
1, 2,…; ς  = 0, 1, 2,…; β = 0, 1, 2,…; σ = 0, 1, 2,…; and µ = 0, 1, 2,….
 assumption that X0, E0, R, D, Z, and P are admissible, the robust tracking problem is solvable
s, the bounded real-analytic control u(⋅) guarantees the robust stability and steers the tracking
Furthermore, stability is guaranteed, disturbance rejection is ensured, and specified input-
ing performance can be achieved.
the controller designed, one maximizes the electromagnetic torque developed by permanent-
per micromotors. This can be easily shown by using the expression for the electromagnetic
alanced  two-phase sinusoidal voltage set (applied phase voltages uas and ubs), as well as the

ic identity 
ing controller can be designed using the tracking error. In particular, we have

ler design, implementation, and experimental verification are reported in [9].

onclusions

 reports the current status, documents innovative results, and researches novel paradigms
, modeling, analysis, simulation, control, and optimization of high-performance MEMS.
s are obtained applying reported nonlinear modeling, analysis, synthesis, control, and opti-
thods which allow one to attain performance assessment and predict outcomes. Novel MEMS
. The application of the plate, spherical, torroidal, conical, cylindrical, and asymmetrical
etry, as well as endless, open-ended, and integrated electromagnetic systems, allows one to
S. This idea is extremely useful in the studying of existing MEMS as well as in the synthesis

e high-performance MEMS. For example, asymmetrical (unconventional) geometry and
ectromagnetic system can be applied. Optimization can be performed, and the classifier
rves as a starting point from which advanced configurations can be synthesized and straight-
terpreted. Microscale motion devices geometry and electromagnetic systems, which play a

 are related. Structural synthesis and optimization of MEMS are formalized and interpreted
ative ideas. The MEMS classifier paradigm, in addition to being qualitative, leads one to
analysis. In fact, using the cornerstone laws of electromagnetics and mechanics (e.g., Maxwell’s,

x, e) 2γ 1+
2 j γ 1+ +( )
---------------------------- x 2γ +1

---------------

 
  Kxj t( )x 2γ +1

---------------

j=0

∑= + 2β 1+
2 j β 1+ +( )
---------------------------- e 2β+1

----------------

 
  Kej t( )e 2β+1

----------------

j=0

∑

+ 2µ 1+
2 j µ 1+ +( )
---------------------------- e

j+µ+1
2µ+1
----------------

 
 

T

Kij t( )e
j+µ+1
2µ+1
----------------

i=0

σ

∑

uas

ubs

RTθrm( )sin– 0

0 RTθrm( )cos
= = Φ Gx t( )BT diag x

j−γ
2γ +1
-------------

Kxj t( )x
j+γ +1
2γ +1
---------------

j=0

η

∑



+ Ge t( )Be
T Kej t( )e

2 j+1
2β+1
-------------

j=0

ς

∑ Gi t( )Be
T Kij t( )1

s
--e

2 j+1
2µ+1
-------------

j=0

σ

∑ 



+

a
2

sin a
2

cos+ 1.=

RTθrm( )sin– 0

0 RTθrm( )cos
= Φ Ge t( )Be

T Kei t( )e
2 j+1
2β+1
-------------

j=0

ς

∑ Gi t( )Be
T Kij t( )1

s
--e

2 j+1
2µ+1
-------------

i=0

σ

∑+
 
 
 
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Kirchhoff and Newton equations), the differential equations to model electromagnetic and mechanical
phenomena and effects can be derived and applied to attain the performance analysis with outcome
prediction. 
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Mathematical models for MEMS are found. Making use of these mathematical models,
 optimization were performed, and nonlinear control algorithms were designed. The elec-
s features and phenomena were integrated into the analysis, modeling, synthesis, and opti-
 is shown that to meet the specified level of performance, novel high-performance MEMS
ynthesized, high-fidelity modeling must be performed, advanced controllers have to be
 and highly detailed dynamic nonlinear simulations must be carried out. The results reported
pplication to the analysis and design of high-performance MEMS. Different MEMS can be

thesized, defined, and designed, and a number of long-standing issues related to geometrical
nd electromagnetics are studied. These benchmarking results allow one to reformulate and

ely important problems in MEMS theory, and solve a number of very complex issues in
ptimization with the ultimate goal to synthesize innovative high-performance, high torque,
ensities MEMS.
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15.1 Introduction

One of the fascinating aspects of mechatronic systems is that their function depends on interactions
between electrical and mechanical behavior and often magnetic, fluid, thermal, chemical, or other effects
as well. At the same time, this can present a challenge as these phenomena are normally associated with
different disciplines of engineering and physics. One useful approach to this multidisciplinary or “multi-
physics” problem is to establish analogies between behavior in different domains—for example, resonance
due to interaction between inertia and elasticity in a mechanical system is analogous to resonance due to
interaction between capacitance and inductance in an electrical circuit. Analogies can provide valuable
insight about how a design works, identify equivalent ways a particular function might be achieved, and
facilitate detailed quantitative analysis. They are especially useful in studying dynamic behavior, which
often arises from interactions between domains; for example, even in the absence of elastic effects, a mass
moving in a magnetic field may exhibit resonant oscillation. However, there are many ways that analogies
may be established and, unfortunately, the most appropriate analogy between electrical circuits, mechan-
ical and fluid systems remains unresolved: is force like current, or is force more like voltage? In this
contribution we examine the physical basis of the analogies in common use and how they may be extended
beyond mechanical and electrical systems.

Neville Hogan
Massachusetts Institute
of Technology
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University of Twente
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15.2 History

It is curious that one of the earliest applications of analogies between electrical and mechanical systems
was to enable the demonstration and study of transients in electrical networks that were otherwise too
fast to be observed by the instrumentation of the day by identifying mechanical systems with equivalent
dynamic behavior; that was the topic of a series of articles on “Models and analogies for demonstrating
electrical principles” (The Engineer, 1926). Improved methods capable of observing fast electrical tran-
sients directly (especially the cathode ray oscilloscope, still in use today) rendered this approach obsolete
but enabled quantitative study of nonelectrical systems via analogous electrical circuits (Nickle, 1925).
Although that method had considerably more practical importance at the time than it has today (we
now have the luxury of vastly more powerful tools for numerical computation of electromechanical system
responses), in the late ’20s and early ’30s a series of papers (Darrieus, 1929; Hähnle, 1932; Firestone, 1933)
formulated a rational method to use electrical networks as a framework for establishing analogies between
physical systems. 

15.3 The Force-Current Analogy: Across
and Through Variables

Firestone identified two types of variable in each physical domain—“across” and “through” variables—
which could be distinguished based on how they were measured. An ‘‘across’’ variable may be measured
as a difference between values at two points in space (conceptually, across two points); a ‘‘through’’ variable
may be measured by a sensor in the path of power transmission between two points in space (conceptually,
it is transmitted through the sensor). By this classification, electrical voltage is analogous to mechanical
velocity and electrical current is analogous to mechanical force. Of course, this classification of variables
implies a classification of network elements: a mass is analogous to a capacitor, a spring is analogous to
an inductor and so forth.

The “force-is-like-current” or “mass-capacitor” analogy has a sound mathematical foundation. Kirchhoff’s
node law or current law, introduced in 1847 (the sum of currents into a circuit node is identically zero)
can be seen as formally analogous to D’Alembert’s principle, introduced in 1742 (the sum of forces on
a body is identically zero, provided the sum includes the so-called “inertia force,” the negative of the
body mass times its acceleration). It is the analogy used in linear-graph representations of lumped-
parameter systems, proposed by Trent in 1955. Linear graphs bring powerful results from mathematical
graph theory to bear on the analysis of lumped-parameter systems. For example, there is a systematic
procedure based on partitioning a graph into its tree and links for selecting sets of independent variables
to describe a system. Graph-theoretic approaches are closely related to matrix methods that in turn
facilitate computer-aided methods. Linear graphs provide a unified representation of lumped-parameter
dynamic behavior in several domains that has been expounded in a number of successful textbooks (e.g.,
Shearer et al., 1967; Rowell & Wormley, 1997).

The mass-capacitor analogy also appears to afford some practical convenience. It is generally easier to
identify points of common velocity in a mechanical system than to identify which elements experience
the same force; and it is correspondingly easier to identify the nodes in an electrical circuit than all of
its loops. Hence with this analogy it is straightforward to identify an electrical network equivalent to a
mechanical system, at least in the one-dimensional case. 

Drawbacks of the Across-Through Classification

Despite the obvious appeal of establishing analogies based on practical measurement procedures, the
force-current analogy has some drawbacks that will be reviewed below: (i) on closer examination,
measurement-based classification is ambiguous; (ii) its extension to more than one-dimensional mechan-
ical systems is problematical; and (iii) perhaps most important, it leads to analogies (especially between
mechanical and fluid systems) that defy common physical insight.
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Measurement as a Basis for Analogies

Even a cursory review of state-of-the-art measurement technologies shows that the across-through
classification may be an anachronism or, at best, an over-simplification. Velocity (an “across” variable)
may be measured by an integrating accelerometer that is attached only to the point where velocity is
measured—that’s how the human inner ear measures head velocity. While the velocity is measured with
respect to an inertial reference frame (as it should be), there is no tangible connection to that frame. As
a further example, current in a conductor (a “through” variable) may be measured without inserting an
ammeter in the current path; sensors that measure current by responding to the magnetic field next to
the conductor are commercially available (and preferred in some applications). Moreover, in some cases
similar methods can be applied to measure both “across” and “through” variables. For example, fluid
flow rate is classified as a through variable, presumably by reference to its measurement by, for example,
a positive-displacement meter in the flow conduit; that’s the kind of fluid measurement commonly used in
a household water meter. However, optical methods that are used to measure the velocity of a rigid body
(classified as an across variable) are often adapted to measure the volumetric flow rate of a fluid (laser
doppler velocimetry is a notable example). Apparently the same fundamental measurement technology
can be associated with an across variable in one domain and a through variable in another. Thus, on
closer inspection, the definition of across and through variables based on measurement procedures is,
at best, ambiguous.

Beyond One-Dimensional Mechanical Systems

The apparent convenience of equating velocities in a mechanical system with voltages at circuit nodes
diminishes rapidly as we go beyond translation in one dimension or rotation about a fixed axis. A
translating body may have two or three independent velocities (in planar and spatial motion, respectively).
Each independent velocity would appear to require a separate independent circuit node, but the kinetic
energy associated with translation can be redistributed at will among these two or three degrees of freedom
(e.g., during motion in a circle at constant speed the total kinetic energy remains constant while that
associated with each degree of freedom varies). This requires some form of connection between the
corresponding circuit nodes in an equivalent electrical network, but what that connection should be is
not obvious. 

The problem is further exacerbated when we consider rotation. Even the simple case of planar motion
(i.e., a body that may rotate while translating) requires three independent velocities, hence three inde-
pendent nodes in an equivalent electrical network. Reasoning as above we see that these three nodes
must be connected but in a different manner from the connection between three nodes equivalent to
spatial translation. Again, this connection is hardly obvious, yet translating while rotating is ubiquitous
in mechanical systems—that’s what a wheel usually does. 

Full spatial rotation is still more daunting. In this case interaction between the independent degrees
of freedom is especially important as it gives rise to gyroscopic effects, including oscillatory precession
and nutation. These phenomena are important practical considerations in modern mechatronics, not
arcane subtleties of classical mechanics; for example, they are the fundamental physics underlying several
designs for a microelectromechanical (MEMS) vibratory rate gyroscope (Yazdi et al., 1998).

Physical Intuition

In our view the most important drawback of the across-through classification is that it identifies force
as analogous to fluid flow rate as well as electrical current (with velocity analogous to fluid pressure as
well as voltage). This is highly counter-intuitive and quite confusing. By this analogy, fluid pressure is
not analogous to force despite the fact that pressure is commonly defined as force per unit area. Fur-
thermore, stored kinetic energy due to fluid motion is not analogous to stored kinetic energy due to
motion of a rigid body. Given the remarkable similarity of the physical processes underlying these two
forms of energy storage, it is hard to understand why they should not be analogous. 
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Insight is the ultimate goal of modeling. It is a crucial factor in producing innovative and effective
designs and depends on developing and maintaining a “physical intuition” about the way devices behave.
It is important that analogies between physical effects in different domains can be reconciled with the
physical intuition and any method that requires a counter-intuitive analogy is questionable; at a minimum
it warrants careful consideration. 

15.4 Maxwell’s Force-Voltage Analogy:
Effort and Flow Variables

An alternative analogy classifies variables in each physical domain that (loosely speaking) describe motion
or cause it. Thus fluid flow rate, electrical current, and velocity are considered analogous (sometimes
generically described as “flow” variables). Conversely,  fluid pressure, electrical voltage, and force are con-
sidered analogous (sometimes generically described as “effort” variables).

The “force-is-like-voltage” analogy is the oldest drawn between mechanical and electrical systems. It
was first proposed by Maxwell (1873) in his treatise on electricity and magnetism, where he observed
the similarity between the Lagrangian equations of classical mechanics and electromechanics. That was
why Firestone (1933) presented his perspective that force is like current as “A new analogy between
mechanical and electrical systems” (emphasis added). Probably because of its age, the force-voltage
analogy is deeply embedded in our language. In fact, voltage is still referred to as “electromotive force”
in some contexts. Words like “resist” or “impede” also have this connotation: a large resistance or impedance
implies a large force for a given motion or a large voltage for a given current.

In fact, Maxwell’s classification of velocity as analogous to electrical current (with force analogous to
voltage) has a deeper justification than the similarity of one mathematical form of the equations of
mechanics and electromechanics; it can be traced to a similarity of the underlying physical processes.

Systems of Particles

Our models of the physical world are commonly introduced by describing systems of particles distributed
in space. The particles may have properties such as mass, charge, etc., though in a given context we will
deliberately choose to neglect most of those properties so that we may concentrate on a single physical
phenomenon of interest. Thus, to describe electrical capacitance, we consider only charge, while to describe
translational inertia, we consider only mass and so forth. 

Given that this common conceptual model is used in different domains, it may be used to draw
analogies between the variables of different physical domains. From this perspective, quantities associated
with the motion of particles may be considered analogous to one another; thus mechanical velocity,
electrical current, and fluid flow rate are analogous. Accordingly, mechanical displacement, displaced
fluid volume, and displaced charge are analogous; and thus force, fluid pressure, and voltage are analo-
gous. This classification of variables obviously implies a classification of network elements: a spring relates
mechanical displacement and force; a capacitor relates displaced charge and voltage. Thus a spring is
analogous to a capacitor, a mass to an inductor, and for this reason, this analogy is sometimes termed
the “mass-inductor” analogy. 

Physical Intuition

The “system-of-particles” models naturally lead to the “intuitive” analogy between pressure, force, and
voltage. But, is such a vague and ill-defined concept as “physical intuition” an appropriate consideration
in drawing analogies between physical systems? After all, physical intuition might largely be a matter of
usage and familiarity, rooted in early educational and cultural background. 

We think not; instead we speculate that physical intuition may be related to conformity with a mental
model of the physical world. That mental model is important for thinking about physical systems and,
if shared, for communicating about them. Because the “system-of-particles” model is widely assumed
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(sometimes explicitly, sometimes implicitly) in the textbooks and handbooks of basic science and engi-
neering we speculate that it may account for the physical intuition shared by most engineers. If so, then
conforming with that common “system-of-particles” mental model is important to facilitate designing,
thinking, and communicating about mechatronic systems. The force-voltage analogy does so; the force-
current analogy does not.

Dependence on Reference Frames

The “system-of-particles” model also leads to another important physical consideration in the choice of
analogies between variables: the way they depend on reference frames. The mechanical displacement that
determines the elastic potential energy stored in a spring and the displaced charge that determines the
electrostatic potential energy stored in a capacitor may be defined with respect to any reference frame
(whether time-varying or stationary). In contrast, the motion required for kinetic energy storage in a
rigid body or a fluid must be defined with respect to an inertial frame. Though it may often be overlooked,
the motion of charges required for magnetic field storage must also be defined with respect to an inertial
frame (Feynman et al., 1963).

To be more precise, the constitutive equations of energy storage based on motion (e.g., in a mass or
an inductor) require an inertial reference frame (or must be modified in a non-inertial reference frame).
In contrast, the constitutive equations of energy storage based on displacement (e.g., in a spring or a
capacitor) do not. Therefore, the mass-inductor (force-voltage) analogy is more consistent with funda-
mental physics than the mass-capacitor (force-current) analogy.

The modification of the constitutive equations for magnetic energy storage in a non-inertial reference
frame is related to the transmission of electromagnetic radiation. However, Kirchhoff ’s laws (more aptly
termed “Kirchhoff ’s approximations”), which are the foundations of electric network theory, are equiv-
alent to assuming that electromagnetic radiation is absent or negligible. It might, therefore, be argued
that the dependence of magnetic energy storage on an inertial reference frame is negligible for electrical
circuits, and hence is irrelevant for any discussion of the physical basis of analogies between electrical
circuits and other lumped-parameter dynamic-system models. That is undeniably true and could be used
to justify the force-current analogy. Nevertheless, because of the confusion that can ensue, the value of
an analogy that is fundamentally inconsistent with the underlying physics of lumped-parameter models is
questionable.

15.5 A Thermodynamic Basis for Analogies

Often in the design and analysis of mechatronic systems it is necessary to consider a broader suite of
phenomena than those of mechanics and electromechanics. For instance, it may be important to consider
thermal conduction, convection, or even chemical reactions and more. To draw analogies between the
variables of these domains it is helpful to examine the underlying physics. The analogous dynamic
behavior observed in different physical domains (resonant oscillation, relaxation to equilibrium, etc.) is
not merely a similarity of mathematical forms, it has a common physical basis which lies in the storage,
transmission, and irreversible dissipation of energy. Consideration of energy leads us to thermodynamics;
we show next that thermodynamics provides a broader basis for drawing analogies and yields some
additional insight.

All of the displacements considered to be analogous above (i.e., mechanical displacement, displaced
fluid volume, and displaced charge) may be associated with an energy storage function that requires
equilibrium for its definition, the displacement being the argument of that energy function. Generically,
these may be termed potential energy functions. To elaborate, elastic energy storage requires sustained
but recoverable deformation of a material (e.g., as in a spring); the force required to sustain that
deformation is determined at equilibrium, defined when the time rate of change of relative displacement
of the material particles is uniformly zero (i.e., all the particles are at rest relative to each other).
Electrostatic energy storage requires sustained separation of mobile charges of opposite sign (e.g., as in
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a capacitor); the required voltage is determined at equilibrium, defined when the time rate of change of
charge motion is zero (i.e., all the charges are at rest relative to each other). 

Extensive and Intensive Variables

In the formalism of thermodynamics, the amount of stored energy and the displacement that determines
it are extensive variables. That is, they vary with the spatial extent (i.e., size or volume) of the object
storing the energy. The total elastic energy stored in a uniform rod of constant cross-sectional area in an
idealized uniform state of stress is proportional to the length (and hence volume) of the rod; so is the
total relative displacement of its ends; both are extensive variables. The total electrostatic energy stored
in an idealized parallel-plate capacitor (i.e., one with no fringe fields) is proportional to the area of the
plates (and hence, for constant gap, the volume they enclose); so is the total separated charge on the
plates; both are extensive variables (cf., Breedveld, 1984).

Equilibrium of these storage elements is established by an intensive variable that does not change with
the size of the object. This variable is the gradient (partial derivative) of the stored energy with respect to
the corresponding displacement. Thus, at equilibrium, the force on each cross-section of the rod is the
same regardless of the length or volume of the rod; force is an intensive variable. If the total charge
separated in the capacitor is proportional to area, the voltage across the plates is independent of area;
voltage is an intensive variable. 

Dynamics is not solely due to the storage of energy but arises from the transmission and deployment
of power. The instantaneous power into an equilibrium storage element is the product of the (intensive)
gradient variable (force, voltage) with the time rate of change of the (extensive) displacement variable
(velocity, current). Using this thermodynamics-based approach, all intensive variables are considered
analogous, as are all extensive variables and their time rates of change, and so on.

Drawing analogies from a thermodynamic classification into extensive and intensive variables may
readily be applied to fluid systems. Consider the potential energy stored in an open container of incom-
pressible fluid: The pressure at any specified depth is independent of the area at that depth and the
volume of fluid above it; pressure is an intensive variable analogous to force and voltage, as our common
physical intuition suggests it should be. Conversely, the energy stored in the fluid above that depth is
determined by the volume of fluid; energy and volume are extensive variables, volume playing the role
of displacement analogous to electrical charge and mechanical displacement. Pressure is the partial
derivative of stored energy with respect to volume and the instantaneous power into storage is the product
of pressure with volumetric flow rate, the time rate of change of volume flowing past the specified depth.

An important advantage of drawing analogies from a classification into extensive and intensive vari-
ables is that it may readily be generalized to domains to which the ‘‘system-of-particles’’ image may be
less applicable. For example, most mechatronic designs require careful consideration of heating and
cooling but there is no obvious flow of particles associated with heat flux. Nevertheless, extensive and
intensive variables associated with equilibrium thermal energy storage can readily be identified. Drawing
on classical thermodynamics, it can be seen that (total) entropy is an extensive variable and plays the
role of a displacement. The gradient of energy with respect to energy is temperature, an intensive variable,
which should be considered analogous to force, voltage, and pressure. Equality of temperature establishes
thermal equilibrium between two bodies that may store heat (energy) and communicate it to one another.

A word of caution is appropriate here as a classification into extensive and intensive variables properly
applies only to scalar quantities such as pressure, volume, etc. As outlined below, the classification can
be generalized in a rigorous way to nonscalar quantities, but care is required (cf., Breedveld, 1984).

Equilibrium and Steady State

In some (though not all) domains energy storage may also be based on motion. Kinetic energy storage
may be associated with rigid body motion or fluid motion; magnetic energy storage requires motion of
charges. The thermodynamics-based classification properly groups these different kinds of energy stor-
age as analogous to one another and generically they may be termed kinetic energy storage elements.
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All of the motion variables considered to be analogous (i.e., velocity, fluid flow rate, current) may be
associated with an energy storage function that is defined by steady state (rather than by equilibrium).
For a rigid body, steady motion requires zero net force, and hence constant momentum and kinetic
energy. For the magnetic field that stores energy in an inductor, steady current requires zero voltage, and
hence constant magnetic flux and magnetic energy.

It might reasonably be argued that any distinction between equilibrium and steady state is purely a
matter of perspective and common usage, rather than a fundamental feature of the physical world. For
example, with an alternative choice of reference frames, “sustained motion” could be redefined as “rest”
or “equilibrium.” From this perspective, a zero-relative-velocity “equilibrium” between two rigid bodies
(or between a rigid body and a reference frame) could be defined by zero force. Following this line of
reasoning any distinction between the mass-inductor and mass-capacitor analogies would appear to be
purely a matter of personal choice. However, while the apparent equivalence of “equilibrium” and “steady
state” may be justifiable in the formal mathematical sense of zero rate of change of a variable, in a
mechanical system, displacement (or position) and velocity (or momentum) are fundamentally different.
For example, whereas velocity, force, and momentum may be transformed between reference frames as
rank-one tensors, position (or displacement) may not be transformed as a tensor of any kind. Thus, a
distinction between equilibrium and steady state reflects an important aspect of the structure of physical
system models.

Analogies, Not Identities

It is important to remember that any classification to establish analogies is an abstraction. At most,
dynamic behavior in different domains may be similar; it is not identical. We have pointed out above
that if velocity or current is used as the argument of an energy storage function, care must be taken to
identify an appropriate inertial reference frame and/or to understand the consequences of using a non-
inertial frame. However, another important feature of these variables is that they are fundamentally
vectors (i.e., they have a definable spatial orientation). One consequence is that the thermodynamic
definition of extensive and intensive variables must be generalized before it may be used to classify these
variables (cf., Breedveld, 1984). In contrast, a quantity such as temperature or pressure is fundamentally
a scalar. Furthermore, both of these quantities are intrinsically “positive” scalars insofar as they have well-
defined, unique and physically meaningful zero values (absolute zero temperature, the pressure of a
perfect vacuum). Quite aside from any dependence on inertial reference frames, the across-through
analogy between velocity (a vector with no unique zero value) and pressure (a scalar with a physically
important zero) will cause error and confusion if used without due care.

This consideration becomes especially important when similar elements of a model are combined (for
example, a number of bodies moving with identical velocity may be treated as a single rigid body) to
simplify the expression of dynamic equations or improve their computability. The engineering variables
used to describe energy storage can be categorized into two groups: (i) positive-valued scalar variables
and (ii) nonscalar variables. Positive-valued scalar variables have a physically meaningful zero or absolute
reference; examples include the volume of stored fluid, the number of moles of a chemical species, entropy,
etc. Nonscalar1 variables have a definable spatial orientation. Even in the one-dimensional case they can
be positive or negative, the sign denoting direction with respect to some reference frame; examples include
displacement, momentum, etc. These variables generally do not have a physically meaningful zero or
absolute reference, though some of them must be defined with respect to an inertial frame.

Elements of a model that describe energy storage based on scalar variables can be combined in only one
way: they must be in mutual equilibrium; their extensive variables are added, while the corresponding
intensive variables are equal, independent of direction, and determine the equilibrium condition. For
model elements that describe energy storage based on nonscalar variables there are usually two options.

1The term “vector variables” suggests itself but these variables may include three-dimensional spatial orientation,
which may not be described as a vector.
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Electrical capacitors, for instance, may be combined in parallel or in series and the resulting equivalent
capacitor may readily be determined. In a parallel connection, equilibrium is determined by voltage (an
intensive variable) and the electric charges (extensive variables) are added as before. However, a series
connection is the “dual” in the sense that the roles of charge and voltage are exchanged: equality of charges
determines equilibrium and the voltages are added. Mechanical springs may also be combined in two ways.
However, that is not the case for translational masses and rotational inertias; they may only be combined
into a single equivalent rigid body if their velocities are equal and in that case their momenta are added.

The existence of two “dual” ways to combine some, but not all, of the energy storage elements based
on nonscalar quantities is somewhat confusing. It may have contributed to the lengthy debate (if we date
its beginning to Maxwell, lasting for over a century!) on the best analogy between mechanical and electrical
systems. Nevertheless, the important point is that series and parallel connections may not be generalized
in a straightforward way to all domains.

Nodicity

As insight is the foremost goal of modeling, analogies should be chosen to promote insight. Because there
may be fundamental differences between all of the physical domains, care should be exercised in drawing
analogies to ensure that special properties of one domain should not be applied inappropriately to other
domains. This brings us to what may well be the strongest argument against the across-through classification.
History suggests that it originated with the use of equivalent electrical network representations of nonelec-
trical systems. Unfortunately, electrical networks provide an inappropriate basis for developing a general
representation of physical system dynamics. This is because electrical networks enjoy a special property,
nodicity, which is quite unusual among the physical system domains (except as an approximation). 

Nodicity refers to the fact that any sub-network (cut-set) of an electrical network behaves as a node
in the sense that a Kirchhoff current balance equation may be written for the entire sub-network. As a
result of nodicity, electrical network elements can be assembled in arbitrary topologies and yet still
describe a physically realizable electrical network. This property of “arbitrary connectability” is not a
general property of lumped-parameter physical system models. Most notably, mass elements cannot be
connected arbitrarily; they must always be referenced to an inertial frame. For that reason, electrical
networks can be quite misleading when used as a basis for a general representation of physical system
dynamics. This is not merely a mathematical nicety; some consequences of non-nodic behavior for control
system analysis have recently been explored (Won and Hogan, 1998).

By extension, because each of the physical domains has its unique characteristics, any attempt to
formulate analogies by taking one of the domains (electrical, mechanical, or otherwise) as a starting point
is likely to have limitations. A more productive approach is to begin with those characteristics of physical
variables common to all domains and that is the reason to turn to thermodynamics. In other words, the
best way to identify analogies between domains may be to “step outside” all of them. By design, general
characteristics of all domains such as the extensive nature of stored energy, the intensive nature of the
variables that define equilibrium, and so forth, are not subject to the limitations of any one (such as
nodicity). That is the main advantage of drawing analogies based on thermodynamic concepts such as
the distinction between extensive and intensive variables.

15.6 Graphical Representations

Analogies are often associated with abstract graphical representations of multi-domain physical system
models. The force-current analogy is usually associated with the linear graph representation of networks
introduced by Trent (1955); the force-voltage analogy is usually associated with the bond graph represen-
tation introduced by Paynter (1960). Bond graphs classify variables into efforts (commonly force, voltage,
pressure, and so forth) and flows (commonly velocity, current, fluid flow rate, and so forth). Bond graphs
extend all the practical benefits of the force-current (across-through) analogy to the force-voltage (effort-
flow) analogy: they provide a unified representation of lumped-parameter dynamic behavior in several
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domains that has been expounded in a number of successful textbooks (e.g., Karnopp et al., 1975,
1999), there are systematic methods for selecting sets of independent variables to describe a system,
ways to take advantage of the ease of identifying velocities and voltages, and matrix methods to facilitate
computer analysis. In fact, several computer-aided modeling support packages using the bond-graph
language are now available. Furthermore, bond graphs have been applied successfully to describe the
dynamics of spatial mechanisms (including gyroscopic effects) while, to the authors’ knowledge, linear
graphs have not.

Although the force-voltage analogy is most commonly used with bond graphs, the force-current
analogy can be used just as readily; the underlying mathematical formalism is indifferent to the choice
of which variables are chosen as analogous. In fact, pursuing this line of thought, the choice is unnecessary
and may be avoided; doing so affords a way to clarify the potential confusion over the role of intensive
variables and the dual types of connection available for some elements in some domains.

In the Generalized Bond Graph (GBG) approach (Breedveld, 1984) all energy storage becomes anal-
ogous and only one type of storage element, a (generalized) capacitor, is identified. Its displacement is
an extensive variable; the gradient of its energy storage function with respect to that displacement is an
intensive variable. In some (but not all) domains a particular kind of coupling known as a gyrator is
found that gives rise to the appearance of a dual type of energy storage, a (generalized) inertia as well as
the possibility of dual ways to connect elements. The GBG representation emphasizes the point that the
presence of dual types of energy storage and dual types of connection is a special property (albeit an
important one) of a limited number of domains. In principle, either a “mass-capacitor” analogy or a
“mass-inductor” analogy can be derived from a GBG representation by choosing to associate the gyrating
coupling with either the “equilibrium” or “steady-state” energy storage elements.

The important point to be taken here is that the basis of analogies between domains does not depend
on the use of a particular abstract graphical representation. The practical value of establishing analogies
between domains and the merits of a domain-independent approach based on intensive vs. extensive
variables remains regardless of which graph-theoretic tools (if any) are used for analysis. 

15.7 Concluding Remarks

In the foregoing we articulated some important considerations in the choice of analogies between
variables in different physical domains. From a strictly mathematical viewpoint there is little to choose;
both analogies may be used as a basis for rigorous, self-consistent descriptions of physical systems. The
substantive and important factors emerge from a physical viewpoint—considering the structured way
physical behavior is described in the different domains. Summarizing:

• The “system-of-particles” model that is widely assumed in basic science and engineering naturally
leads to the intuitive analogy between force and voltage, velocity and current, a mass and an
inductor, and so on.

• The measurement procedures used to motivate the distinction between across and through vari-
ables at best yield an ambiguous classification.

• Nodicity (the property of “arbitrary connectability”) is not a general property of lumped-
parameter physical system models. Thus, electrical networks, which are nodic, can be quite
misleading when used as a basis for a general representation of physical system dynamics.

• The intuitive analogy between velocity and current is consistent with a thermodynamic classifi-
cation into extensive and intensive variables. As a result, the analogy can be generalized to dynamic
behavior in domains to which the “system-of-particles” image may be less applicable.

• The force-voltage or mass-inductor analogy reflects an important distinction between equilibrium
energy-storage phenomena and steady-state energy-storage phenomena: the constitutive equations
of steady-state energy storage phenomena require an inertial reference frame (or must be modified
in a non-inertial reference frame) while the constitutive equations of equilibrium energy storage
phenomena do not.
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Our reasoning is based on an assumption that models of physical system dynamics should properly
reflect the way descriptions of physical phenomena depend on reference frames and should be compatible
with thermodynamics. The across-through classification of variables does not meet these requirements.
By contrast, the classification of variables based on the system-of-particles point of view that leads to an
analogy between force, pressure, and voltage on the one hand and velocity, fluid flow, and current on
the other not only satisfies these criteria, but is the least artificial from a common-sense point of view.
We believe this facilitates communication and promotes insight, which are the ultimate benefits of using
analogies.
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16
Introduction to Sensors

and Actuators

16.1 Sensors
Classification • Principle of Operation • Selection Criteria 
• Signal Conditioning • Calibration 

16.2 Actuators
Classification • Principle of Operation • Selection Criteria

Sensors and actuators are two critical components of every closed loop control system. Such a system is
also called a mechatronics system. A typical mechatronics system as shown in Fig. 16.1 consists of a sensing
unit, a controller, and an actuating unit. A sensing unit can be as simple as a single sensor or can consist
of additional components such as filters, amplifiers, modulators, and other signal conditioners. The
controller accepts the information from the sensing unit, makes decisions based on the control algorithm,
and outputs commands to the actuating unit. The actuating unit consists of an actuator and optionally
a power supply and a coupling mechanism.

16.1 Sensors

Sensor is a device that when exposed to a physical phenomenon (temperature, displacement, force, etc.)
produces a proportional output signal (electrical, mechanical, magnetic, etc.). The term transducer is
often used synonymously with sensors. However, ideally, a sensor is a device that responds to a change
in the physical phenomenon. On the other hand, a transducer is a device that converts one form of
energy into another form of energy. Sensors are transducers when they sense one form of energy input
and output in a different form of energy. For example, a thermocouple responds to a temperature change
(thermal energy) and outputs a proportional change in electromotive force (electrical energy). Therefore,
a thermocouple can be called a sensor and or transducer.

Classification

Table 16.1 lists various types of sensors that are classified by their measurement objectives. Although this
list is by no means exhaustive, it covers all the basic types including the new generation sensors such as
smart material sensors, microsensors, and nanosensors.

M. Anjanappa 
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TABLE 16.1 Type of Sensors for Various Measurement Objectives

Sensor Features

Linear/Rotational sensors

Linear/Rotational variable differential 
transducer (LVDT/RVDT)

High resolution with wide range capability
Very stable in static and quasi-static applications 

Optical encoder Simple, reliable, and low-cost solution
Good for both absolute and incremental measurements

Electrical tachometer Resolution depends on type such as generator or magnetic pickups
Hall effect sensor High accuracy over a small to medium range
Capacitive transducer Very high resolution with high sensitivity

Low power requirements
Good for high frequency dynamic measurements

Strain gauge elements Very high accuracy in small ranges
Provides high resolution at low noise levels

Interferometer Laser systems provide extremely high resolution in large ranges
Very reliable and expensive

Magnetic pickup Output is sinusoidal
Gyroscope
Inductosyn Very high resolution over small ranges

Acceleration sensors

Seismic accelerometer Good for measuring frequencies up to 40% of its natural frequency
Piezoelectric accelerometer High sensitivity, compact, and rugged

Very high natural frequency (100 kHz typical)

Force, torque, and pressure sensor

Strain gauge 
Dynamometers/load cells

Good for both static and dynamic measurements
They are also available as micro- and nanosensors

Piezoelectric load cells Good for high precision dynamic force measurements
Tactile sensor Compact, has wide dynamic range, and high
Ultrasonic stress sensor Good for small force measurements

Flow sensors

Pitot tube Widely used as a flow rate sensor to determine speed in aircrafts
Orifice plate Least expensive with limited range
Flow nozzle, venturi tubes Accurate on wide range of flow

More complex and expensive
Rotameter Good for upstream flow measurements

Used in conjunction with variable inductance sensor
Ultrasonic type Good for very high flow rates

Can be used for both upstream and downstream flow measurements
Turbine flow meter Not suited for fluids containing abrasive particles

Relationship between flow rate and angular velocity is linear
Electromagnetic flow meter Least intrusive as it is noncontact type

Can be used with fluids that are corrosive, contaminated, etc.
The fluid has to be electrically conductive

Temperature sensors

Thermocouples This is the cheapest and the most versatile sensor
Applicable over wide temperature ranges (-200∞C to 1200∞C typical)

Thermistors Very high sensitivity in medium ranges (up to 100∞C typical)
Compact but nonlinear in nature

Thermodiodes, thermo transistors Ideally suited for chip temperature measurements
Minimized self heating

RTD—resistance temperature detector More stable over a long period of time compared to thermocouple
Linear over a wide range

(continued)
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Sensors can also be classified as passive or active. In passive sensors, the power required to produce
the output is provided by the sensed physical phenomenon itself (such as a thermometer) whereas the
active sensors require external power source (such as a strain gage).

Furthermore, sensors are classified as analog or digital based on the type of output signal. Analog
sensors produce continuous signals that are proportional to the sensed parameter and typically require

TABLE 16.1 Type of Sensors for Various Measurement Objectives (Continued)

Sensor Features

Infrared type Noncontact point sensor with resolution limited by wavelength
Infrared thermography Measures whole-field temperature distribution

Proximity sensors

Inductance, eddy current, hall effect, 
photoelectric, capacitance, etc.

Robust noncontact switching action
The digital outputs are often directly fed to the digital controller

Light sensors

Photoresistors, photodiodes, photo 
transistors, photo conductors, etc.

Measure light intensity with high sensitivity
Inexpensive, reliable, and noncontact sensor

Charge-coupled diode Captures digital image of a field of vision

Smart material sensors

Optical fiber
As strain sensor

As level sensor
As force sensor
As temperature sensor

Alternate to strain gages with very high accuracy and bandwidth
Sensitive to the reflecting surface’s orientation and status
Reliable and accurate
High resolution in wide ranges
High resolution and range (up to 2000∞C)

Piezoelectric
As strain sensor
As force sensor
As accelerometer

Distributed sensing with high resolution and bandwidth
Most suitable for dynamic applications
Least hysteresis and good setpoint accuracy

Magnetostrictive
As force sensors

As torque sensor

Compact force sensor with high resolution and bandwidth
Good for distributed and noncontact sensing applications
Accurate, high bandwidth, and noncontact sensor

Micro- and nano-sensors

Micro CCD image sensor Small size, full field image sensor
Fiberscope Small (0.2 mm diameter) field vision scope using SMA coil actuators
Micro-ultrasonic sensor Detects flaws in small pipes
Micro-tactile sensor Detects proximity between the end of catheter and blood vessels 

\

FIGURE 16.1 A typical mechatronics system.
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analog-to-digital conversion before feeding to the digital controller. Digital sensors on the other hand
produce digital outputs that can be directly interfaced with the digital controller. Often, the digital outputs
are produced by adding an analog-to-digital converter to the sensing unit. If many sensors are required,
it is more economical to choose simple analog sensors and interface them to the digital controller
equipped with a multi-channel analog-to-digital converter.

Principle of Operation

Linear and Rotational Sensors

Linear and rotational position sensors are two of the most fundamental of all measurements used in a
typical mechatronics system. The most common type position sensors are listed in Table 16.1. In general,
the position sensors produce an electrical output that is proportional to the displacement they experience.
There are contact type sensors such as strain gage, LVDT, RVDT, tachometer, etc. The noncontact type
includes encoders, hall effect, capacitance, inductance, and interferometer type. They can also be classified
based on the range of measurement. Usually the high-resolution type of sensors such as hall effect, fiber
optic inductance, capacitance, and strain gage are suitable for only very small range (typically from 0.1 mm
to 5 mm). The differential transformers on the other hand, have a much larger range with good resolution.
Interferometer type sensors provide both very high resolution (in terms of microns) and large range of
measurements (typically up to a meter). However, interferometer type sensors are bulky, expensive, and
requires large set up time.

Among many linear displacement sensors, strain gage provides high
resolution at low noise level and is least expensive. A typical resistance
strain gage consists of resistive foil arranged as shown in the Fig. 16.2.
A typical setup to measure the normal strain of a member loaded in
tension is shown in Fig. 16.3. Strain gage 1 is bonded to the loading
member whereas strain gage 2 is bonded to a second member made
of same material, but not loaded. This arrangement compensates for
any temperature effect. When the member is loaded, the gage 1
elongates thereby changing the resistance of the gage. The change in
resistance is transformed into a change in voltage by the voltage-
sensitive wheatstone bridge circuit. Assuming that the resistance of
all four arms are equal initially, the change in output voltage (Dvo)
due to change in resistance (DR1) of gage 1 is

Acceleration Sensors

Measurement of acceleration is important for systems subject to shock and vibration. Although acceler-
ation can be derived from the time history data obtainable from linear or rotary sensors, the accelerom-
eters whose output is directly proportional to the acceleration is preferred. Two common types include

FIGURE 16.3 Experimental setup to measure normal
strain using strain gages.

FIGURE 16.2 Bonded strain gage.
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the seismic mass type and the piezoelectric accelerometer. The seismic mass type accelerometer is based
on the relative motion between a mass and the supporting structure. The natural frequency of the seismic
mass limits its use to low to medium frequency applications. The piezoelectric accelerometer, however,
is compact and more suitable for high frequency applications. 

Force, Torque, and Pressure Sensors

Among many type of force/torque sensors, the strain gage dyanamometers and piezoelectric type are most
common. Both are available to measure force and/or torque either in one axis or multiple axes. The dyna-
mometers make use of mechanical members that experiences elastic deflection when loaded. These types
of sensors are limited by their natural frequency. On the other hand, the piezoelectric sensors are
particularly suitable for dynamic loadings in a wide range of frequencies. They provide high stiffness,
high resolution over a wide measurement range, and are compact.

Flow Sensors

Flow sensing is relatively a difficult task. The fluid medium can be liquid, gas, or a mixture of the two.
Furthermore, the flow could be laminar or turbulent and can be a time-varying phenomenon. The venturi
meter and orifice plate restrict the flow and use the pressure difference to determine the flow rate. The pitot
tube pressure probe is another popular method of measuring flow rate. When positioned against the flow,
they measure the total and static pressures. The flow velocity and in turn the flow rate can then be determined.
The rotameter and the turbine meters when placed in the flow path, rotate at a speed proportional to the flow
rate. The electromagnetic flow meters use noncontact method. Magnetic field is applied in the transverse
direction of the flow and the fluid acts as the conductor to induce voltage proportional to the flow rate. 

Ultrasonic flow meters measure fluid velocity by passing high-frequency sound waves through fluid. A
schematic diagram of the ultrasonic flow meter is as shown in Fig. 16.4. The transmitters (T) provide
the sound signal source. As the wave travels towards the receivers (R), its velocity is influenced by the
velocity of the fluid flow due to the doppler effect. The control circuit compares the time to interpret
the flow rate. This can be used for very high flow rates and can also be used for both upstream and
downstream flow. The other advantage is that it can be used for corrosive fluids, fluids with abrasive
particles, as it is like a noncontact sensor.

Temperature Sensors

A variety of devices are available to measure temperature, the most common of which are thermocouples,
thermisters, resistance temperature detectors (RTD), and infrared types.

Thermocouples are the most versatile, inexpensive, and have a wide range (up to 1200∞C typical). A
thermocouple simply consists of two dissimilar metal wires joined at the ends to create the sensing
junction. When used in conjunction with a reference junction, the temperature difference between the
reference junction and the actual temperature shows up as a voltage potential. Thermisters are semicon-
ductor devices whose resistance changes as the temperature changes. They are good for very high
sensitivity measurements in a limited range of up to 100∞C. The relationship between the temperature
and the resistance is nonlinear. The RTDs use the phenomenon that the resistance of a metal changes
with temperature. They are, however, linear over a wide range and most stable. 

FIGURE 16.4 Ultrasonic flow sensor arrangement.
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Infrared type sensors use the radiation heat to sense the temperature from a distance. These noncontact
sensors can also be used to sense a field of vision to generate a thermal map of a surface.

Proximity Sensors

They are used to sense the proximity of an object relative to another object. They usually provide a on
or off signal indicating the presence or absence of an object. Inductance, capacitance, photoelectric, and
hall effect types are widely used as proximity sensors. Inductance proximity sensors consist of a coil wound
around a soft iron core. The inductance of the sensor changes when a ferrous object is in its proximity.
This change is converted to a voltage-triggered switch. Capacitance types are similar to inductance except
the proximity of an object changes the gap and affects the capacitance. Photoelectric sensors are normally
aligned with an infrared light source. The proximity of a moving object interrupts the light beam causing
the voltage level to change. Hall effect voltage is produced when a current-carrying conductor is exposed
to a transverse magnetic field. The voltage is proportional to transverse distance between the hall effect
sensor and an object in its proximity. 

Light Sensors

Light intensity and full field vision are two important measurements used in many control applications.
Phototransistors, photoresistors, and photodiodes are some of the more common type of light intensity
sensors. A common photoresistor is made of cadmium sulphide whose resistance is maximum when the
sensor is in dark. When the photoresistor is exposed to light, its resistance drops in proportion to the
intensity of light. When interfaced with a circuit as shown in Fig. 16.5 and balanced, the change in light
intensity will show up as change in voltage. These sensors are simple, reliable, and cheap, used widely
for measuring light intensity.

Smart Material Sensors

There are many new smart materials that are gaining more applications as sensors, especially in distributed
sensing circumstances. Of these, optic fibers, piezoelectric, and magnetostrictive materials have found appli-
cations. Within these, optic fibers are most used.

Optic fibers can be used to sense strain, liquid level, force, and temperature with very high resolution.
Since they are economical for use as in situ distributed sensors on large areas, they have found numerous
applications in smart structure applications such as damage sensors, vibration sensors, and cure-monitoring
sensors. These sensors use the inherent material (glass and silica) property of optical fiber to sense the
environment. Figure 16.6 illustrates the basic principle of operation of an embedded optic fiber used
to sense displacement, force, or temperature. The relative change in the transmitted intensity or spectrum
is proportional to the change in the sensed parameter.

FIGURE 16.5 Light sensing with photoresistors.

FIGURE 16.6 Principle of operation of optic fiber sensing.
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Micro- and Nanosensors

Microsensors (sometimes also called MEMS) are the miniaturized version of the conventional macrosen-
sors with improved performance and reduced cost. Silicon micromachining technology has helped the
development of many microsensors and continues to be one of the most active research and development
topics in this area.

Vision microsensors have found applications in medical technology. A fiberscope of approximately 0.2 mm
in diameter has been developed to inspect flaws inside tubes. Another example is a microtactile sensor,
which uses laser light to detect the contact between a catheter and the inner wall of blood vessels during
insertion that has sensitivity in the range of 1 mN. Similarly, the progress made in the area of nanotech-
nology has fuelled the development of nanosensors. These are relatively new sensors that take one step
further in the direction of miniaturization and are expected to open new avenues for sensing applications.

Selection Criteria

A number of static and dynamic factors must be considered in selecting a suitable sensor to measure the
desired physical parameter. Following is a list of typical factors:

Range—Difference between the maximum and minimum value of the sensed parameter
Resolution—The smallest change the sensor can differentiate
Accuracy—Difference between the measured value and the true value
Precision—Ability to reproduce repeatedly with a given accuracy
Sensitivity—Ratio of change in output to a unit change of the input
Zero offset—A nonzero value output for no input
Linearity—Percentage of deviation from the best-fit linear calibration curve
Zero Drift—The departure of output from zero value over a period of time for no input
Response time—The time lag between the input and output
Bandwidth—Frequency at which the output magnitude drops by 3 dB
Resonance—The frequency at which the output magnitude peak occurs
Operating temperature—The range in which the sensor performs as specified
Deadband—The range of input for which there is no output
Signal-to-noise ratio—Ratio between the magnitudes of the signal and the noise at the output

Choosing a sensor that satisfies all the above to the desired specification is difficult, at best. For example,
finding a position sensor with micrometer resolution over a range of a meter eliminates most of the sensors.
Many times the lack of a cost-effective sensor necessitates redesigning the mechatronic system. It is, therefore,
advisable to take a system level approach when selecting a sensor and avoid choosing it in isolation.

Once the above-referred functional factors are satisfied, a short list of sensors can be generated. The
final selection will then depend upon the size, extent of signal conditioning, reliability, robustness,
maintainability, and cost.

Signal Conditioning

Normally, the output from a sensor requires post processing of the signals before they can be fed to the
controller. The sensor output may have to be demodulated, amplified, filtered, linearized, range quantized,
and isolated so that the signal can be accepted by a typical analog-to-digital converter of the controller.
Some sensors are available with integrated signal conditioners, such as the microsensors. All the electronics
are integrated into one microcircuit and can be directly interfaced with the controllers.

Calibration

The sensor manufacturer usually provides the calibration curves. If the sensors are stable with no drift,
there is no need to recalibrate. However, often the sensor may have to be recalibrated after integrating
it with a signal conditioning system. This essentially requires that a known input signal is provided to
©2002 CRC Press LLC



 

                                
the sensor and its output recorded to establish a correct output scale. This process proves the ability to
measure reliably and enhances the confidence. 

If the sensor is used to measure a time-varying input, dynamic calibration becomes necessary. Use of
sinusoidal inputs is the most simple and reliable way of dynamic calibration. However, if generating
sinusoidal input becomes impractical (for example, temperature signals) then a step input can substitute
for the sinusoidal signal. The transient behavior of step response should yield sufficient information
about the dynamic response of the sensor. 

16.2 Actuators

Actuators are basically the muscle behind a mechatronics system that accepts a control command (mostly
in the form of an electrical signal) and produces a change in the physical system by generating force,
motion, heat, flow, etc. Normally, the actuators are used in conjunction with the power supply and a
coupling mechanism as shown in Fig. 16.7. The power unit provides either AC or DC power at the rated
voltage and current. The coupling mechanism acts as the interface between the actuator and the physical
system. Typical mechanisms include rack and pinion, gear drive, belt drive, lead screw and nut, piston,
and linkages.

Classification

Actuators can be classified based on the type of energy as listed in Table 16.2. The table, although not
exhaustive, lists all the basic types. They are essentially of electrical, electromechanical, electromagnetic,
hydraulic, or pneumatic type. The new generations of actuators include smart material actuators, micro-
actuators, and Nanoactuators.

Actuators can also be classified as binary and continuous based on the number of stable-state outputs.
A relay with two stable states is a good example of a binary actuator. Similarly, a stepper motor is a good
example of continuous actuator. When used for a position control, the stepper motor can provide stable
outputs with very small incremental motion.

Principle of Operation

Electrical Actuators

Electrical switches are the choice of actuators for most of the on-off type control action. Switching devices
such as diodes, transistors, triacs, MOSFET, and relays accept a low energy level command signal from
the controller and switch on or off electrical devices such as motors, valves, and heating elements. For
example, a MOSFET switch is shown in Fig. 16.8. The gate terminal receives the low energy control signal
from the controller that makes or breaks the connection between the power supply and the actuator load.
When switches are used, the designer must make sure that switch bounce problem is eliminated either
by hardware or software.

Electromechanical Actuators

The most common electromechanical actuator is a motor that converts electrical energy to mechanical
motion. Motors are the principal means of converting electrical energy into mechanical energy in industry.
Broadly they can be classified as DC motors, AC motors, and stepper motors. DC motors operate on DC

FIGURE 16.7 A typical actuating unit.
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TABLE 16.2 Type of Actuators and Their Features

Actuator Features

Electrical

Diodes, thyristor, bipolar transistor, triacs, diacs, power 
MOSFET, solid state relay, etc.

Electronic type
Very high frequency response
Low power consumption

Electromechanical

DC motor Wound field Separately 
excited 

Speed can be controlled either by the voltage across the 
armature winding or by varying the field current

Shunt Constant-speed application 
Series High starting torque, high acceleration torque, high speed 

with light load
Compound Low starting torque, good speed regulation

Instability at heavy loads
Permanent 

magnet
Conventional 

PM motor
High efficiency, high peak power, and fast response

Moving-coil PM 
motor

Higher efficiency and lower inductance than conventional 
DC motor

Torque motor Designed to run for a long periods in a stalled or a low rpm 
condition

Electronic commutation (brushless 
motor)

Fast response
High efficiency, often exceeding 75%
Long life, high reliability, no maintenance needed
Low radio frequency interference and noise production

AC motor AC induction motor The most commonly used motor in industry 
Simple, rugged, and inexpensive

AC synchronous motor Rotor rotates at synchronous speed
Very high efficiency over a wide range of speeds and loads
Need an additional system to start 

Universal motor Can operate in DC or AC 
Very high horsepower per pound ratio
Relatively short operating life

Stepper motor Hybrid Change electrical pulses into mechanical movement 
Provide accurate positioning without feedback
Low maintenanceVariable reluctance

Electromagnetic

Solenoid type devices
Electromagnets, relay

Large force, short duration
On/off control

Hydraulic and Pneumatic

Cylinder Suitable for liner movement
Hydraulic motor Gear type Wide speed range

High horsepower output
High degree of reliability

Vane type
Piston type

Air motor Rotary type No electric shock hazard
Low maintenanceReciprocating

Valves Directional control valves
Pressure control valves
Process control valves

Smart Material actuators

Piezoelectric &
Electrostrictive 

High frequency with small motion
High voltage with low current excitation
High resolution

(continued)
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voltage and varying the voltage can easily control their speed. They are widely used in applications ranging
from thousands of horsepower motors used in rolling mills to fractional horsepower motors used in
automobiles (starter motors, fan motors, windshield wiper motors, etc.). Although they are costlier, they
need DC power supply and require more maintenance compared to AC motors.

The governing equation of motion of a DC motor can be written as:

where T is torque, J is the total inertia, ω is the angular mechanical speed of the rotor, TL is the torque
applied to the motor shaft, and Tloss is the internal mechanical losses such as friction.

AC motors are the most popular since they use standard AC power, do not require brushes and commu-
tator, and are therefore less expensive. AC motors can be further classified as the induction motors, synchro-
nous motors, and universal motors according to their physical construction. The induction motor is simple,
rugged, and maintenance free. They are available in many sizes and shapes based on number of phases
used. For example, a three-phase induction motor is used in large-horsepower applications, such as pump
drives, steel mill drives, hoist drives, and vehicle drives. The two-phase servomotor is used extensively in
position control systems. Single-phase induction motors are widely used in many household appliances.
The synchronous motor is one of the most efficient electrical motors in industry, so it is used in industry
to reduce the cost of electrical power. In addition, synchronous motors rotate at synchronous speed, so they
are also used in applications that require synchronous operations. The universal motors operate with either

TABLE 16.2 Type of Actuators and Their Features (Continued)

Actuator Features

Magnetostrictive High frequency with small motion
Low voltage with high current excitation

Shape Memory Alloy Low voltage with high current excitation
Low frequency with large motion

Electrorheological fluids Very high voltage excitation
Good resistance to mechanical shock and vibration
Low frequency with large force

Micro- and Nanoactuators

Micromotors Suitable for micromechanical system 
Can use available silicon processing technology, such as 

electrostatic motor
Can use any smart material

Microvalves

Micropumps

FIGURE 16.8 n-channel power MOSFET.
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AC or DC power supply. They are normally used in fractional horsepower application. The DC universal
motor has the highest horsepower-per-pound ratio, but has a relatively short operating life.

The stepper motor is a discrete (incremental) positioning device that moves one step at a time for each
pulse command input. Since they accept direct digital commands and produce a mechanical motion, the
stepper motors are used widely in industrial control applications. They are mostly used in fractional
horsepower applications. With the rapid progress in low cost and high frequency solid-state drives, they
are finding increased applications.

Figure 16.9 shows a simplified unipolar stepper motor. The
winding-1 is between the top and bottom stator pole, and the
winding-2 is between the left and right motor poles. The rotor is
a permanent magnet with six poles resulting in a single step angle
of 30∞. With appropriate excitation of winding-1, the top stator
pole becomes a north pole and the bottom stator pole becomes
a south pole. This attracts the rotor into the position as shown.
Now if the winding-1 is de-energized and winding-2 is energized,
the rotor will turn 30∞. With appropriate choice of current flow
through winding-2, the rotor can be rotated either clockwise or
counterclockwise. By exciting the two windings in sequence, the
motor can be made to rotate at a desired speed continuously. 

Electromagnetic Actuators

The solenoid is the most common electromagnetic actuator. A DC solenoid actuator consists of a soft
iron core enclosed within a current carrying coil. When the coil is energized, a magnetic field is established
that provides the force to push or pull the iron core. AC solenoid devices are also encountered, such as
AC excitation relay. 

A solenoid operated directional control valve is shown in Fig. 16.10. Normally, due to the spring force,
the soft iron core is pushed to the extreme left position as shown. When the solenoid is excited, the soft
iron core will move to the right extreme position thus providing the electromagnetic actuation.

Another important type is the electromagnet. The electromagnets are used extensively in applications
that require large forces.

Hydraulic and Pneumatic Actuators

Hydraulic and pneumatic actuators are normally either rotary motors or linear piston/cylinder or control
valves. They are ideally suited for generating very large forces coupled with large motion. Pneumatic
actuators use air under pressure that is most suitable for low to medium force, short stroke, and high-
speed applications. Hydraulic actuators use pressurized oil that is incompressible. They can produce very
large forces coupled with large motion in a cost-effective manner. The disadvantage with the hydraulic
actuators is that they are more complex and need more maintenance. 

The rotary motors are usually used in applications where low speed and high torque are required. The
cylinder/piston actuators are suited for application of linear motion such as aircraft flap control. Control
valves in the form of directional control valves are used in conjunction with rotary motors and cylinders
to control the fluid flow direction as shown in Fig. 16.10. In this solenoid operated directional control
valve, the valve position dictates the direction motion of the cylinder/piston arrangement. 

FIGURE 16.10 Solenoid operated directional control
valve.

Core
Solenoid

Supply

FIGURE 16.9 Unipolar stepper motor.
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Smart Material Actuators

Unlike the conventional actuators, the smart material actuators typically become part of the load bearing
structures. This is achieved by embedding the actuators in a distributed manner and integrating into the
load bearing structure that could be used to suppress vibration, cancel the noise, and change shape. Of
the many smart material actuators, shape memory alloys, piezoelectric (PZT), magnetostrictive, Electrorheo-
logical fluids, and ion exchange polymers are most common. 

Shape Memory Alloys (SMA) are alloys of nickel and titanium that undergo phase transformation
when subjected to a thermal field. The SMAs are also known as NITINOL for Nickel Titanium Naval
Ordnance Laboratory. When cooled below a critical temperature, their crystal structure enters martensitic
phase as shown in Fig. 16.11. In this state the alloy is plastic and can easily be manipulated. When the
alloy is heated above the critical temperature (in the range of 50–80∞C), the phase changes to austenitic
phase. Here the alloy resumes the shape that it formally had at the higher temperature. For example, a
straight wire at room temperature can be made to regain its programmed semicircle shape when heated
that has found applications in orthodontics and other tensioning devices. The wires are typically heated
by passing a current (up to several amperes), 0 at very low voltage (2–10 V typical). 

The PZT actuators are essentially piezocrystals with top and bottom conducting films as shown in
Fig. 16.12. When an electric voltage is applied across the two conducting films, the crystal expands in
the transverse direction as shown by the dotted lines. When the voltage polarity is reversed, the crystal
contracts thereby providing bidirectional actuation. The interaction between the mechanical and elec-
trical behavior of the piezoelectric materials can be expressed as:

T = cES - eE

where T is the stress, cE is the elastic coefficients at constant electric field, S is the strain, e is the dielectric
permitivity, and E is the electric field. 

FIGURE 16.11 Phase changes of Shape Memory Alloy.

FIGURE 16.12 Piezoelectric actuator.
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One application of these actuators is as shown in Fig. 16.13. The two piezoelectric patches are excited
with opposite polarity to create transverse vibration in the cantilever beam. These actuators provide high
bandwidth (0–10 kHz typical) with small displacement. Since there are no moving parts to the actuator,
it is compact and ideally suited for micro and nano actuation. Unlike the bidirectional actuation of
piezoelectric actuators, the electrostriction effect is a second-order effect, i.e., it responds to an electric
field with unidirectional expansion regardless of polarity.

Magnetostrictive material is an alloy of terbium, dysprosium, and iron that generates mechanical strains
up to 2000 microstrain in response to applied magnetic fields. They are available in the form of rods,
plates, washers, and powder. Figure 16.14 shows a typical magnetostrictive rod actuator that is surrounded
by a magnetic coil. When the coil is excited, the rod elongates in proportion to the intensity of the
magnetic field established. The magnetomechanical relationship is given as:

where, ε is the strain, SH the compliance at constant magnetic filed, σ the stress, d the magnetostriction
constant, and H the magnetic field intensity.

Ion exchange polymers exploit the electro-osmosis phenomenon of the natural ionic polymers for
purposes of actuation. When a voltage potential is applied across the cross-linked polyelectrolytic net-
work, the ionizable groups attain a net charge generating a mechanical deformation. These types of
actuators have been used to develop artificial muscles and artificial limbs. The primary advantage is their
capacity to produce large deformation with a relatively low voltage excitation.

Micro- and Nanoactuators

Microactuators, also called micromachines, microelectromechanical system (MEMS), and microsystems
are the tiny mobile devices being developed utilizing the standard microelectronics processes with the
integration of semiconductors and machined micromechanical elements. Another definition states that
any device produced by assembling extremely small functional parts of around 1–15 mm is called a
micromachine.

In electrostatic motors, electrostatic force is dominant, unlike the conventional motors that are based
on magnetic forces. For smaller micromechanical systems the electrostatic forces are well suited as an
actuating force. Figure 16.15 shows one type of electrostatic motor. The rotor is an annular disk with
uniform permitivity and conductivity. In operation, a voltage is applied to the two conducting parallel

FIGURE 16.13 Vibration of beam using piezoelectric actuators.

FIGURE 16.14 Magnetostrictive rod actuator.
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plates separated by an insulation layer. The rotor rotates with a constant velocity between the two coplanar
concentric arrays of stator electrodes.

Selection Criteria

The selection of the proper actuator is more complicated than selection of the sensors, primarily due to
their effect on the dynamic behavior of the overall system. Furthermore, the selection of the actuator
dominates the power needs and the coupling mechanisms of the entire system. The coupling mechanism
can sometimes be completely avoided if the actuator provides the output that can be directly interfaced
to the physical system. For example, choosing a linear motor in place of a rotary motor can eliminate
the need of a coupling mechanism to convert rotary motion to linear motion.

In general, the following performance parameters must be addressed before choosing an actuator for
a specific need:

Continuous power output—The maximum force/torque attainable continuously without exceeding the
temperature limits

Range of motion—The range of linear/rotary motion
Resolution—The minimum increment of force/torque attainable
Accuracy—Linearity of the relationship between the input and output
Peak force/torque—The force/torque at which the actuator stalls
Heat dissipation—Maximum wattage of heat dissipation in continuous operation
Speed characteristics—Force/torque versus speed relationship
No load speed—Typical operating speed/velocity with no external load
Frequency response—The range of frequency over which the output follows the input faithfully, appli-

cable to linear actuators
Power requirement—Type of power (AC or DC), number of phases, voltage level, and current capacity

In addition to the above-referred criteria, many other factors become important depending upon the
type of power and the coupling mechanism required. For example, if a rack- and-pinion coupling mecha-
nism is chosen, the backlash and friction will affect the resolution of the actuating unit.

FIGURE 16.15 Electrostatic motor: 1-rotor, 2-stator electrodes.
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17.1 Introduction

Time and frequency standards supply three basic types of information: time-of-day, time interval, and
frequency. Time-of-day information is provided in hours, minutes, and seconds, but often also includes
the date (month, day, and year). A device that displays or records time-of-day information is called a
clock. If a clock is used to label when an event happened, this label is sometimes called a time tag or time
stamp. Date and time-of-day can also be used to ensure that events are synchronized, or happen at the
same time. 

Time interval is the duration or elapsed time between two events. The standard unit of time interval
is the second(s). However, many engineering applications require the measurement of shorter time
intervals, such as milliseconds (1 ms = 10-3 s), microseconds (1 µs = 10-6 s), nanoseconds (1 ns = 10-9 s),
and picoseconds (1 ps = 10-12 s). Time is one of the seven base physical quantities, and the second is one
of seven base units defined in the International System of Units (SI). The definitions of many other
physical quantities rely upon the definition of the second. The second was once defined based on the
earth’s rotational rate or as a fraction of the tropical year. That changed in 1967 when the era of atomic
time keeping formally began. The current definition of the SI second is:

The duration of 9,192,631,770 periods of the radiation corresponding to the transition between two
hyperfine levels of the ground state of the cesium-133 atom.

Frequency is the rate of a repetitive event. If T is the period of a repetitive event, then the frequency
f is its reciprocal, 1/T. Conversely, the period is the reciprocal of the frequency, T = 1/f. Since the period
is a time interval expressed in seconds (s), it is easy to see the close relationship between time interval
and frequency. The standard unit for frequency is the hertz (Hz), defined as events or cycles per second.
The frequency of electrical signals is often measured in multiples of hertz, including kilohertz (kHz),
megahertz (MHz), or gigahertz (GHz), where 1 kHz equals one thousand (103) events per second, 1 MHz

Michael A. Lombardi
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equals one million (106) events per second, and 1 GHz equals one billion (109) events per second. A
device that produces frequency is called an oscillator. The process of setting multiple oscillators to the
same frequency is called syntonization. 

Of course, the three types of time and frequency information are closely related. As mentioned, the
standard unit of time interval is the second. By counting seconds, we can determine the date and the
time-of-day. And by counting events or cycles per second, we can measure frequency.

Time interval and frequency can now be measured with less uncertainty and more resolution than
any other physical quantity. Today, the best time and frequency standards can realize the SI second with
uncertainties of . Physical realizations of the other base SI units have much larger uncertainties,
as shown in Table 17.1 [1–5].

Coordinated Universal Time (UTC)

The world’s major metrology laboratories routinely measure their time and frequency standards and
send the measurement data to the Bureau International des Poids et Measures (BIPM) in Sevres, France.
The BIPM averages data collected from more than 200 atomic time and frequency standards located at
more than 40 laboratories, including the National Institute of Standards and Technology (NIST). As a
result of this averaging, the BIPM generates two time scales, International Atomic Time (TAI), and
Coordinated Universal Time (UTC). These time scales realize the SI second as closely as possible. 

UTC runs at the same frequency as TAI. However, it differs from TAI by an integral number of seconds.
This difference increases when leap seconds occur. When necessary, leap seconds are added to UTC on
either June 30 or December 31. The purpose of adding leap seconds is to keep atomic time (UTC) within
±0.9 s of an older time scale called UT1, which is based on the rotational rate of the earth. Leap seconds
have been added to UTC at a rate of slightly less than once per year, beginning in 1972 [3,5].

Keep in mind that the BIPM maintains TAI and UTC as ‘‘paper’’ time scales. The major metrology
laboratories use the published data from the BIPM to steer their clocks and oscillators and generate real-
time versions of UTC. Many of these laboratories distribute their versions of UTC via radio signals, which
are discussed in section 17.4.

You can think of UTC as the ultimate standard for time-of-day, time interval, and frequency. Clocks
synchronized to UTC display the same hour, minute, and second all over the world (and remain within
one second of UT1). Oscillators syntonized to UTC generate signals that serve as reference standards for
time interval and frequency.

17.2 Time and Frequency Measurement

Time and frequency measurements follow the conventions used in other areas of metrology. The fre-
quency standard or clock being measured is called the device under test (DUT ). A measurement compares
the DUT to a standard or reference. The standard should outperform the DUT by a specified ratio, called
the test uncertainty ratio (TUR). Ideally, the TUR should be 10:1 or higher. The higher the ratio, the less
averaging is required to get valid measurement results.

TABLE 17.1 Uncertainties of Physical Realizations 
of the Base SI Units

SI Base Unit Physical Quantity Uncertainty

Candela Luminous intensity 1 ×  10-4

Kelvin Temperature 3 ×  10-7

Mole Amount of substance 8 ×  10-8

Ampere Electric current 4 ×  10-8

Kilogram Mass 1 ×  10-8

Meter Length 1 ×  10-12

Second Time interval 1 ×  10-15

1 10 15–×≅
©2002 CRC Press LLC



 

                         
The test signal for time measurements is usually a pulse that occurs once per second (1 pps). The
pulse width and polarity varies from device to device, but TTL levels are commonly used. The test signal
for frequency measurements is usually at a frequency of 1 MHz or higher, with 5 or 10 MHz being
common. Frequency signals are usually sine waves, but can also be pulses or square waves. If the frequency
signal is an oscillating sine wave, it might look like the one shown in Fig. 17.1. This signal produces one
cycle (360∞ or 2π radians of phase) in one period. The signal amplitude is expressed in volts, and must
be compatible with the measuring instrument. If the amplitude is too small, it might not be able to drive
the measuring instrument. If the amplitude is too large, the signal must be attenuated to prevent
overdriving the measuring instrument.

This section examines the two main specifications of time and frequency measurements—accuracy
and stability. It also discusses some instruments used to measure time and frequency.

Accuracy

Accuracy is the degree of conformity of a measured or calculated value to its definition. Accuracy is
related to the offset from an ideal value. For example, time offset is the difference between a measured
on-time pulse and an ideal on-time pulse that coincides exactly with UTC. Frequency offset is the difference
between a measured frequency and an ideal frequency with zero uncertainty. This ideal frequency is
called the nominal frequency.

Time offset is usually measured with a time interval counter (TIC), as shown in Fig. 17.2. A TIC has
inputs for two signals. One signal starts the counter and the other signal stops it. The time interval
between the start and stop signals is measured by counting cycles from the time base oscillator. The
resolution of a low cost TIC is limited to the period of its time base. For example, a TIC with a 10-MHz
time base oscillator would have a resolution of 100 ns. More elaborate TICs use interpolation schemes
to detect parts of a time base cycle and have much higher resolution—1 ns resolution is commonplace,
and 20 ps resolution is available.

FIGURE 17.1 An oscillating sine wave.

FIGURE 17.2 Measurement using a time interval counter.
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Frequency offset can be measured in either the frequency domain or time domain. A simple frequency
domain measurement involves directly counting and displaying the frequency output of the DUT with
a frequency counter. The reference for this measurement is either the counter’s internal time base oscillator,
or an external time base (Fig. 17.3). The counter’s resolution, or the number of digits it can display, limits
its ability to measure frequency offset. For example, a 9-digit frequency counter can detect a frequency
offset no smaller than 0.1 Hz at 10 MHz (1 ×  10-8). The frequency offset is determined as

where fmeasured is the reading from the frequency counter, and fnominal is the frequency labeled on the
oscillator’s nameplate, or specified output frequency.

Frequency offset measurements in the time domain involve a  phase comparison  between the DUT and
the reference. A simple phase comparison can be made with an oscilloscope (Fig. 17.4). The oscilloscope
will display two sine waves (Fig. 17.5). The top sine wave represents a signal from the DUT, and the
bottom sine wave represents a signal from the reference. If the two frequencies were exactly the same,
their phase relationship would not change and both would appear to be stationary on the oscilloscope
display. Since the two frequencies are not exactly the same, the reference appears to be stationary and
the DUT signal moves. By measuring the rate of motion of the DUT signal we can determine its frequency
offset. Vertical lines have been drawn through the points where each sine wave passes through zero. The
bottom of the figure shows bars whose width represents the phase difference between the signals. In this
case the phase difference is increasing, indicating that the DUT is lower in frequency than the reference.

Measuring high accuracy signals with an oscilloscope is impractical, since the phase relationship
between signals changes very slowly and the resolution of the oscilloscope display is limited. More precise
phase comparisons can be made with a TIC, using a setup similar to Fig. 17.2. If the two input signals
have the same frequency, the time interval will not change. If the two signals have different frequencies,

FIGURE 17.3 Measurement using a frequency counter.

FIGURE 17.4 Phase comparison using an oscilloscope.
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the time interval will change, and the rate of change is the frequency offset. The resolution of a TIC
determines the smallest frequency change that it can detect without averaging. For example, a low cost
TIC with a single-shot resolution of 100 ns can detect frequency changes of 1 ×  10-7 in 1 s. The current
limit for TIC resolution is about 20 ps, which means that a frequency change of 2 ×  10-11 can be detected
in 1 s. Averaging over longer intervals can improve the resolution to <1 ps in some units [6].

Since standard frequencies like 5 or 10 MHz are not practical to measure with a TIC, frequency dividers
(shown in Fig. 17.2) or frequency mixers are used to convert the test frequency to a lower frequency.
Divider systems are simpler and more versatile, since they can be easily built or programmed to accom-
modate different frequencies. Mixer systems are more expensive, require more hardware including an
additional reference oscillator, and can often measure only one input frequency (e.g., 10 MHz), but they
have a higher signal-to-noise ratio than divider systems.

If dividers are used, measurements are made from the TIC, but instead of using these measurements
directly, we determine the rate of change from reading to reading. This rate of change is called the phase
deviation. We can estimate frequency offset as follows: 

 

where ∆ t is the amount of phase deviation, and T is the measurement period.
To illustrate, consider a measurement of +1 µs of phase deviation over a measurement period of 24 h.

The unit used for measurement period (h) must be converted to the unit used for phase deviation (µs).
The equation becomes

As shown, a device that accumulates 1 µs of phase deviation/day has a frequency offset of -1.16 ×  10-11

with respect to the reference. This simple example requires only two time interval readings to be made,
and ∆ t is simply the difference between the two readings. Often, multiple readings are taken and the
frequency offset is estimated by using least squares linear regression on the data set, and obtaining ∆ t
from the slope of the least squares line. This information is usually presented as a phase plot, as shown
in Fig. 17.6. The device under test is high in frequency by exactly 1 ×  10-9, as indicated by a phase deviation
of 1 ns/s [2,7,8]. 

FIGURE 17.5 Two sine waves with a changing phase relationship.
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Dimensionless frequency offset values can be converted to units of frequency (Hz) if the nominal
frequency is known. To illustrate this, consider an oscillator with a nominal frequency of 5 MHz and a
frequency offset of +1.16 ×  10-11. To find the frequency offset in hertz, multiply the nominal frequency
by the offset:

(5 ×  106) (+1.16 ×  10-11) = 5.80 ×  10-5
 = +0.0000580 Hz

Then, add the offset to the nominal frequency to get the actual frequency:

5,000,000 Hz + 0.0000580 Hz = 5,000,000.0000580 Hz

Stability

Stability indicates how well an oscillator can produce the same time or frequency offset over a given time
interval. It doesn’t indicate whether the time or frequency is “right” or “wrong,” but only whether it stays
the same. In contrast, accuracy indicates how well an oscillator has been set on time or on frequency. To
understand this difference, consider that a stable oscillator that needs adjustment might produce a
frequency with a large offset. Or, an unstable oscillator that was just adjusted might temporarily produce
a frequency near its nominal value. Figure 17.7 shows the relationship between accuracy and stability.

Stability is defined as the statistical estimate of the frequency or time fluctuations of a signal over a
given time interval. These fluctuations are measured with respect to a mean frequency or time offset.
Short-term stability usually refers to fluctuations over intervals less than 100 s. Long-term stability can
refer to measurement intervals greater than 100 s, but usually refers to periods longer than 1 day. 

Stability estimates can be made in either the frequency domain or time domain, and can be calculated
from a set of either frequency offset or time interval measurements. In some fields of measurement,
stability is estimated by taking the standard deviation of the data set. However, standard deviation only

FIGURE 17.6 A sample phase plot.

FIGURE 17.7 The relationship between accuracy and stability.
©2002 CRC Press LLC



 

works with stationary data, where the results are time independent, and the noise is white, meaning that
it is evenly distributed across the frequency band of the measurement. Oscillator data is usually nonsta-
tionary, since it contains time dependent noise contributed by the frequency offset. With stationary data,
the mean and standard deviation will converge to particular values as more measurements are made.
With nonstationary data, the mean and standard deviation never converge to any particular values.
Instead, there is a moving mean that changes each time we add a measurement.

For these reasons, a non-classical statistic is often used to estimate stability in the time domain. This
statistic is sometimes called the Allan variance, but since it is the square root of the variance, its proper
name is the Allan deviation. The equation for the Allan deviation (σy(τ)) is

where yi is a set of frequency offset measurements containing y1, y2, y3, and so on, M is the number of
values in the yi series, and the data are equally spaced in segments τ seconds long. Or

where xi is a set of phase measurements in time units containing x1, x2 , x3 , and so on, N is the number
of values in the xi series, and the data are equally spaced in segments τ seconds long. Note that while
standard deviation subtracts the mean from each measurement before squaring their summation, the
Allan deviation subtracts the previous data point. This differencing of successive data points removes
the time dependent noise contributed by the frequency offset.

An Allan deviation graph is shown in Fig. 17.8. It shows the stability of the device improving as the
averaging period (τ) gets longer, since some noise types can be removed by averaging. At some point,
however, more averaging no longer improves the results. This point is called the noise floor, or the point
where the remaining noise consists of nonstationary processes such as flicker noise or random walk. The
device measured in Fig. 17.8 has a noise floor of ~5 × 10-11 at τ = 100 s. 

Practically speaking, a frequency stability graph also tells us how long we need to average to get rid of
the noise contributed by the reference and the measurement system. The noise floor provides some
indication of the amount of averaging required to obtain a TUR high enough to show us the true frequency

FIGURE 17.8 A frequency stability graph.
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offset of the DUT. If the DUT is an atomic oscillator (section 17.4) and the reference is a radio controlled
transfer standard (section 17.5) we might have to average for 24 h or longer to have confidence in the
measurement result.

Five noise types are commonly discussed in the time and frequency literature: white phase, flicker phase,
white frequency, flicker frequency, and random walk frequency. The slope of the Allan deviation line can
help identify the amount of averaging needed to remove these noise types (Fig. 17.9). The first type of
noise to be removed by averaging is phase noise, or the rapid, random fluctuations in the phase of the
signal. Ideally, only the device under test would contribute phase noise to the measurement, but in practice,
some phase noise from the measurement system and reference needs to be removed through averaging.
Note that the Allan deviation does not distinguish between white phase noise and flicker phase noise.
Table 17.2 shows several other statistics used to estimate stability and identify noise types for various
applications.

Identifying and eliminating sources of oscillator noise can be a complex subject, but plotting the first
order differences of a set of time domain measurements can provide a basic understanding of how noise
is removed by averaging. Figure 17.10 was made using a segment of the data from the stability graph in
Fig. 17.8. It shows phase plots dominated by white phase noise (1 s averaging), white frequency noise
(64 s averages), flicker frequency noise (256 s averages), and random walk frequency (1024 s averages).
Note that the white phase noise plot has a 2 ns scale, and the other plots use a 100 ps scale [8–12].

TABLE 17.2 Statistics Used to Estimate Time and Frequency Stability 
and Noise Types

Name Mathematical Notation Description

Allan deviation σγ (τ) Estimates frequency stability. Particularly 
suited for intermediate- to long-term 
measurements. 

Modified Allan 
deviation

MOD σγ (τ) Estimates frequency stability. Unlike the 
normal Allan deviation, it can 
distinguish between white and flicker 
phase noise, which makes it more 
suitable for short-term stability 
estimates.

Time deviation σx(τ) Used to measure time stability. Clearly 
identifies both white and flicker phase 
noise, the noise types of most interest 
when measuring time or phase.

Total deviation σγ , TOTAL(τ) Estimates frequency stability. Particularly 
suited for long-term estimates where τ 
exceeds 10% of the total data sample.

FIGURE 17.9 Using a frequency stability graph to identify noise types.
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17.3 Time and Frequency Standards

All time and frequency standards are based on a periodic event that repeats at a constant rate. The device
that produces this event is called a resonator. In the simple case of a pendulum clock, the pendulum is the
resonator. Of course, a resonator needs an energy source before it can move back and forth. Taken
together, the energy source and resonator form an oscillator. The oscillator runs at a rate called the
resonance frequency. For example, a clock’s pendulum can be set to swing back and forth at a rate of
once per second. Counting one complete swing of the pendulum produces a time interval of 1 s. Counting
the total number of swings creates a time scale that establishes longer time intervals, such as minutes,
hours, and days. The device that does the counting and displays or records the results is called a clock.
Table 17.3 shows how the frequency uncertainty of a clock’s resonator corresponds to the timing uncer-
tainty of a clock.

Throughout history, clock designers have searched for more stable resonators, and the evolution of
time and frequency standards is summarized in Table 17.4. The uncertainties listed for modern standards
represent current (year 2001) devices, and not the original prototypes. Note that the performance of
time and frequency standards has improved by 13 orders of magnitude in the past 700 years, and by
about nine orders of magnitude in the past 100 years.

The stability of time and frequency standards is closely related to their quality factor, or Q. The Q of
an oscillator is its resonance frequency divided by its resonance width. The resonance frequency is the
natural frequency of the oscillator. The resonance width is the range of possible frequencies where the
oscillator will oscillate. A high-Q resonator will not oscillate at all unless it is near its resonance frequency.
Obviously, a high resonance frequency and a narrow resonance width are both advantages when seeking
a high Q. Generally speaking, the higher the Q, the more stable the oscillator, since a high Q means that
an oscillator will stay close to its natural resonance frequency.

This section begins by discussing quartz oscillators, which achieve the highest Q of any mechanical-
type device. It then discusses oscillators with much higher Q factors, based on the atomic resonance of
rubidium and cesium. Atomic oscillators use the quantized energy levels in atoms and molecules as the
source of their resonance. The laws of quantum mechanics dictate that the energies of a bound system,
such as an atom, have certain discrete values. An electromagnetic field at a particular frequency can boost
an atom from one energy level to a higher one. Or, an atom at a high energy level can drop to a lower
level by emitting energy. The resonance frequency (f ) of an atomic oscillator is the difference between

FIGURE 17.10 Phase plots of four noise types.
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the two energy levels divided by Planck’s constant (h): 

The principle underlying the atomic oscillator is that since all atoms of a specific element are identical,
they should produce exactly the same frequency when they absorb or release energy. In theory, the atom
is a perfect ‘‘pendulum’’ whose oscillations are counted to measure time interval. The discussion of atomic
oscillators is limited to devices that are commercially available, and excludes the primary and experimental
standards found in laboratories such as NIST. Table 17.5 provides a summary [1,4,8].

Quartz Oscillators

Quartz crystal oscillators are by far the most common time and frequency standards. An estimated two
billion (2 × 109) quartz oscillators are manufactured annually. Most are small devices built for wrist-
watches, clocks, and electronic circuits. However, they are also found inside test and measurement
equipment, such as counters, signal generators, and oscilloscopes; and interestingly enough, inside every
atomic oscillator.

Table 17.3 Relationship of Frequency Uncertainty to Time Uncertainty

Frequency Uncertainty Measurement Period Time Uncertainty

±1.00 × 10-3 1 s ± 1 ms
±1.00 × 10-6 1 s ± 1 µs
±1.00 × 10-9 1 s ± 1 ns
±2.78 × 10-7 1 h ± 1 ms
±2.78 × 10-10 1 h ± 1 µs
±2.78 × 10-13 1 h ± 1 ns
±1.16 × 10-8 1 day ± 1 ms
±1.16 × 10-11 1 day ± 1 µs
±1.16 × 10-14 1 day ± 1 ns

TABLE 17.4 The Evolution of Time and Frequency Standards

Standard Resonator Date of Origin
Timing 

Uncertainty (24 h)
Frequency 

Uncertainty (24 h)

Sundial Apparent motion of 
the sun 

3500 B.C. NA NA

Verge escapement Verge and foliet 
mechanism 

14th century 15 min 1 × 10-2

Pendulum Pendulum 1656 10 s 1 × 10-4

Harrison 
chronometer (H4)

Spring and balance 
wheel

1759 350 ms 4 × 10-6

Shortt pendulum Two pendulums, 
slave and master

1921 10 ms 1 × 10-7

Quartz crystal Quartz crystal 1927 10 µs 1 × 10-10

Rubidium gas cell 87Rb resonance 
(6,834,682,608 Hz) 

1958 100 ns 1 × 10-12

Cesium beam 133Cs resonance 
(9,192,631,770 Hz)

1952 1 ns 1 × 10-14

Hydrogen maser Hydrogen resonance 
(1,420,405,752 Hz)

1960 1 ns 1 × 10-14

Cesium fountain 133Cs resonance 
(9,192,631,770 Hz)

1991 100 ps 1 × 10-15

f
E2 E1–

h
----------------=
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A quartz crystal inside the oscillator is the resonator. It can be made of either natural or synthetic
quartz, but all modern devices use synthetic quartz. The crystal strains (expands or contracts) when a
voltage is applied. When the voltage is reversed, the strain is reversed. This is known as the piezoelectric
effect. Oscillation is sustained by taking a voltage signal from the resonator, amplifying it, and feeding it
back to the resonator. The rate of expansion and contraction is the resonance frequency and is determined
by the cut and size of the crystal. The output frequency of a quartz oscillator is either the fundamental
resonance or a multiple of the resonance, called an overtone frequency. Most high stability units use either
the third or fifth overtone to achieve a high Q. Overtones higher than fifth are rarely used because they
make it harder to tune the device to the desired frequency. A typical Q for a quartz oscillator ranges from
104 to 106. The maximum Q for a high stability quartz oscillator can be estimated as Q = 1.6 × 107/f,
where f is the resonance frequency in megahertz. 

Environmental changes due to temperature, humidity, pressure, and vibration can change the reso-
nance frequency of a quartz crystal, but there are several designs that reduce these environmental effects.
The oven-controlled crystal oscillator (OCXO) encloses the crystal in a temperature-controlled chamber
called an oven. When an OCXO is turned on, it goes through a ‘‘warm-up’’ period while the temperatures
of the crystal resonator and its oven stabilize. During this time, the performance of the oscillator
continuously changes until it reaches its normal operating temperature. The temperature within the
oven then remains constant, even when the outside temperature varies. An alternate solution to the
temperature problem is the temperature-compensated crystal oscillator (TCXO). In a TCXO, the signal
from a temperature sensor is used to generate a correction voltage that is applied to a voltage-variable
reactance, or varactor. The varactor then produces a frequency change equal and opposite to the
frequency change produced by temperature. This technique does not work as well as oven control, but
is less expensive. Therefore, TCXOs are used when high stability over a wide temperature range is not
required.

Quartz oscillators have excellent short-term stability. An OCXO might be stable (σy(τ), at τ = 1 s) to
1 × 10-12. The limitations in short-term stability are due mainly to noise from electronic components in
the oscillator circuits. Long-term stability is limited by aging, or a change in frequency with time due to
internal changes in the oscillator. Aging is usually a nearly linear change in the resonance frequency that
can be either positive or negative, and occasionally, a reversal in direction of aging occurs. Aging has many
possible causes including a build-up of foreign material on the crystal, changes in the oscillator circuitry,

TABLE 17.5 Summary of Oscillator Types

Oscillator 
Type Quartz (TCXO) Quartz (OCXO) Rubidium

Commercial 
Cesium Beam Hydrogen Maser

Q 104 to 106 3.2 × 106 

(5 MHz)
107 108 109

Resonance 
frequency

Various Various 6.834682608 GHz 9.192631770 GHz 1.420405752 GHz

Leading cause 
of failure

None None Rubidium lamp 
(life expectancy 
>15 years)

Cesium beam tube 
(life expectancy 
of 3 to 25 years)

Hydrogen 
depletion (life 
expectancy 
>7 years)

Stability, σy(τ), 
τ = 1 s

1 × 10-8 to 
1 × 10-9

1 × 10-12 5 × 10-11 to 
5 × 10-12

5 × 10-11 to 
5 × 10-12

1 × 10-12

Noise floor, 
σy(τ )

1 × 10-9 
(τ = 1 to 102 s)

1 × 10-12

(τ = 1 to 102 s)
1 × 10-12

(τ = 103 to 105 s)
1 × 10-14

(τ = 105 to 107 s)
1 × 10-15

(τ  = 103 to 105 s)
Aging/year 5 × 10-7 5 × 10-9 1 × 10-10 None ~ 1 × 10-13

Frequency 
offset after 
warm-up

1 × 10-6 1 × 10-8 to
1 × 10-10

5 × 10-10 to
5 × 10-12

5 × 10-12 to
1 × 10-14

1 × 10-12 to 
1 × 10-13

Warm-Up 
period

<10 s to 
1 × 10-6

<5 min to 
1 × 10-8

<5 min to 
5 × 10-10

30 min to
5 × 10-12

24 h to 
1 × 10-12
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or changes in the quartz material or crystal structure. A high quality OCXO might age at a rate of <5 ×
10-9 per year, while a TCXO might age 100 times faster.

Due to aging and environmental factors such as temperature and vibration, it is hard to keep even the
best quartz oscillators within 1 × 10-10 of their nominal frequency without constant adjustment. For this
reason, atomic oscillators are used for applications that require better long-term accuracy and stability
[4,13,14].

Rubidium Oscillators

Rubidium oscillators are the lowest priced members of the atomic oscillator family. They operate at
6,834,682,608 Hz, the resonance frequency of the rubidium atom (87Rb), and use the rubidium frequency
to control the frequency of a quartz oscillator. A microwave signal derived from the crystal oscillator is
applied to the 87Rb vapor within a cell, forcing the atoms into a particular energy state. An optical beam
is then pumped into the cell and is absorbed by the atoms as it forces them into a separate energy state.
A photo cell detector measures how much of the beam is absorbed, and its output is used to tune a
quartz oscillator to a frequency that maximizes the amount of light absorption. The quartz oscillator is
then locked to the resonance frequency of rubidium, and standard frequencies are derived from the
quartz oscillator and provided as outputs (Fig. 17.11).

Rubidium oscillators continue to get smaller and less expensive, and offer perhaps the best price-to-
performance ratio of any oscillator. Their long-term stability is much better than that of a quartz oscillator
and they are also smaller, more reliable, and less expensive than cesium oscillators.

The Q of a rubidium oscillator is about 107. The shifts in the resonance frequency are due mainly to
collisions of the rubidium atoms with other gas molecules. These shifts limit the long-term stability.
Stability (σy(τ), at τ = 1 s) is typically 1 × 10-11, and about 1 × 10-12 at 1 day. The frequency offset of a
rubidium oscillator ranges from 5 × 10-10 to 5 × 10-12 after a warm-up period of a few minutes or hours,
so they meet the accuracy requirements of most applications without adjustment. 

Cesium Oscillators

Cesium oscillators are primary frequency standards since the SI second is defined from the resonance
frequency of the cesium atom (133Cs), which is 9,192,631,770 Hz. A properly working cesium oscillator
should be close to its nominal frequency without adjustment, and there should be no change in frequency
due to aging. 

Commercially available oscillators use cesium beam technology. Inside a cesium oscillator, 133Cs atoms
are heated to a gas in an oven. Atoms from the gas leave the oven in a high-velocity beam that travels
through a vacuum tube toward a pair of magnets. The magnets serve as a gate that allows only atoms of
a particular magnetic energy state to pass into a microwave cavity, where they are exposed to a microwave

FIGURE 17.11 Rubidium oscillator.
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frequency derived from a quartz oscillator. If the microwave frequency matches the resonance frequency
of cesium, the cesium atoms change their magnetic energy state.

The atomic beam then passes through another magnetic gate near the end of the tube. Those atoms
that changed their energy state while passing through the microwave cavity are allowed to proceed to a
detector at the end of the tube. Atoms that did not change state are deflected away from the detector.
The detector produces a feedback signal that continually tunes the quartz oscillator in a way that
maximizes the number of state changes so that the greatest number of atoms reaches the detector.
Standard output frequencies are derived from the locked quartz oscillator (Fig. 17.12).

The Q of a commercial cesium standard is a few parts in 108. The beam tube is typically <0.5 m in
length, and the atoms travel at velocities of >100 m/s inside the tube. This limits the observation time
to a few milliseconds, and the resonance width to a few hundred hertz. Stability (σy(τ), at τ = 1 s) is
typically 5 × 10-12 and reaches a noise floor near 1 × 10-14 at about 1 day, extending out to weeks or
months. The frequency offset is typically near 1 × 10-12 after a warm-up period of 30 min.

17.4 Time and Frequency Transfer

Many applications require clocks or oscillators at different locations to be set to the same time (synchro-
nization), or the same frequency (syntonization). Time and frequency transfer techniques are used to
compare and adjust clocks and oscillators at different locations. Time and frequency transfer can be as
simple as setting your wristwatch to an audio time signal, or as complex as controlling the frequency of
oscillators in a network to parts in 1013. 

Time and frequency transfer can use signals broadcast through many different media, including coaxial
cables, optical fiber, radio signals (at numerous places in the radio spectrum), telephone lines, and the
Internet. Synchronization requires both an on-time pulse and a time code. Syntonization requires extract-
ing a stable frequency from the broadcast. The frequency can come from the carrier itself, or from a time
code or other information modulated onto the carrier.

This section discusses both the fundamentals of time and frequency transfer and the radio signals used
as calibration references. Table 17.6 provides a summary.

Fundamentals of Time and Frequency Transfer

Signals used for time and frequency transfer are generally referenced to atomic oscillators that are steered
to agree as closely as possible with UTC. Information is sent from a transmitter (A) to a receiver (B) and
is delayed by τab , commonly called the path delay (Fig. 17.13).

To illustrate path delay, consider a radio signal broadcast over a path 1000 km long. Since radio signals
travel at the speed of light (~3.3 µs/km), we can calibrate the path by applying a 3.3-ms correction to

FIGURE 17.12 Cesium beam oscillator.
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our measurement. Of course, for many applications the path delay is simply ignored. For example, if our
goal is simply to synchronize a computer clock within 1 s of UTC, there is no need to worry about a
100-ms path delay through a network. And, of course, path delay is not important to frequency transfer
systems, since on-time pulses are not required. Instead, frequency transfer requires only a stable path
where the delays remain relatively constant.

More sophisticated transfer systems estimate and remove all or part of the path delay. This is usually
done in one of two ways. The first way is to estimate τab and send the time out early by this amount. For
example, if τab is at least 20 ms for all users, the time can be sent 20 ms early. This advancement of the
timing signal removes at least some of the delay for all users.

A better technique is to compute τab and to apply a correction to the received signal. A correction for
τab can be computed if the position of both the transmitter and receiver are known. If the transmitter is
stationary, a constant can be used for the transmitter position. If the transmitter is moving (a satellite,
for example) it must broadcast its position in addition to broadcasting time. The Global Positioning
System (GPS) provides the best of both worlds—each GPS satellite broadcasts its position and the receiver
can use coordinates from multiple satellites to compute its own position. 

The transmitted information often includes a time code so that a clock can be set to the correct time-
of-day. Most time codes contain the UTC hour, minute, and second; the month, day, and year; and
advance warning of daylight saving time and leap seconds.

Radio Time and Frequency Transfer Signals

There are many types of radio receivers designed to receive time and frequency signals. Some are designed
primarily to produce time-of-day information or an on-time pulse, others are designed to output standard
frequencies, and some can be used for both time and frequency transfer. The following sections look at
three types of time and frequency radio signals that distribute UTC—high frequency (HF), low frequency
(LF), and GPS satellite signals.

TABLE 17.6 Summary of Time and Frequency Transfer Signals and Methods

Signal or Link Receiving Equipment
Time Uncertainty 

(24 h)
Frequency 

Uncertainty (24 h)

Dial-Up Computer Time 
Service 

Computer, client 
software, modem, 
and phone line 

<15 ms Not recommended 
for frequency 
measurements

Internet Time Service Computer, client 
software, and 
Internet connection

<1 s Not recommended 
for frequency 
measurements

HF Radio (3 to 30 MHz) HF receiver and 
antenna

1 to 20 ms 10-6 to 10-9

LF Radio (30 to 300 kHz) LF receiver and 
antenna 

1 to 100 µs 10-10 to 10-12

Global Positioning System 
(GPS)

GPS receiver antenna <20 ns <2 × 10-13

FIGURE 17.13 One-way time and frequency transfer.
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HF Radio Signals (Including WWV and WWVH)

High frequency (HF) radio broadcasts occupy the radio spectrum from 3 to 30 MHz. These signals are
commonly used for time and frequency transfer at moderate performance levels. Some HF broadcasts
provide audio time announcements and digital time codes. Other broadcasts simply provide a carrier
frequency for use as a reference.

HF time and frequency stations include NIST radio stations WWV and WWVH. WWV is located near
Fort Collins, Colorado, and WWVH is on the island of Kauai, Hawaii. Both stations broadcast continuous
time and frequency signals on 2.5, 5, 10, and 15 MHz, and WWV also broadcasts on 20 MHz. All
frequencies broadcast the same program, and at least one frequency should be usable at all times. The
stations can also be heard by telephone; dial (303) 499-7111 for WWV or (808) 335-4363 for WWVH. 

WWV and WWVH signals can be used in one of three modes:

• The audio portion of the broadcast includes seconds pulses or ticks, standard audio frequencies,
and voice announcements of the UTC hour and minute. WWV uses a male voice, and WWVH
uses a female voice. 

• A binary time code is sent on a 100 Hz subcarrier at a rate of 1 bit per second. The time code
contains the hour, minute, second, year, day of year, leap second and Daylight Saving Time (DST)
indicators, and a UT1 correction. This code can be read and displayed by radio clocks.

• The carrier frequency can be used as a reference for the calibration of oscillators. This is done
most often with the 5 and 10 MHz carrier signals, since they match the output frequencies of
standard oscillators.

The time broadcast by WWV and WWVH will be late when it arrives at the user’s location. The time
offset depends upon the receiver’s distance from the transmitter, but should be <15 ms in the continental
United States. A good estimate of the time offset requires knowledge of HF radio propagation. Most
users receive a signal that has traveled up to the ionosphere and was then reflected back to earth. Since
the height of the ionosphere changes throughout the day, the path delay also changes. Path delay variations
limit the received frequency uncertainty to parts in 109 when averaged for 1 day.

HF radio stations such as WWV and WWVH are useful for low level applications, such as the manual
synchronization of analog and digital clocks, simple frequency calibrations, and calibrations of stop
watches and timers. However, LF and GPS signals are better choices for more demanding applica-
tions [2,7,15].

LF Radio Signals (Including WWVB)

Before the advent of satellites, low frequency (LF) signals were the method of choice for time and
frequency transfer. While the use of LF signals has diminished in the laboratory, they still have two major
advantages—they can often be received indoors without an external antenna and several stations broad-
cast a time code. This makes them ideal for many consumer electronic products that display time-of-
day information. 

Many time and frequency stations operate in the LF band from 30 to 300 kHz (Table 17.7). The
performance of the received signal is influenced by the path length and signal strength. Path length is
important because the signal is divided into ground wave and sky wave. The ground wave signal is more
stable. Since it travels the shortest path between the transmitter and receiver, it arrives first and its path
delay is much easier to estimate. The sky wave is reflected from the ionosphere and produces results
similar to those obtained with HF reception. Short paths make it possible to continuously track the
ground wave. Longer paths produce a mixture of sky wave and ground wave. And over very long paths,
only sky wave reception is possible. 

Signal strength is also important. If the signal is weak, the receiver might search for a new cycle of the
carrier to track. Each time the receiver adjusts its tracking point by one cycle, it introduces a phase step
equal to the period of the carrier. For example, a cycle slip on a 60 kHz carrier introduces a 16.67 µs
phase step. However, a strong ground wave signal can produce very good results. An LF receiver that
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continuously tracks the same cycle of a ground wave signal can transfer frequency with an uncertainty
of about 1 × 10-12 when averaged for 1 day.

NIST operates LF radio station WWVB from Fort Collins, Colorado at a transmission frequency of
60 kHz. The station broadcasts 24 h per day, with an effective radiated output power of 50 kW. The
WWVB time code is synchronized with the 60 kHz carrier and contains the year, day of year, hour,
minute, second, and flags that indicate the status of daylight saving time, leap years, and leap seconds.
The time code is received and displayed by wristwatches, alarm clocks, wall clocks, and other consumer
electronic products [2,7,15].

Global Positioning System (GPS)

The GPS is a navigation system developed and operated by the U.S. Department of Defense (DoD) that
is usable nearly anywhere on the earth. The system consists of a constellation of at least 24 satellites that
orbit the earth at a height of 20,200 km in six fixed planes inclined 55∞ from the equator. The orbital
period is 11 h 58 m, which means that each satellite will pass over the same place on earth twice per day.
By processing signals received from the satellites, a GPS receiver can determine its position with an
uncertainty of <10 m.

The satellites broadcast on two carrier frequencies, L1 at 1575.42 MHz and L2 at 1227.6 MHz. Each
satellite broadcasts a spread spectrum waveform, called a pseudo random noise (PRN) code on L1 and
L2, and each satellite is identified by the PRN code it transmits. There are two types of PRN codes. The
first type is a coarse acquisition (C/A) code with a chipping rate of 1023 chips per millisecond. The second
is a precision (P) code with a chipping rate of 10230 chips per millisecond. The C/A code is broadcast
on L1, and the P code is broadcast on both L1 and L2. GPS reception is line-of-sight, which means that
the receiving antenna must have a clear view of the sky [16].

Each satellite carries either rubidium or cesium oscillators, or a combination of both. These oscillators
are steered from DoD ground stations and are referenced to the United States Naval Observatory time scale,
UTC (USNO), which by agreement is always maintained within 100 ns of UTC (NIST). The oscillators
provide the reference for both the carrier and the code broadcasts. 

GPS signals now dominate the world of high performance time and frequency transfer, since they
provide reliable reception and exceptional results with minimal effort. A GPS receiver can automatically
compute its latitude, longitude, and altitude from position data received from the satellites. The receiver
can then calibrate the radio path and synchronize its on-time pulse. In addition to the on-time pulse,
many receivers provide standard frequencies such as 5 or 10 MHz by steering an OCXO or rubidium
oscillator using the satellite signals. GPS receivers also produce time-of-day and date information. 

A GPS receiver calibrated for equipment delays has a timing uncertainty of <20 ns relative to UTC
(NIST), and the frequency uncertainty is often <2 × 10-13 when averaged for 1 day. Figure 17.14 shows
an Allan deviation plot of the output of a low cost GPS receiver. The stability is near 1 × 10-13 after about
1 day of averaging.

TABLE 17.7 LF Time and Frequency Broadcast Stations

Call Sign Country
Frequency 

(kHz) Always On?

DCF77 Germany 77.5 Yes
DGI Germany 177 Yes
HBG Switzerland 75 Yes
JG2AS Japan 40 Yes
MSF United Kingdom 60 Yes
RBU Russia 66.666 No
RTZ Russia 50 Yes
TDF France 162 Yes
WWVB United States 60 Yes
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17.5 Closing

As noted earlier, time and frequency standards and measurements have improved by about nine orders
of magnitude in the past 100 years. This rapid advance has made many new products and technologies
possible. While it is impossible to predict what the future holds, we can be certain that oscillator Qs will
continue to increase, measurement uncertainties will continue to decrease, and new technologies will
continue to emerge.
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18
Sensor and Actuator

Characteristics

18.1 Range
18.2 Resolution
18.3 Sensitivity
18.4 Error
18.5 Repeatability
18.6 Linearity and Accuracy
18.7 Impedance
18.8 Nonlinearities
18.9 Static and Coulomb Friction
18.10 Eccentricity
18.11 Backlash
18.12 Saturation
18.13 Deadband
18.14 System Response
18.15 First-Order System Response
18.16 Underdamped Second-Order System Response
18.17 Frequency Response

Mechatronic systems use a variety of sensors and actuators to measure and manipulate mechanical,
electrical, and thermal systems. Sensors have many characteristics that affect their measurement capa-
bilities and their suitability for each application. Analog sensors have an output that is continuous over
a finite region of inputs. Examples of analog sensors include potentiometers, LVDTs (linear variable
differential transformers), load cells, and thermistors. Digital sensors have a fixed or countable number
of different output values. A common digital sensor often found in mechatronic systems is the incremental
encoder. An analog sensor output conditioned by an analog-to-digital converter (ADC) has the same
digital output characteristics, as seen in Fig. 18.1.

18.1 Range

The range (or span) of a sensor is the difference between the minimum (or most negative) and maximum
inputs that will give a valid output. Range is typically specified by the manufacturer of the sensor. For
example, a common type K thermocouple has a range of 800∞C (from -50∞C to 750∞C). A ten-turn
potentiometer would have a range of 3600 degrees. 

Joey Parker
University of Alabama
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18.2 Resolution

The resolution of a sensor is the smallest increment of input that can be reliably detected. Resolution is
also frequently known as the least count of the sensor. Resolution of digital sensors is easily determined.
A 1024 ppr (pulse per revolution) incremental encoder would have a resolution of 

The resolution of analog sensors is usually limited only by low-level electrical noise and is often much
better than equivalent digital sensors. 

18.3 Sensitivity

Sensor sensitivity is defined as the change in output per change in input. The sensitivity of digital sensors
is closely related to the resolution. The sensitivity of an analog sensor is the slope of the output versus
input line. A sensor exhibiting truly linear behavior has a constant sensitivity over the entire input range.
Other sensors exhibit nonlinear behavior where the sensitivity either increases or decreases as the input
is changed, as shown in Fig. 18.2. 

18.4 Error

Error is the difference between a measured value and the true input value. Two classifications of errors
are bias (or systematic) errors and precision (or random) errors. Bias errors are present in all measure-
ments made with a given sensor, and cannot be detected or removed by statistical means. These bias
errors can be further subdivided into 

• calibration errors (a zero or null point error is a common type of bias error created by a nonzero
output value when the input is zero),

• loading errors (adding the sensor to the measured system changes the system), and 

• errors due to sensor sensitivity to variables other than the desired one (e.g., temperature effects
on strain gages). 

FIGURE 18.1 Analog and digital sensor outputs.

FIGURE 18.2 Sensor sensitivity.
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18.5 Repeatability

Repeatability (or reproducibility) refers to a sensor’s ability to give identical outputs for the same input.
Precision (or random) errors cause a lack of repeatability. Fortunately, precision errors can be accounted
for by averaging several measurements or other operations such as low-pass filtering. Electrical noise and
hysteresis (described later) both contribute to a loss of repeatability.

18.6 Linearity and Accuracy

The accuracy of a sensor is inversely proportional to error, i.e., a highly accurate sensor produces low
errors. Many manufacturers specify accuracy in terms of the sensor’s linearity. A least-squares straight-
line fit between all output measurements and their corresponding inputs determines the nominal output
of the sensor. Linearity (or accuracy) is specified as a percentage of full scale (maximum valid input), as
shown in Fig. 18.3, or as a percentage of the sensor reading, as shown in Fig. 18.4. Figures 18.3 and 18.4
show both of these specifications for 10% linearity, which is much larger than most actual sensors.

Accuracy and precision are two terms that are frequently confused. Figure 18.5 shows four sets of
histograms for ten measurements of angular velocity of an actuator turning at a constant 100 rad/s. The
first set of data shows a high degree of precision (low standard deviation) and repeatability, but the

FIGURE 18.3 Linearity specified at full scale.

FIGURE 18.4 Linearity specified at reading.
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average accuracy is poor. The second set of data shows a low degree of precision (high standard deviation),
but the average accuracy is good. The third set of data shows both low precision and low accuracy, while
the fourth set of data shows both high precision, high repeatability, and high accuracy.

18.7 Impedance

Impedance is the ratio of voltage and current flow for a sensor. For a simple resistive sensor (such as a
strain gage or a thermistor), the impedance Z is the same as the resistance R, which has units of ohms (W),

For more complicated sensors, impedance includes the effects of capacitance, C, and inductance, L.
Inclusion of these terms makes the impedance frequency sensitive, but the units remain ohms:

 

where  is the imaginary number and ω is the driving frequency. The impedance form is
particularly nice for analyzing simple circuits, as parallel and series inductances can be treated just like
resistances. Two types of impedance are important in sensor applications: input impedance and output
impedance. Input impedance is a measure of how much current must be drawn to power a sensor (or
signal conditioning circuit). Input impedance is frequently modeled as a resistor in parallel with the

FIGURE 18.5 Examples of accuracy and precision.
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input terminals. High input impedance is desirable, since the device will then draw less current from the
source. Oscilloscopes and data acquisition equipment frequently have input impedances of 1 MΩ  or
more to minimize this current draw. Output impedance is a measure of a sensor’s (or signal conditioning
circuit’s) ability to provide current for the next stage of the system. Output impedance is frequently
modeled as a resistor in series with the sensor output. Low output impedance is desirable, but is often
not available directly from a sensor. Piezoelectric sensors in particular have high output impedances and
cannot source much current (typically micro-amps or less). Op-amp circuits are frequently used to buffer
sensor outputs for this reason. Op-amp circuits (especially voltage followers) provide nearly ideal cir-
cumstances for many sensors, since they have high input impedance but can substantially lower output
impedance.

18.8 Nonlinearities

Linear systems have the property of superposition. If the response of the system to input A is output A,
and the response to input B is output B, then the response to input C (= input A + input B) will be
output C ( = output A + output B). Many real systems will exhibit linear or nearly linear behavior over
some range of operation. Therefore, linear system analysis is correct, at least over these portions of a
system’s operating envelope. Unfortunately, most real systems have nonlinearities that cause them to
operate outside of this linear region, and many common assumptions about system behavior, such as
superposition, no longer apply. Several nonlinearities commonly found in mechatronic systems include
static and coulomb friction, eccentricity, backlash (or hysteresis), saturation, and deadband.

18.9 Static and Coulomb Friction

In classic linear system analysis, friction forces are assumed to be proportional to velocity, i.e., viscous
friction. With an actuator velocity of zero, there should be no friction. In reality, a small amount of static
(no velocity) or Coulomb friction is almost always present, even in roller or ball type anti-friction
bearings. A typical plot of friction force vs. velocity is given in Fig. 18.6. Note that the static friction force
can assume any value between some upper and lower limit at zero velocity. Static friction has two primary
effects on mechatronic systems:

1. Some of the actuator torque or force is wasted overcoming friction forces, which leads to ineffi-
ciency from an energy viewpoint.

2. As the actuator moves the system to its final location, the velocity approaches zero and the actuator
force/torque will approach a value that exactly balances frictional and gravity loads. Since static
friction can assume any value at zero velocity, the actuator will come to slightly different final
resting positions each time—depending on the final value of static friction. This effect contributes
to some loss of repeatability in mechatronic systems.

FIGURE 18.6 Static and Coulomb friction.
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18.10 Eccentricity

The ideal relationships for gears, pulleys, and chain drives assume that the point of gear contact remains
at a fixed distance from the center of rotation for each gear. In reality, the true center of the gears pitch
circle and the center of rotation will be separated by a small amount, known as the eccentricity. Small
tooth-to-tooth errors can also cause local variations in the pitch circle radius. The combination of these two
effects can lead to a nonlinear geometrical relationship between two gears like that of Fig. 18.7, where
the nonlinear behavior is greatly exaggerated for clarity. Eccentricity impacts the accuracy of position
measurements made on the input side of the gear pair, as the output gear is not exactly where the sensor
measurement indicates. 

18.11 Backlash

If two otherwise perfect gears are not mounted on a center-to-center distance that exactly matches the
sum of the pitch radii, there will be a small clearance, or backlash, between the teeth. When the input
gear reverses direction, a small rotation is required before this clearance is removed and the output gear
begins to move. Gear backlash is just one of many phenomena that can be characterized as hysteresis,
as shown in Fig. 18.8. Clearance between shafts and bearings can cause hysteretic effects also. Backlash
exhibits effects similar to those for eccentricity, i.e., a loss of repeatability, particularly when approaching
a measured point from different directions. The gear backlash problem is so prevalent and potentially
harmful that many manufacturers go to great lengths to minimize or reduce the effect:

• gears mounted closer together than the theoretically ideal spacing,

• split “anti-backlash” gears that are spring loaded to force teeth to maintain engagement at all times,

• external spring-loaded mounts for one of the gears to force engagement, or

• specially designed gears with anti-backlash features.

FIGURE 18.7 Gear eccentricity.

FIGURE 18.8 Gear backlash.
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18.12 Saturation

All real actuators have some maximum output capability, regardless of the input.  This violates the linearity
assumption, since at some point the input command can be increased without significantly changing the
output; see Fig. 18.9. This type of nonlinearity must be considered in mechatronic control system design,
since maximum velocity and force or torque limitations affect system performance. Control systems mod-
eled with linear system theory must be carefully tested or analyzed to determine the impact of saturation
on system performance.

18.13 Deadband

Another nonlinear characteristic of some actuators and sensors is known as deadband. The deadband is
typically a region of input close to zero at which the output remains zero. Once the input travels outside
the deadband, then the output varies with input, as shown in Fig. 18.10. Analog joystick inputs frequently
use a small amount of deadband to reduce the effect of noise from human inputs. A very small movement
of the joystick produces no output, but the joystick acts normally with larger inputs. 

Deadband is also commonly found in household thermostats and other process type controllers, as
shown in Fig. 18.11. When a room warms and the temperature reaches the setpoint (or desired value)

FIGURE 18.9 Saturation.

FIGURE 18.10 Deadband.

FIGURE 18.11 Thermostat deadband.
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on the thermostat, the output remains off. Once room temperature has increased to the setpoint plus
half the deadband, then the cooling system output goes to fully on. As the room cools, the output stays
fully on until the temperature reaches the setpoint minus half the deadband. At this point the cooling
system output goes fully off. 

18.14 System Response

Sensors and actuators respond to inputs that change with time. Any system that changes with time is
considered a dynamic system. Understanding the response of dynamic systems to different types of inputs
is important in mechatronic system design. The most important concept in system response is stability.
The term stability has many different definitions and uses, but the most common definition is related to
equilibrium. A system in equilibrium will remain in the same state in the absence of external disturbances.
A stable system will return to an equilibrium state if a “small” disturbance moves the system away from
the initial state. An unstable system will not return to an equilibrium position, and frequently will move
“far” from the initial state. 

Figure 18.12 illustrates three stability conditions with a simple ball and hill system. In each case an
equilibrium position is easily identified—either the top of the hill or the bottom of the valley. In the
unstable case, a small motion of the ball away from the equilibrium position will cause the ball to move
“far” away, as it rolls down the hill. In the stable case, a small movement of the ball away from the equi-
librium position will eventually result in the ball returning, perhaps after a few oscillations. In the third
case, the absence of friction causes the ball to oscillate continuously about the equilibrium position once
a small movement has occurred. This special case is often known as marginal stability, since the system
never quite returns to the equilibrium position. 

Most sensors and actuators are inherently stable. However, the addition of active control systems can
cause a system of stable devices to exhibit overall unstable behavior. Careful analysis and testing is required
to ensure that a mechatronic system acts in a stable manner. The complex response of stable dynamic
systems is frequently approximated by much simpler systems. Understanding both first-order and second-
order system responses to either instantaneous (or step) changes in inputs or sinusoidal inputs will suffice
for most situations. 

18.15 First-Order System Response

First-order systems contain two primary elements: an energy storing element and an element which
dissipates (or removes) energy. Typical first-order systems include resistor–capacitor filters and resistor–
inductor networks (e.g., a coil of a stepper motor). Thermocouples and thermistors also form first-order
systems, due to thermal capacitance and resistance. The differential equation describing the time response
of a generic first-order system is

FIGURE 18.12  System stability.
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where y(t) is the dependent output variable (velocity, acceleration, temperature, voltage, etc.), t is the
independent input variable (time), τ is the time constant (units of seconds), and f(t) is the forcing
function (or system input).

The solution to this equation for a step or constant input is given by

 

where y∞ is the limiting or final (steady-state) value, y0 is the initial value of the independent variable at
t = 0.

A set of typical first-order system step responses is shown in Fig. 18.13. The initial value is arbitrarily
selected as 20 with final values of 80. Time constants ranging from 0.25 to 2 s are shown. Each of these
curves directly indicates its time constant at a key point on the curve. Substituting t = τ into the first-
order response equation with y0 = 20 and y∞ = 80 gives

Each curve crosses the y(τ) ≈ 57.9 line when its time constant τ equals the time t. This concept is
frequently used to experimentally determine time constants for first-order systems. 

18.16 Underdamped Second-Order System Response

Second-order systems contain three primary elements: two energy storing elements and an element which
dissipates (or removes) energy. The two energy storing elements must store different types of energy. A
typical mechanical second-order system is the spring–mass–damper combination shown in Fig. 18.14.
The spring stores potential energy (PE = kx2), while the mass stores kinetic energy (KE = mv2), where k
is the spring stiffness (typical units of N/m), x is the spring deflection (typical units of m), m is the mass
(typical units of kg), and v is the absolute velocity of the mass (typical units of m/s).

A common electrical second-order system is the resistor–inductor–capacitor (RLC) network, where
the capacitor and inductor store electrical energy in two different forms. The generic form of the dynamic
equation for an underdamped second-order system is

where y(t) is the dependent variable (velocity, acceleration, temperature, voltage, etc.), t is the independent
variable (time),  is the damping ratio (a dimensionless quantity), ωn is the natural frequency (typical
units of rad/s), and f(t) is the forcing function (or input).

FIGURE 18.13 First-order system—step response.
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 is the amplitude ratio (a dimensionless quantity), and Φ = −tan−1 (τω) is the

.19 is a plot of the magnitude ratio MdB and the phase angle Φ as a function of the non-
 frequency, τω. Note that the magnitude is frequently plotted in terms of decibels, where

10(M).
ency at which the magnitude ratio equals 0.707 (or –3 dB) is called the bandwidth. For a

ystem, the bandwidth is inversely proportional to the time constant. So, ω = 1/τ. 
 second-order system with a sinusoidal input of amplitude A and frequency ω would have
 equation of

y-state solution to this equation is

9 Frequency response for first-order system.
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The peak value in an experimentally determined frequency response can be used to estimate both the
natural frequency and damping ratio for a second-order system. These parameters can then be used to
estimate tim

Reference

Nise, N. S., C

0066_Frame_C18  Page 14  Wednesday, January 9, 2002  5:14 PM

©2002 CRC P
e domain responses such as peak time and percent overshoot. 

ontrol Systems Engineering, 2nd ed., Benjamin/Cummings, 1995.

ress LLC



 

                                                              
19
Sensors

19.1 Linear and Rotational Sensors
Contact • Infrared • Resistive • Tilt (Gravity) •
Capacitive • AC Inductive • DC Magnetic • Ultrasonic • 
Magnetostrictive Time-of-Flight • Laser Interferometry

19.2 Acceleration Sensors
Overview of Accelerometer Types • Dynamics and 
Characteristics of Accelerometers • Vibrations • Typical 
Error Sources and Error Modeling • Inertial 
Accelerometers • Electromechanical Accelerometers • 
Piezoelectric Accelerometers • Piezoresistive 
Accelerometers • Strain-Gauge Accelerometers • 
Electrostatic Accelerometers • Micro- and 
Nanoaccelerometers • Signal Conditioning and Biasing

19.3 Force Measurement
General Considerations • Hooke’s Law • Force Sensors

19.4 Torque and Power Measurement
Fundamental Concepts • Arrangements of Apparatus for 
Torque and Power Measurement • Torque Transducer 
Technologies • Torque Transducer Construction, Operation, 
and Application • Apparatus for Power Measurement

19.5 Flow Measurement
Introduction • Terminology • Flow Characteristics • 
Flowmeter Classification • Differential Pressure 
Flowmeter • The Variable Area Flowmeter • The Positive 
Displacement Flowmeter • The Turbine Flowmeter • The 
Vortex Shedding Flowmeter • The Electromagnetic 
Flowmeter • The Ultrasonic Flowmeter • The Coriolis 
Flowmeter • Two-Phase Flow • Flowmeter 
Installation • Flowmeter Selection

19.6 Temperature Measurements
Introduction • Thermometers That Rely Upon Differential 
Expansion Coefficients • Thermometers That Rely Upon 
Phase Changes • Electrical Temperature Sensors and 
Transducers • Noncontact Thermometers • Microscale 
Temperature Measurements • Closing Comments

19.7 Distance Measuring and Proximity Sensors
Distance Measuring Sensors • Proximity Sensors

19.8 Light Detection, Image, and Vision Systems
Introduction • Basic Radiometry • Light Sources • Light 
Detectors • Image Formation • Image Sensors • Vision 
Systems

19.9 Integrated Microsensors
Introduction • Examples of Micro- and Nanosensors • 
Future Development Trends • Conclusions

Kevin M. Lynch
Northwestern University

Michael A. Peshkin
Northwestern University

Halit Eren
Curtin University of Technology

M. A. Elbestawi
McMaster University

Ivan J. Garshelis
Magnova, Inc.

Richard Thorn
University of Derby

Pamela M. Norris
University of Virginia

Bouvard Hosticka
University of Virginia

Jorge Fernando Figueroa 
NASA Stennis Space Center

H. R. (Bart) Everett
Space and Naval Warfare Systems 
Center

Stanley S. Ipson
University of Bradford

Chang Liu
University of Illinois
©2002 CRC Press LLC



 

                   
19.1 Linear and Rotational Sensors

Kevin M. Lynch and Michael A. Peshkin

By far the most common motions in mechanical systems are linear translation along a fixed axis and
angular rotation about a fixed axis. More complex motions are usually accomplished by composing these
simpler motions. In this chapter we provide a summary of some of the many technologies available for
sensing linear and rotational motion along a single axis. We have arranged the sensing modalities
according to the physical effect exploited to provide the measurement. 

Contact

The simplest kind of displacement sensor is a mechanical switch which returns one bit of information:
touching or not touching. A typical microswitch consists of a lever which, when depressed, creates a
mechanical contact within the switch, which closes an electrical connection (Fig. 19.1). Microswitches
may be used as bump sensors for mobile robots, often by attaching a compliant material to the lever
(such as a whisker) to protect the robot body from impact with a rigid obstacle. Another popular
application of the microswitch in robotics is as a limit switch, indicating that a joint has reached the limit
of its allowable travel.

Figure 19.2 shows a typical configuration for a microswitch. The pull-up resistor keeps the signal at
+V until the switch closes, sending the signal to ground. As the switch closes, however, a series of micro-
impacts may lead to “bounce” in the signal. A “debouncing” circuit may be necessary to clean up the
output signal.

Switches may be designated NO or NC for normally open or normally closed, where “normally”
indicates the unactivated or unpressed state of the switch. A switch may also have multiple poles (P) and
one or two throws (T) for each pole. A pole moves as the switch is activated, and the throws are the
possible contact points for the pole. Thus an SPDT (single pole double throw) switch switches a single
pole from contact with one throw to the other, and a DPST (double pole single throw) switch switches
two poles from open to closed circuit (Fig. 19.3). 

FIGURE 19.1 A typical microswitch.

FIGURE 19.2 Signal bounce at a closing switch.
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Infrared

Infrared light can be used in a variety of ways to measure linear and rotational displacement. Typically,
an infrared light-emitting diode (LED), or photoemitter, is used as a source, and an infrared sensitive
device is used to detect the emitted light. The detector could be a photoresistor or photocell, a variable
resistor which changes resistance depending on the strength of the incident light (possibly infrared or
visible); a photodiode, which allows the flow of electrical current in one direction in the presence of
infrared light, and otherwise acts as an open circuit; or a phototransistor. In a phototransistor, the incident
infrared light acts as the base current for the transistor, allowing the flow of collector current proportional
to the strength of the received infrared light (up to saturation of the transistor). Circuit symbols for the
various elements are shown in Fig. 19.4. 

If the emitter and detector are facing each other, they can be used as a beam-breaker, to detect if
something passes between. This is called a photointerrupter (Fig. 19.5). If the emitter and detector are
free to move along the line connecting them, the strength of the received signal can be used to measure
the distance separating them. Infrared photodetectors may be sensitive to ambient light, however. To
distinguish the photoemitter light from background light, the source can be modulated (i.e., switched
on and off at a high frequency), and the detector circuitry designed to respond only to the modulated
infrared. 

An emitter and detector facing the same direction can be used to roughly measure the distance to a
nearby surface by the strength of the returned light reflecting off the surface. This is called a photoreflector
(Fig. 19.6). Alternatively, such a sensor could be used to detect light absorbing or light reflecting surfaces
at a constant distance, as in mobile robot line following. Light polarizing filters can also be used on the
emitter and detector so that the detector only recognizes light reflected by a special “optically active”
retroreflecting surface.

FIGURE 19.3 SPDT and DPST switch configurations.

FIGURE 19.4 Optoelectronic circuit symbols and a typical emitter/detector configuration.
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Photointerrupters and photoreflectors can be bought prepackaged or constructed separately from an
infrared LED and a photodiode or phototransistor, after making certain the detector is sensitive to the
wavelength produced by the LED.

Photoreflector units are also available with more advanced position sensitive detectors (PSDs), which
report the location of infrared light incident on the sensing surface (Fig. 19.7). The fixed location of the
LED relative to the PSD, as well as the location of the image of the infrared light on the PSD, allows the

FIGURE 19.5 The Fairchild semiconductor QVA11234 photointerrupter.

FIGURE 19.6 The Fairchild semiconductor QRB1114 photoreflective sensor.

FIGURE 19.7 A position sensitive detector (PSD), UDT Sensors, Inc.
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use of triangulation to determine the distance to the target. Such distance measuring sensors are man-
ufactured by Sharp and Hamamatsu.

Optical Encoders

An optical encoder uses photointerrupters to convert motion into an electrical pulse train. These electrical
pulses “encode” the motion, and the pulses are counted or “decoded” by circuitry to produce the displace-
ment measurement. The motion may be either linear or rotational, but we focus on more common rotary
optical encoders. 

There are two basic configurations for rotary optical encoders, the incremental encoder and the absolute
encoder. In an incremental encoder, a disk (or codewheel) attached to a rotating shaft spins between two
photointerrupters (Fig. 19.8). The disk has a radial pattern of lines, deposited on a clear plastic or glass
disk or cut out of an opaque disk, so that as the disk spins, the radial lines alternately pass and block the
infrared light to the photodetectors. (Typically there is also a stationary mask, with the same pattern as
the rotating codewheel, in the light path from the emitters to the detectors.) This results in pulse trains
from each of the photodetectors at a frequency proportional to the angular velocity of the disk. These
signals are labeled A and B, and they are 1/4 cycle out of phase with each other. The signals may come
from photointerrupters aligned with two separate tracks of lines at different radii on the disk, or they
may be generated by the same track, with the photointerrupters placed relative to each other to give out
of phase pulse trains.

By counting the number of pulses and knowing the number of radial lines in the disk, the rotation of
the shaft can be measured. The direction of rotation is determined by the phase relationship of the A
and B pulse trains, i.e., which signal leads the other. For example, a rising edge of A while B = 1 may
indicate counterclockwise rotation, while a rising edge of A while B = 0 indicates clockwise rotation. The
two out-of-phase signals are known as quadrature signals.

Incremental encoders commonly have a third output signal called the index signal, labeled I or Z. The
index signal is derived from a separate track yielding a single pulse per revolution of the disk, providing
a home signal for absolute orientation. In practice, multiple photointerrupters can be replaced by a single
source and a single array detecting device.

IC decoder chips are available to decode the pulse trains. The inputs to the chip are the A and B signals,
and the outputs are one or more pulse trains to be fed into a counter chip. For example, the US Digital
LS7083 outputs two pulse trains, one each for clockwise and counterclockwise rotation, which can be
sent to the inputs of a 74193 counter chip (Fig. 19.9). Standard decoding methods for the quadrature
input are 1X, 2X, and 4X resolution. In 1X resolution, a single count is generated for the rising or falling
edge of just one of the pulse trains, so that the total number of encoder counts for a single revolution
of the disk is equal to the number of lines in the disk. In 4X resolution, a count is generated for each
rising and falling edge of both pulse trains, resulting in four times the angular resolution. An encoder

FIGURE 19.8 Schematic of an incremental encoder.
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with 1000 lines on the code wheel being decoded at 4X resolution yields an angular resolution of 360∞/
(4 ×  1000) = 0.09˚ .

While a single-ended output encoder provides the signals A, B, and possibly Z, a differential output
encoder also provides the complementary outputs A′ , B′ , and Z′ . Differential outputs, when used with
a differential receiver, can increase the electrical noise immunity of the encoder.

A drawback of the incremental encoder is that there is no way to know the absolute position of the
shaft at power-up without rotating it until the index pulse is received. Also, if pulses are momentarily
garbled due to electrical noise, the estimate of the shaft rotation is lost until the index pulse is received.
A solution to these problems is the absolute encoder. An absolute encoder uses k photointerrupters and
k code tracks to produce a k-bit binary word uniquely representing 2k different orientations of the disk,
giving an angular resolution of 360˚/2k (Fig. 19.10). Unlike an incremental encoder, an absolute encoder
always reports the absolute angle of the encoder.

The radial patterns on the tracks are arranged so that as the encoder rotates in one direction, the
binary word increments or decrements according to a binary code. Although natural binary code is a
possibility, the Gray code is a more common solution. With natural binary code, incrementing by one
may change many or all of the bits, e.g., 7 to 8 in decimal is 0111 to 1000 in natural binary. With the
Gray code, only one bit changes as the number increments or decrements, e.g., 7 to 8 in decimal is 0100
to 1100 in Gray code. The rotational uncertainty during a Gray code transition is only a single count,
or 360˚/2k. With the natural binary code, an infinitesimal misalignment between the lines and the
photointerrupters may cause the reading to briefly go from 0111 (7) to 1111 (15) during the transition
to 1000 (8).

In general, incremental encoders provide higher resolution at a lower cost and are the most common
choice for many industrial and robotic applications.

FIGURE 19.9 An optical encoder, US Digital LS7083 quadrature decoder chip, and counter (courtesy of US Digital,
Inc.).

FIGURE 19.10 An 8-bit Gray code absolute encoder disk, courtesy of BEI Technologies Industrial Encoder Division.
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Resistive

One of the simplest and least expensive ways to measure rotational or linear motion is using a variable
resistor called a potentiometer or rheostat. We focus on rotary potentiometers, or “pots” for short, but
the principle of operation is the same in the linear case.

A pot consists of three terminals (Fig. 19.11(a,b)). Two end terminals, call them terminals 1 and 3,
connect to either end of a length of resistive material, such as partially conductive plastic, ceramic, or a
long thin wire. (For compactness, the long wire is wound around in loops to make a coil, leading to the
name wirewound potentiometer.) 

The other terminal, terminal 2, is connected to a wiper, which slides over the material as the pot shaft
rotates. The total resistance of the pot R13 is equal to the sum of the resistance R12 between terminal 1
and the wiper, and the resistance R23 between the wiper and terminal 3. Typically the wiper can rotate
from one end of the resistive material (R13 = R12) to the other (R13 = R23). If the full motion of the wiper
is caused by one revolution of the shaft or less, the pot is called a single-turn pot. If the full motion is
caused by multiple revolutions, it is called a multi-turn pot.

Typically a pot is used by connecting terminal 1 to a voltage V, terminal 3 to ground, and using the
voltage at the wiper as a measure of the rotation. The voltage observed at the wiper is V(R23/R13) and is
a linear function of the rotation of the shaft.

A remarkably simple absolute sensor for a wide range of distances is the string pot or draw-wire sensor
(Fig. 19.12). It consists of a string wrapped on a spool, with a potentiometer to monitor rotations of the
spool. A return spring keeps the string taut. Lengths up to many meters may be measured, using sensors
incorporating multi-turn pots. The same technique is similarly useful for short distances (a few centi-
meters) using compact single-turn pots and a small spool. Both tolerate misalignment or arc-like motion
well. String pots are susceptible to damage to the string in exposed applications, but the sensor element
is small and unobtrusive. Manufacturers include RDP Electronics, SpaceAge Control, and UniMeasure.

FIGURE 19.11 (a) As the shaft of the potentiometer rotates, the wiper moves from one end of the resistive material
to the other. (b) The inside of a typical potentiometer, showing the wiper contacting a resistive strip.

FIGURE 19.12 A string pot, courtesy of Space Age Control, Inc.
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Another type of resistive sensor is the flexible bend sensor. Conductive ink between two electrical
contacts on a flexible material changes resistance as the material bends and stretches. Used in a voltage
divider with a fixed resistor, the analog voltage may be used as a measure of the bend. Such a sensor
could be used to detect contact (like a whisker) or as a rough measure of the deformation of a surface
to which it is attached.

Tilt (Gravity)

A mercury switch can be used to provide one bit of information about orientation relative to the gravity
vector. A small drop of mercury enclosed in a glass bulb opens or closes the electrical connection between
two leads depending on the orientation of the sensor. Several mercury switches at different orientations
may be used to get a rough estimate of tilt. The signal from a mercury switch may “bounce” much like
the signal from a mechanical contact switch (Fig. 19.2). 

An inclinometer can be used to measure the amount of tilt. One example is the electrolytic tilt sensor.
Manufacturers include The Fredericks Company and Spectron Glass. Two-axis models have five parallel
rod-like electrodes in a sealed capsule, partially filled with a conductive liquid. Four of the electrodes are
at the corners of a square, with one in the middle. Tilting the sensor changes the distribution of current
injected via the center electrode in favor of the electrodes which are more deeply immersed.

Tilt sensors may be obtained with liquids of varying viscosity, to minimize sloshing. Because a DC
current through the liquid would cause electrolysis and eventually destroy the sensor, AC measurements
of conductivity are used. As a result, the support electronics are not trivial. 

The liquid conductivity is highly temperature dependent. The support electronics for the tilt sensor
must rely on a ratio of conductivity between pairs of rods. Also, although the electrolytic tilt sensor
operates over a wide temperature range, it is greatly disturbed by nonuniformities of temperature across
the cell.

Another kind of simple inclinometer can be constructed from a rotary potentiometer with a pendulum
bob attached. A problem with this solution is that friction may stop the bob’s motion when it is not
vertical. A related idea is to use an absolute optical encoder with a pendulum bob. Complete sensors
operating on this principle can be purchased with advanced options, such as magnetic damping to reduce
overshoot and oscillation. An example is US Digital’s 12-bit A2I absolute inclinometer.

Of course, gravity acting on a device is indistinguishable from acceleration. If the steady-state tilt of
a device is the measurement of interest, simple signal conditioning should be used to ensure that the
readings have settled.

Other more sophisticated tilt sensors include gyroscopes and microelectromechanical (MEMS) devices,
which are not discussed here.

Capacitive

Capacitance can be used to measure proximity or linear motions on the order of millimeters. The
capacitance C of a parallel plate capacitor is given by C = εr εo A/d, where εr is the relative permittivity
of the dielectric between the plates, εo is the permittivity of free space, A is the area of overlap of the two
plates, and d is the plate separation. As the plates translate in the direction normal to their planes, C is
a nonlinear function of the distance d. As the plates translate relative to each other in their planes, C is
a linear function of the area of overlap A. Used as proximity sensors, capacitive sensors can detect metallic
or nonmetallic objects, liquids, or any object with a dielectric constant greater than air. 

One common sensing configuration has one plate of the capacitor inside a probe, sealed in an insulator.
The external target object forms the other plate of the capacitor, and it must be grounded to the proximity
sensor ground. As the sensor approaches the target, the capacitance increases, modifying the oscillation
of a detector circuit including the capacitor. This altered oscillation may be used to signal proximity or
to obtain a distance measurement.

Manufacturers of capacitive sensors include Cutler-Hammer and RDP Electronics. 
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AC Inductive 

LVDT

The best known AC inductive sensor is the linear variable differential transformer, or LVDT. The LVDT is
a tube with a plunger, the displacement of the plunger being the variable to be measured (Fig. 19.13). The
tube is wrapped with at least two coils, an excitation coil and a pickup coil. An AC current (typically 1 kHz)
is passed through the excitation coil, and an AC signal is detected from the pickup coil and compared in
magnitude and in phase (0 or 180˚) to the excitation current. Support electronics are needed for the
demodulation, which is called synchronous detection. The plunger carries a ferromagnetic slug, which
enhances the magnetic coupling from the excitation coil to the pickup coil. Depending on the position of
the slug within the pickup coil, the detected signal may be zero (when the ferrite slug is centered in the
pickup coil), or increasing in amplitude in one or the other phase, depending on displacement of the slug.

LVDTs are a highly evolved technology and can be very accurate, in some cases to the micron level.
They have displacement ranges of millimeters up to a meter. They do not tolerate misalignment or
nonlinear motion, as a string pot does.

Resolvers

A resolver provides a measure of shaft angle, typically with sine and cosine analog outputs. It uses an AC
magnetic technique similar to the LVDT, and similar support electronics to provide synchronous detec-
tion. Resolvers are very rugged and for this reason are often preferred over optical encoders on motor
shafts, although they are not as accurate and they have greater support electronics requirements. Some
resolver drives have extra outputs as if they were incremental encoders, for compatibility. Additionally,
resolvers provide an absolute measure of shaft angle. The resolver, like the LVDT, is a well established
and evolved technology.

DC Magnetic

A magnetic field acting on moving electrons (e.g., a current in a semiconductor) produces a sideways
force on the electrons, and this force can be detected as a voltage perpendicular to the current. The effect
is small, even in semiconductors, but has become the basis of a class of very rugged, inexpensive, and
versatile sensors. 

Hall Effect Switches

Hall effect switches refers to devices which produce a binary output, depending on whether the magnetic
field intensity exceeds a threshold or not. In their component form, these switches may be packaged as
3-terminal devices the size of a transistor package (TO-92) or surface mount, having only a power lead
(3–24 V), a ground lead, and an output lead. Typically the output is pulled to ground, or not, depending
on the magnetic state. Hall effect switches are also available in environmental packages of all sorts.

The actuation threshold ranges from a few gauss (the Earth’s magnetic field is 1/2 G) up to the hundreds
of gauss levels typical of permanent magnets. Often there is a fair degree of unit-to-unit variability in threshold.

FIGURE 19.13 Operating principle of an LVDT.
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Hall effect switches are hysteretic: their “turn-on” threshold may be different than the “turn-off” threshold.
Sometimes hysteresis is used to make a switch latching, so that it stays in its last state (on or off) until the
applied magnetic field is reversed. Non-latching Hall switches may be unipolar (responding only to one
orientation of magnetic field) or bipolar (responding to a field of either polarity). Turn-on and turn-off
times are in microseconds. 

Hall switches have wide operating temperature ranges and are often used in automobile engine
compartments. Another advantage is that they are not susceptible to most of the fouling mechanisms of
optical or mechanical switches, such as liquids or dirt. While often the moving part that is detected is a
magnet, it can also be arranged that a stationary “bias” magnet is intensified in its effect on the hall
switch by the approach of a ferrous part, such as a gear tooth, thus allowing nonmagnetized objects to
be detected (Fig. 19.14). 

Typical applications are the detection of a moving part, replacing a mechanical limit switch. The Hall
switch has no moving or exposed parts and is wear-free. Another common use is in indexing of rotational
or translational motion. The Hall switch is installed to detect one position, and its output pulse is used
as a reference for an incremental encoder which can count distance from that reference point. Hall
switches are inexpensive and small, so a number of them can be spaced at intervals of millimeters, forming
a low-resolution linear or rotational encoder or multi-position switch. Such an encoder or switch has
the ruggedness advantages of Hall switches.

Analog Hall Sensors

In a package the same small size as Hall switches, and costing little more, one can also get Hall devices
that have an analog output proportional to magnetic field strength (Fig. 19.15). Typically, these have full-
scale magnetic field sensitivity in the 100 G range. These are not useful as a compass in the Earth’s sub-
gauss magnetic field.

Hall sensors are useful as linear or rotational encoders. Two Hall sensors may be arranged at right angles
to detect the sine and cosine of the angle of a rotating magnet, thus forming an absolute rotation sensor.

FIGURE 19.14 Detecting gear teeth in a ferrous mate-
rial using a Hall switch and a bias magnet. Courtesy of
Allegro Microsystems, Inc.

FIGURE 19.15 Output of an analog Hall sensor vs. position relative to a magnet. Courtesy of Allegro Microsystems, Inc.
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Commercially available devices of this nature are called “Hall potentiometers” and have a variety of outputs
(e.g., sine and cosine, or a linear ramp repeating with each revolution). In contrast to potentiometers with
resistive strips and sliders, Hall pots allow continuous 360∞ rotation and experience no wear. All Hall
effect devices are susceptible to external magnetic fields, however.

Hall sensors are also excellent transducers of short linear or arc-like motions. The motion of a bar
magnet past a Hall sensor exposes the sensor to a magnetic field—which can be arranged to vary linearly
with displacement—over a range of several millimeters up to several centimeters. (The bar magnet travels
less than its own length.) Commercial implementations are known as throttle position sensors.

Tape-Based Sensors

There are a number of linear and rotational sensors, both incremental and absolute, which are similar
to optical encoders but use magnetic patterns rather than optical ones. Linear applications are likely to
require an exposed strip. In exposed applications, magnetic sensors have advantages in resistance to dirt,
although the magnetic stripes must be protected from damage. 

Ultrasonic

Ultrasonic (US) sensors use the time-of-flight of a pulse of ultrasonic sound through air or liquid to
measure distance. Sensors are available with ranges from a few centimeters to 10 m. A great advantage of
US sensors is that all of the sensor’s electronic and transducer components are in one location, out of
harm’s way. The corresponding disadvantages are that US sensors tend to be indiscriminate: they may
detect spurious targets, even very small ones, especially if these are near the transducer. Sensors are available
with carefully shaped beams (down to 7∞) to minimize detection of spurious targets. Some include
compensation for variation in air temperature, which affects sound velocity. US sensors can be used in
surprising geometries. For instance, they can be used to detect the liquid level in a vertical pipe; back-
reflection of sound pulses from the walls of a smooth pipe are minimal. 

There is also an inexpensive and easily interfaced US sensor from Polaroid, derived from a ranging
device for an instant camera, which is popular with experimenters. 

Ultrasonic sensors typically have an analog output proportional to distance to target. Accuracies of
the 1% level can be expected in a well-controlled environment.

Magnetostrictive Time-of-Flight

A more accurate technique for using time-of-flight to infer distance is the magnetostrictive wire transducer
(MTS). A moving magnet forms the “target” corresponding to the acoustic target in US sensors, and need
not touch the magnetrostrictive wire which is the heart of the device. The magnet’s field acting on the
magnetrostrictive wire creates an ultrasonic pulse in the wire when a current pulse is passed through
the wire. The time interval from the current pulse to the detection of the ultrasonic pulse at the end of the
wire is used to determine the position of the magnet along the wire (Fig. 19.16). 

FIGURE 19.16 Principle of operation of a magnetostrictive linear position sensor, courtesy of Temposonics, Inc.
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The magnetostrictive transducer does not have the inherent compactness and ruggedness of ultrasonic
through air, but does achieve similarly large measurement lengths, up to several meters. Accuracy and
stability are excellent, far better than ultrasonic. Some misalignment or nonlinear motion is tolerated,
because the target magnet does not need to be in very close proximity to the magnetostrictive wire.

Laser Interferometry 

Laser interferometers are capable of measuring incremental linear motions with resolution on the order
of nanometers. In an interferometer, collimated laser light passes through a beam-splitter, sending the
light energy on two different paths. One path is directly reflected to the detector, such as an optical
sensing array, giving a flight path of fixed length. The other path reflects back to the detector from a
retroreflector (mirror) attached to the target to be measured. The two beams constructively or destruc-
tively interfere with each other at the detector, creating a pattern of light and dark fringes. The interference
pattern can be interpreted to find the phase relationship between the two beams, which depends on the
relative lengths of the two paths, and therefore the distance to the moving target. As the target moves,
the pattern repeats when the length of the variable path changes by the wavelength of the laser. Thus the
laser interferometer is inherently an incremental measuring device. 

Laser interferometers are easily the most expensive sensors discussed in this chapter. They also
have the highest resolution. Laser interferometers are very sensitive to mechanical misalignment and
vibrations.

More information about sensors may be found in Sensors magazine (http://www.sensorsmag.com/).
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19.2 Acceleration Sensors

Halit Eren

Acceleration relating to motion is an important section of kinematic quantities: position, velocity, accel-
eration, and jerk. Each one of these quantities has a linear relationship with the neighboring ones. That
is, all the kinematic quantities can be derived from a single quantity. For example, acceleration can be
obtained by differentiating the corresponding velocity or by integrating the jerk. Likewise, velocity can
be obtained by differentiating the position or by integrating the acceleration. In practice, only integration
is widely used since it provides better noise characteristics and attenuation.

There are two classes of acceleration measurements techniques: direct measurements by specific accel-
erometers and indirect measurements where velocity is differentiated. The applicability of these techniques
depends on the type of motion (rectilinear, angular, or curvilinear motion) or equilibrium centered
vibration. For rectilinear and curvilinear motions, the direct measurement accelerometers are preferred.
However, the angular acceleration is usually measured by indirect methods.
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Acceleration is an important parameter for general-purpose absolute motion measurements, vibration,
and shock sensing. For these measurements, accelerometers are commercially available in a wide range and
many different types to meet diverse application requirements, mainly in three areas: (1) Commercial
applications—automobiles, ships, appliances, sports and other hobbies; (2) Industrial applications—robotics,
machine control, vibration testing and instrumentation; and (3) High reliability applications—military,
space and aerospace, seismic monitoring, tilt, vibration and shock measurements.

Accelerometers have been in use for many years. Early accelerometers were mechanical types relying
on analog electronics. Although early accelerometers still find many applications, modern accelerometers
are essentially semiconductor devices within electronic chips integrated with the signal processing cir-
cuitry. Mechanical accelerometers detect the force imposed on a mass when acceleration occurs. A new
type of accelerometer, the thermal type, senses the position through heat transfer.

Overview of Accelerometer Types

A basic accelerometer consists of a mass that is free to move along a sensitive axis within a case. The
technology is largely based on this basic accelerometer and can be classified in a number of ways, such
as mechanical or electrical, active or passive, deflection or null-balance accelerometers, etc. The majority
of industrial accelerometers are classified as either deflection or null-balance types. Accelerometers used
in vibration and shock measurements are usually the deflection types, whereas those used for the mea-
surement of motions of vehicles, aircraft, and so on for navigation purposes may be either deflection or
null-balance type. 

This article will concentrate on the direct measurements of acceleration, which can be achieved by the
accelerometers of the following types:

• Inertial and mechanical

• Electromechanical

• Piezoelectric

• Piezoresistive

• Strain gauges

• Capacitive and electrostatic force balance

• Micro- and nanoaccelerometers

Depending on the principles of operations, these accelerometers have their own subclasses. 

Dynamics and Characteristics of Accelerometers

Acceleration is related to motion, a vector quantity, exhibiting a direction as well as magnitude. The
direction of motion is described in terms of some arbitrary Cartesian or orthogonal coordinate systems.
Typical rectilinear, angular, and curvilinear motions are illustrated in Figs. 19.17(a–c), respectively.

FIGURE 19.17 Types of motions to which accelerometers are commonly applied.
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The governing equations of these motions are as follows:

Rectilinear acceleration (19.1)

Angular acceleration (19.2)

Curvilinear acceleration (19.3)

where a and α are the accelerations; v and ω are the speeds; s is the distance; θ is the angle; i, j, and k
are the unit vectors in x, y, and z directions, respectively.

For the correct applications of the accelerometers, a sound understanding of the characteristics of the
motion under investigation is very important. The application areas may be linear and vibratory motion,
angular motion, monitoring of the tilt of an object, or various forms of combinations. In each case, the
correct selection and mounting of the accelerometer is necessary.

The majority of accelerometers can be viewed and analyzed as a single-degree-of-freedom seismic
instrument that can be characterized by a mass, a spring, and a damper arrangement as shown in
Fig. 19.18. In the case of multi-degrees-of-freedom systems, the principles of curvilinear motion can be
applied as in Eq. (19.3) and multiple transducers must be used to create uniaxial, biaxial, or triaxial
sensing points of the measurements. A typical example is the inertial navigation and guidance systems
as illustrated in Fig. 19.19. In such applications, acceleration sensors play an important role in orientation
and direction finding. Usually, miniature triaxial sensors detect changes in roll, pitch, and azimuth in x,
y, and z directions.

FIGURE 19.18 A typical seismic accelerometer.

FIGURE 19.19 Arrangements of accelerometers in navigation and guidance systems.
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If a single-degree-of-freedom system behaves linearly in a time invariant manner, the basic second-
order differential equation describing the motion of the forced mass-spring system can be written as

(19.4)

where f(t) is the force, m is the mass, c is the velocity constant, and k is the spring constant.
Nevertheless, the base of the accelerometer is in motion too. When the base is in motion, the force is

transmitted through the spring to the suspended mass, depending on the transmissibility of the force to
the mass. Equation (19.4) may be generalized by taking the effect motion of the base into account as

 (19.5)

where z = x2 – x1 is the relative motion between the mass and the base, x1 is the displacement of the base,
x2 is the displacement of mass, and θ is the angle between the sense axis and gravity.

The complete solution to Eq. (19.5) can be obtained by applying the superposition principle. The sup-
erposition principle states that if there are simultaneously superimposed actions on a body, the total
effect can be obtained by summing the effects of each individual action. Using superposition and using
Laplace transforms gives

(19.6)

or

 (19.7)

where s is the Laplace operator, K = 1/k is the static sensitivity, ωn =  is the undamped critical
frequency (rad/s), and ζ = (c/2)  is the damping ratio.

As can be seen in the performance of accelerometers, the important parameters are the static sensitivity,
the natural frequency, and the damping ratio, which are all functions of mass, velocity, and spring
constants. Accelerometers are designed and manufactured to have different characteristics by suitable
selection of these parameters. A short list of major manufacturers is given in Table 19.1.

Vibrations

This section is concerned with applications of accelerometers to measure physical properties such as
acceleration, vibration and shock, and the motion in general. Although there may be fundamental
differences in the types of motions, a sound understanding of the basic principles of the vibration will
lead to the applications of accelerometers in different situations by making appropriate corrective
measures.

Vibration is an oscillatory motion resulting from application of varying forces to a structure. The
vibrations can be periodic, stationary random, nonstationary random, or transient.

Periodic Vibrations

In periodic vibrations, the motion of an object repeats itself in an oscillatory manner. This can be
represented by a sinusoidal waveform

(19.8)
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where x(t) is the time-dependent displacement, ω = 2πft is the angular frequency, and Xp is the maximum
displacement from a reference point.

The velocity of the object is the time rate of change of displacement,

 (19.9)

where v(t) is the time-dependent velocity, and Vp = ωXp is the maximum velocity.
The acceleration of the object is the time rate of change of velocity,

 (19.10)

where a(t) is the time-dependent acceleration, and Ap = ω2Xp = ωVp is the maximum acceleration.

TABLE 19.1 List of Manufacturers

Analog Devices, Inc. Kistler Instrument Corp.
1 Technology Way, P.O. Box 9106 75 John Glenn Dr.
Norwood, MA 02062-9106 USA Amherst, NY 14228 2119 USA
Tel: 781-329-4700 Tel: 888-KISTLER (547-8537)
Fax: 781-326-8703 Fax: 716-691-5226

Aydin Telemetry Oceana Sensor Technologies, Inc.
47 Friends Lane & Penns Trail 1632-T Corporate Landing Pkwy.
Newtown, PA 18940 0328 USA Virginia Beach, VA 23454 USA
Tel: 215-968-4271 Tel: 757-426-3678
Fax: 215-968-3214 Fax: 757-426-3633

Bruel & Kjaer PCB Piezotronics, Inc.
2815-A Colonnades Court 3425-T Walden Ave.
Norcross, GA 30071 USA Depew, NY 14043 2495 USA
Tel: 800-332-2040 Tel: 716-684-0001
Fax: 770-447-8440 Fax: 716-684-0987

Dytran Instruments, Inc. Piezo Systems, Inc.
21592 Marilla St. 186 Massachusetts Ave.
Chatsworth, CA 91311 USA Cambridge, MA 02139-4229 USA
Tel: 800-899-7818 Tel: 617-547-1777
Fax: 800-899-7088 Fax: 617-354-2200 

Endevco Corp. Rieker Instrument Co.
30700 Rancho Viejo Rd. P.O. Box 128
San Juan Capistrano, CA 92675 USA Folcroft, PA 19032 0128 USA
Tel: 800-982-6732 Tel: 610-534-9000
Fax: 949-661-7231 Fax: 610-534-4670

Entran Devices, Inc. Sensotec, Inc.
10-T Washington Ave. 2080 Arlingate Lane
Fairfield, NJ 07004 USA Columbus, OH 43228 USA
Tel: 888-8-ENTRAN (836-8726) Tel: 800-858-6184
Fax: 973-227-6865 Fax: 614-850-1111 

GS Sensors, Inc. Techkor Instrumentation
16 W. Chestnut St. 2001 Fulling Mill Rd.
Ephrata, PA 17522 USA P.O. Box 70 Dept. T-1
Tel: 717-721-9727 New Cumberland, PA 17057-0070 USA
Fax: 717-721-9859 Tel: 800-697-4567

Fax: 717-939-7170
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From the preceding equations it can be seen that the basic form and the period of vibration remains
the same in acceleration, velocity, and displacement. But velocity leads displacement by a phase angle of
90∞ and acceleration leads velocity by another 90∞.

In nature, vibrations can be periodic, but not necessarily sinusoidal. If they are periodic but nonsinu-
soidal, they can be expressed as a combination of a number of pure sinusoidal curves, determined by
Fourier analysis as

(19.11)

where ω1, ω2,…, ωn are the frequencies (rad/s), X0, X1,…, Xn are the maximum amplitudes of respective
frequencies, and φ1, φ2,…, φn are the phase angles.

The number of terms may be infinite, and the higher the number of elements, the better the approx-
imation. These elements constitute the frequency spectrum. The vibrations can be represented in the
time domain or frequency domain, both of which are extremely useful in analysis.

Stationary Random Vibrations

Random vibrations are often met in nature, where they constitute irregular cycles of motion that never
repeat themselves exactly. Theoretically, an infinitely long time record is necessary to obtain a complete
description of these vibrations. However, statistical methods and probability theory can be used for the
analysis by taking representative samples. Mathematical tools such as probability distributions, probability
densities, frequency spectra, cross-correlations, auto-correlations, digital Fourier transforms (DFTs), fast
Fourier transforms (FFTs), auto-spectral-analysis, root mean squared (rms) values, and digital filter analysis
are some of the techniques that can be employed.

Nonstationary Random Vibrations

In this case, the statistical properties of vibrations vary in time. Methods such as time averaging and
other statistical techniques can be employed.

Transients and Shocks

Often, short duration and sudden occurrence vibrations need to be measured. Shock and transient
vibrations may be described in terms of force, acceleration, velocity, or displacement. As in the case of
random transients and shocks, statistical methods and Fourier transforms are used in the analysis.

Typical Error Sources and Error Modeling

Acceleration measurement errors occur due to four primary reasons: sensors, acquisition electronics,
signal processing, and application specific errors. In the direct acceleration measurements, the main error
sources are the sensors and data acquisition electronics. These errors will be discussed in the biasing
section and in some cases, sensor and acquisition electronic errors may be as high as 5%. Apart from
these errors, sampling and A/D converters introduce the usual errors, which are inherent in them and
exist in all computerized data acquisition systems. However, the errors may be minimized by the careful
selection of multiplexers, sample-and-hold circuits, and A/D converters.

When direct measurements are made, ultimate care must be exercised for the selection of the correct
accelerometer to meet the requirements of a particular application. In order to reduce the errors, once
the characteristics of the motion are studied, the following particulars of the accelerometers need to be
considered: the transient response or cross-axis sensitivity; frequency range; sensitivity, mass and dynamic
range; cross-axis response; and environmental conditions, such as temperature, cable noise, stability of
bias, scale factor, and misalignment, etc.

Sensitivity of Accelerometers

During measurements, the transverse motions of the system affect most accelerometers and the sensitivity
to these motions plays a major role in the accuracy of the measurement. The transverse, also known as
cross-axis, sensitivity of an accelerometer is its response to acceleration in a plane perpendicular to the

x t( ) X0 X1 ω 1t Φ1+( ) X2 ω 2t Φ2+( ) .. Xn ω n t Φn+( )sin+ +sin+sin+=
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main accelerometer axis as shown in Fig. 19.20. The cross-axis sensitivity is normally expressed as a
percentage of the main-axis sensitivity and should be as low as possible. The manufacturers usually supply
the direction of minimum sensitivity.

The measurement of the maximum cross-axis sensitivity is part of the individual calibration process
and should always be less than 3% or 4%. If high levels of transverse vibration are present, this may
result in erroneous overall results. In this case, separate arrangements should be made to establish the
level and frequency contents of the cross-axis motions. The cross-axis sensitivity of typical accelerom-
eters mentioned in the relevant sections were 2–3% for piezoelectric types and less than 1% for most
others.

The Frequency Range

Acceleration measurements are normally confined to using the linear portion of the response curve of
the accelerometer. The response is limited at the low frequencies as well as at the high frequencies by the
natural resonances. As a rule of thumb, the upper-frequency limit for the measurement can be set to
one-third of the accelerometer’s resonance frequency such that the vibrations measured will be less than
1 dB in linearity. It should be noted that an accelerometer’s useful frequency range may be significantly
higher; that is, one-half or two-thirds of its resonant frequency. The measurement frequencies may be
set to higher values in applications in which lower linearity (say 3 dB) is acceptable. The lower measuring
frequency limit is determined by two factors. The first is the low-frequency cutoff of the associated
preamplifiers. The second is the effect of ambient temperature fluctuations to which the accelerometer
may be sensitive.

The Mass of Accelerometer and Dynamic Range

Ideally, the higher the transducer sensitivity, the better. Compromises may have to be made for sensitivity
versus frequency, range, overload capacity, size, and so on.

In some cases, high errors will be introduced due to wrong selection of the sensor that is suitable for
a specific application. For example, accelerometer mass becomes important when using small and light
test objects. The accelerometer should not load the structural member, since additional mass can signif-
icantly change the levels and frequency presence at measuring points and invalidate the results. As a
general rule, the accelerometer mass should not be greater than one-tenth the effective mass of the part
or the structure that it is mounted onto for measurements.

The dynamic range of the accelerometer should match the high or low acceleration levels of the
measured objects. General-purpose accelerometers can be linear from 5000g to 10,000g, which is well in
the range of most mechanical shocks. Special accelerometers can measure up to 100,000g.

FIGURE 19.20 Illustration of cross-axis sensitivity.
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The Transient Response

Shocks are characterized as sudden releases of energy in the form of short-duration pulses exhibiting
various shapes and rise times. They have high magnitudes and wide frequency contents. In applications
where transient and shock measurements are involved, the overall linearity of the measuring system may
be limited to high and low frequencies by a phenomena known as zero shift and ringing, respectively.
The zero shift is caused by both the phase nonlinearity in the preamplifiers and the accelerometer not
returning to steady-state operation conditions after being subjected to high shocks. Ringing is caused by
high-frequency components of the excitation near-resonance frequency, preventing the accelerometer
from returning back to its steady-state operation condition. To avoid measuring errors due to these
effects, the operational frequency of the measuring system should be limited to the linear range.

Full Scale Range and Overload Capability

Most accelerometers are able to measure acceleration in both positive and negative directions. They are
also designed to be able to accommodate overload capacity. Manufacturers also supply information on
these two characteristics. 

Environmental Conditions

In selection and implementation of accelerometers, environmental conditions such as temperature ranges,
temperature transients, cable noise, magnetic field effects, humidity, and acoustic noise need to be con-
sidered. Manufacturers supply information on environmental conditions.

Inertial Accelerometers

Inertial accelerometers are mechanical accelerometers that make use of a seismic mass that is suspended
by a spring or a lever inside a rigid frame as shown in Fig. 19.17. The frame carrying the seismic mass
is connected firmly to the vibrating source whose characteristics are to be measured. As the system
vibrates, the mass tends to remain fixed in its position so that the motion can be registered as a relative
displacement between the mass and the frame. An appropriate transducer senses this displacement and
the output signal is processed further. The displacement sensing element can be made from a variety of
materials exhibiting resistive, capacitive, inductive, piezoelectric, piezoresistive, and optical capabilities.
In practice, the seismic mass does not remain absolutely steady, but it can satisfactorily act as a reference
position for selected frequencies.

By proper selection of mass, spring, and damper combinations, the seismic instrument may be used
for either acceleration or displacement measurements. In general, a large mass and soft spring are suitable
for vibration and displacement measurement, while a relatively small mass and a stiff spring are used in
accelerometers. However, the term seismic is commonly applied to instruments, which sense very low
levels of vibration in the ground or structures.

In order to describe the response of the seismic accelerometer in Fig. 19.17, Newton’s second law, the
equation of motion, may be written as

 (19.12)

where x1 is the displacement of the vibration frame, x2 is the displacement of the seismic mass, c is the
velocity constant, θ is the angle between the sense axis and gravity, and k is the spring constant.

Taking md2x1/dt2 from both sides of the equation and rearranging gives

 (19.13)

where z = x2 - x1 is the relative motion between the mass and the base.
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In Eq. (19.12), it is assumed that the damping force on the seismic mass is proportional to velocity
only. If a harmonic vibratory motion is impressed on the instrument such that 

 (19.14)

where ω1 is the frequency of vibration (rad/s), writing 

 

modifies Eq. (19.13) as

 (19.15)

where a1 = mX0 .
Equation (19.15) will have transient and steady-state solutions. The steady-state solution of the dif-

ferential equation (19.15) may be determined as

 (19.16)

Rearranging Eq. (19.16) results in

 (19.17)

where ωn (= ) is the natural frequency of the seismic mass,  (=c/2 ) is the damping ratio.
The damping ratio can be written in terms of the critical damping ratio as  = c/cc, where cc = 2 ,
φ (=tan-1 [cω1/(k - m )]) is the phase angle, and r (=ω1/ωn) is the frequency ratio.

A plot of Eq. (19.17), (x1 - x2)0/x0 against frequency ratio ω1/ωn, is illustrated in Fig. 19.21. This figure
shows that the output amplitude is equal to the input amplitude when c/cc = 0.7 and ω1/ωn > 2. The output
becomes essentially a linear function of the input at high frequency ratios. For satisfactory system perfor-
mance, the instrument constant c/cc and ωn should be carefully calculated or obtained from calibrations.

FIGURE 19.21 Frequency versus amplitude ratio of seismic accelerometers.
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In this way the anticipated accuracy of measurement may be predicted for frequencies of interest. A
comprehensive treatment of the analysis has been performed by McConnell [7]; interested readers should
refer to this text for further details.

Seismic instruments are constructed in a variety of ways. In a potentiometric instrument, a voltage
divider potentiometer is used for sensing the relative displacement between the frame and the seismic
mass. In the majority of potentiometric accelerometers, the device is filled with a viscous liquid that
interacts continuously with the frame and the seismic mass to provide damping. These accelerometers
have a low frequency of operation (less than 100 Hz) and are mainly intended for slowly varying
accelerations, and low-frequency vibrations. A typical family of such instruments offers many different
models, covering the range of ±1g to ±50g full scale. The natural frequency ranges from 12 to 89 Hz,
and the damping ratio ζ can be kept between 0.5 and 0.8 by using a temperature compensated liquid-
damping arrangement. Potentiometer resistance may be selected in the range of 1000–10,000 W, with a
corresponding resolution of 0.45–0.25% of full scale. The cross-axis sensitivity is less than ±1%. The
overall accuracy is ±1% of full scale or less at room temperatures. The size is about 50 mm3 with a total
mass of about 1/2 kg.

Linear variable differential transformers (LVDTs) offer another convenient means of measurement of
the relative displacement between the seismic mass and the accelerometer housing. These devices have
higher natural frequencies than potentiometer devices, up to 300 Hz. Since the LVDT has lower resistance
to motion, it offers much better resolution. A typical family of liquid-damped differential-transformer
accelerometers exhibits the following characteristics. The full scale ranges from ±2g to ±700g, the natural
frequency from 35 to 620 Hz, the nonlinearity 1% of full scale. The full-scale output is about 1 V with
an LVDT excitation of 10 V at 2000 Hz, the damping ratio ranges from 0.6 to 0.7, the residual voltage
at the null position is less than 1%, and the hysteresis is less than 1% of full scale. The size is about
50 mm3 with a mass of about 120 g.

Electrical resistance strain gages are also used for displacement sensing of the seismic mass. In this
case, the seismic mass is mounted on a cantilever beam rather than on springs. Resistance strain gauges
are bonded on each side of the beam to sense the strain in the beam resulting from the vibrational
displacement of the mass. A viscous liquid that entirely fills the housing provides damping of the system.
The output of the strain gauges is connected to an appropriate bridge circuit. The natural frequency of
such a system is about 300 Hz. The low natural frequency is due to the need for a sufficiently large
cantilever beam to accommodate the mounting of the strain gauges. 

One serious drawback of the seismic instruments is temperature effects requiring additional compen-
sation circuits. The damping of the instrument may also be affected by changes in the viscosity of the
fluid due to temperature. For instance, the viscosity of silicone oil, often used in these instruments, is
strongly dependent on temperature.

Suspended-Mass, Cantilever, and Pendulum-Type Inertial Accelerometers

There are a number of different inertial-type accelerometers, most of which are in development stages
or used under very special circumstances, such as gyropendulum, reaction-rotor, vibrating-string, and
centrifugal-force-balance.

The vibrating-string instrument, Fig. 19.22, makes use of a proof mass supported longitudinally by a
pair of tensioned, transversely vibrating strings with uniform cross section and equal lengths and masses.
The frequency of vibration of the strings is set to several thousand cycles per second. The proof mass is
supported radially in such a way that the acceleration normal to the strings does not affect the string
tension. In the presence of acceleration along the sensing axis, a deferential tension exists on the two
strings, thus altering the frequency of vibration. From the second law of motion the frequencies may be
written as

(19.18)f 1
2

T1

4msl
-----------  and f 2

2
T2

4msl
-----------==

where T is the tension, ms are the mass, and l is the lengths of strings.
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The quantity T1 - T2 is proportional to ma where a is the acceleration along the axis of the strings. An
expression for the difference of the frequency-squared terms may be written as

(19.19)

Hence

(19.20)

The sum of frequencies ( f1 + f2) can be held constant by serving the tension in the strings with reference
to the frequency of a standard oscillator. Then, the difference between the frequencies becomes linearly
proportional to acceleration. In some versions, the beamlike property of the vibratory elements is used
by gripping them at nodal points corresponding to the fundamental mode of the vibration of the beam,
and at the respective centers of percussion of the common proof mass. The output frequency is propor-
tional to acceleration and the velocity is proportional to phase, thus offering an important advantage.
The improved versions of these devices lead to cantilever-type accelerometers, discussed next.

In a cantilever-type accelerometer, a small cantilever beam mounted on the block is placed against the
vibrating surface, and an appropriate mechanism is provided for varying the beam length. The beam
length is adjusted such that its natural frequency is equal to the frequency of the vibrating surface, and
hence the resonance condition is obtained. Recently, slight variations of cantilever-beam arrangements
are finding new applications in microaccelerometers.

In a different type of suspended-mass configuration, a pendulum is used that is pivoted to a shaft
rotating about a vertical axis. Pickoff mechanisms are provided for the pendulum and the shaft speed.

FIGURE 19.22 A typical suspended-mass-vibrating string accelerometer.
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The system is servo controlled to maintain it at null position. Gravitational acceleration is balanced by
the centrifugal acceleration. The shaft speed is proportional to the square root of the local value of the
acceleration.

Electromechanical Accelerometers

Electromechanical accelerometers, essentially servo or null-balance types, rely on the principle of feed-
back. In these instruments, an acceleration-sensitive mass is kept very close to a neutral position or zero
displacement point by sensing the displacement and feeding back the effect of this displacement. A
proportional magnetic force is generated to oppose the motion of the mass displaced from the neutral
position, thus restoring this position just as a mechanical spring in a conventional accelerometer would
do. The advantages of this approach are better linearity and elimination of hysteresis effects, as compared
to the mechanical springs. Also, in some cases, electrical damping can be provided, which is much less
sensitive to temperature variations.

One very important feature of electromechanical accelerometers is the capability of testing the static
and dynamic performances of the devices by introducing electrically excited test forces into the system.
This remote self-checking feature can be quite convenient in complex and expensive tests where accuracy
is essential. These instruments are also useful in acceleration control systems, since the reference value
of acceleration can be introduced by means of a proportional current from an external source. They are
used for general-purpose motion measurements and monitoring low-frequency vibrations. 

There are a number of different electromechanical accelerometers: coil-and-magnetic types, induction
types, etc.

Coil-and-Magnetic Accelerometers

These accelerometers are based on Ampere’s law, that is, “a current-carrying conductor disposed within
a magnetic field experiences a force proportional to the current, the length of the conductor within the
field, the magnetic field density, and the sine of the angle between the conductor and the field.” The coils
of these accelerometers are located within the cylindrical gap defined by a permanent magnet and a
cylindrical soft iron flux return path. They are mounted by means of an arm situated on a minimum
friction bearing or flexure so as to constitute an acceleration-sensitive seismic mass. A pickoff mechanism
senses the displacement of the coil under acceleration and causes the coil to be supplied with a direct
current via a suitable servo controller to restore or maintain a null condition. The electrical currents in
the restoring circuit are linearly proportional to acceleration, provided (1) armature reaction affects are
negligible and fully neutralized by a compensating coil in opposition to the moving coil, and (2) the gain
of the servo system is large enough to prevent displacement of the coil from the region in which the
magnetic field is constant.

In these accelerometers, the magnetic structure must be shielded adequately to make the system
insensitive to external disturbances or the earth’s magnetic field. Also, in the presence of acceleration
there will be a temperature rise due to i2R losses. The effects of these i2R losses on the performance are
determined by the thermal design and heat-transfer properties of the accelerometers. 

Induction Accelerometers

The cross-product relationship of current, magnetic field, and force is the basis for induction-type
electromagnetic accelerometers. These accelerometers are essentially generators rather than motors. One
type of instrument, the cup-and-magnet design, includes a pendulous element with a pickoff mechanism
and a servo controller driving a tachometer coupling. A permanent magnet and a flux return ring,
closely spaced with respect to an electrically conductive cylinder, are attached to the pendulous element.
A rate-proportional drag force is obtained by the electromagnetic induction effect between the magnet
and the conductor. The pickoff mechanism senses pendulum deflection under acceleration and causes
the servo controller to turn the rotor to drag the pendulous element toward the null position. Under
steady-state conditions motor speed is a measure of the acceleration acting on the instrument. Stable
servo operation is achieved by employing a time-lead network to compensate the inertial time lag of
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the motor and magnet combination. The accuracy of the servo-type accelerometers is ultimately limited
by consistency and stability of scale factors of coupling and cup-and-magnet devices as a function of
time and temperature.

Another accelerometer based on induction design uses the eddy-current induction torque generation.
The force-generating mechanism of an induction accelerometer consists of a stable magnetic field, usually
supplied by a permanent magnet, which penetrates orthogonally through a uniform conduction sheet.
The movement of the conducting sheet relative to the magnetic field in response to acceleration results
in a generated electromotive potential in each circuit in the conductor. This action is in accordance with
Faraday’s principle. In induction-type accelerometers, the induced eddy currents are confined to the
conductor sheet, making the system essentially a drag coupling. Since angular rate is proportional to
acceleration, angular position represents change in velocity. This is a particularly useful feature in navi-
gation applications.

A typical commercial instrument based on the servo-accelerometer principle might have a microma-
chined quartz flexure suspension, differential capacitance angle pick-off, air-squeeze film plus servo-lead
compensation for system damping. Of the available models, as an example, a typical 30g unit has a
threshold and resolution of 1 µg, a frequency response that is flat to within 0.05% at 10 Hz and 2% at
100 Hz, a natural frequency of 1500 Hz, a damping ratio from 0.3 to 0.8, and transverse or cross-axis
sensitivity of 0.1%. If, for example, the output current is about 1.3 mA/g, a 250 W readout resistor would
give about ±10 V full scale at 30g. These accelerometers are good for precision work and used in many
applications such as aircraft and missile control systems, measurement of tilt angles for borehole navi-
gation, and axle angular bending in aircraft weight and balance systems.

Piezoelectric Accelerometers

Piezoelectric accelerometers are widely used for general-purpose acceleration, shock, and vibration mea-
surements. They are basically motion transducers with large output signals and comparatively small sizes
and they are self generators not requiring external power sources. They are available with very high
natural frequencies and are therefore suitable for high-frequency applications and shock measurements.

These devices utilize a mass in direct contact with the piezoelectric component or crystal as shown in
Fig. 19.23. When a varying motion is applied to the accelerometer, the crystal experiences a varying force
excitation (F = ma), causing a proportional electric charge q to be developed across it. So,

 (19.21)

where q is the charge developed and dij is the piezoelectric coefficient of the material.
As this equation shows, the output from the piezoelectric material is dependent on its mechanical

properties, dij. Two commonly used piezoelectric crystals are lead-zirconate titanate ceramic (PZT) and
crystalline quartz. They are both self-generating materials and produce a large electric charge for their
size. The piezoelectric strain constant of PZT is about 150 times that of quartz. As a result, PZTs are
much more sensitive and smaller in size than quartz counterparts. These accelerometers are useful for

FIGURE 19.23 A compression type piezoelectric accel-
erometer arrangement.

q dijF dijma= =
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high-frequency applications. The roll-off typically starts near 100 Hz. These active devices have no DC
response. Since piezoelectric accelerometers have comparatively low mechanical impedances, their effect
on the motion of most structures is negligible. 

Mathematically, their transfer function approximates a third-order system that can be expressed as

 (19.22)

where Kq is the piezoelectric constant related to charge (C cm), τ is the time constant of the crystal, and
s is the Laplace variable. It is worth noting that the crystal itself does not have a time constant τ, but the
time constant is observed when the accelerometer is connected to an electric circuit, for example, an RC
circuit.

The low-frequency response is limited by the piezoelectric characteristic τs/(τs + 1), while the high-
frequency response is related to mechanical response. The damping factor ζ is very small, usually less
than 0.01 or near zero. Accurate low-frequency response requires large τ , which is usually achieved by
use of high-impedance voltage amplifiers. At very low frequencies thermal effects can have severe influ-
ences on the operation characteristics.

In piezoelectric accelerometers, two basic design configurations are used: compression types and shear-
stress types. In compression-type accelerometers, the crystal is held in compression by a preload element;
therefore the vibration varies the stress in compressed mode. In a shear-stress accelerometer, vibration
simply deforms the crystal in shear mode. The compression accelerometer has a relatively good mass to
sensitivity ratio and hence exhibits better performance. But, since the housing acts as an integral part of
the spring-mass system, it may produce spurious interfaces in the accelerometer output if excited around
its natural frequency.

Piezoelectric accelerometers are available in a wide range of specifications and are offered by a large
number of manufacturers. For example, the specifications of a shock accelerometer may have 0.004 pC/g
in sensitivity and a natural frequency of up to 250,000 Hz, while a unit designed for low-level seismic
measurements might have 1000 pC/g in sensitivity and only 7000 Hz natural frequency. They are man-
ufactured as small as 3 × 3 mm in dimension with about 0.5 g in mass, including cables. They have
excellent temperature ranges and some of them are designed to survive the intensive radiation environ-
ment of nuclear reactors. However, piezoelectric accelerometers tend to have larger cross-axis sensitivity
than other types, about 2–4%. In some cases, large cross-axis sensitivity may be minimized during
installations by the correct orientation of the device. These accelerometers may be mounted with threaded
studs, with cement or wax adhesives, or with magnetic holders.

Piezoresistive Accelerometers

Piezoresistive accelerometers are essentially semiconductor strain gauges with large gauge factors. High
gauge factors are obtained since the material resistivity is dependent primarily on the stress, not only on
the dimensions. This effect can be greatly enhanced by appropriate doping of semiconductors such as
silicon. Most piezoresistive accelerometers use two or four active gauges arranged in a Wheatstone bridge.
Extra precision resistors are used, as part of the circuit, in series with the input to control the sensitivity,
for balancing, and for offsetting temperature effects. The sensitivity of a piezoresistive sensor comes from
the elastic response of its structure and resistivity of the material. Wire and thick or thin film resistors
have low gauge factors, that is, the resistance change due to strain is small. The mechanical construction
of a piezoresistive accelerometer is shown in Fig. 19.24.

Piezoresistive accelerometers are useful for acquiring vibration information at low frequencies, for exam-
ple, below 1 Hz. In fact, they are inherently true non-vibrational acceleration sensors. They generally have
wider bandwidth, smaller nonlinearities and zero shifting, and better hysteresis characteristics compared to
piezoelectric counterparts. They are suitable to measure shocks well above 100,000g. Typical characteristics
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tive accelerometers may be listed to be 100 mV/g as the sensitivity, 0–750 Hz as the frequency
Hz in resonance frequency, 25g as the amplitude range, 2000g as the shock rating, and 0–95°C
rature range, with a total mass of about 25 g.
temporary piezoresistive sensors are manufactured from a single piece of silicon. This gives
ty and less thermal mismatch between parts. In a typical monolithic sensing element a 1-mm
incorporates the spring, mass, and four-arm bridge assembly. The elements are formed by a
pant in the originally flat silicon. Subsequent etching of channels frees the gauges and simul-

fines the masses as regions of silicon of original thickness.

uge Accelerometers

 accelerometers are based on resistance properties of electrical conductors. If a conductor
or compressed, its resistance alters due to (a) dimensional changes, and (b) the changes in
ental property of material called piezoresistance. This indicates that the resistivity ρ of the
epends on the mechanical strain applied onto it. The dependence is expressed as the gauge

 (19.23)

icates the resistance change due to length, 2v indicates resistance change due to area, and
) indicates the resistance change due to piezoresistivity.
 many types of strain-gauges: unbonded metal-wire gauges, bonded metal-wire gauges,
al-foil gauges, vacuum-deposited thin-metal-film gauges, bonded semiconductor gauges, and
iconductor gauges. However, usually bonded and unbonded metal-wire gauges find wider

. A section of the strain-gauge accelerometers, particularly bonded semiconductor types,
e piezoresistive transducers, are used, but they suffer from high temperature sensitivities,

es, and some mounting difficulties. Nevertheless, with the recent developments of microma-
logy, these sensors have been improved considerably, thus finding many new applications.

d-strain-gauge accelerometers use the strain wires as the spring element and as the motion
sing similar arrangements as in Fig. 19.25. They are useful for general-purpose motion and

easurements from low to medium frequencies. They are available in wide ranges and char-
ypically ±5g to ±200g full scale, a natural frequency of 17–800 Hz, a 10-V excitation voltage
ull scale output ±20 mV to ±50 mV, a resolution less than 0.1%, an inaccuracy less than 1%
d a cross-axis sensitivity less than 2%. The damping ratio (using silicone oil damping) is
om temperature. These instruments are small and light, usually with a mass less than 25 g.

4 Bonding of piezoresistive and piezoelectric accelerometers to the inertial systems.
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ress LLC



Bonded-strain-gauge accelerometers generally use a mass supported by a thin flexure beam. The strain
gauges are cemented onto the beam to achieve maximum sensitivity, temperature compensation, and
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 both cross-axis and angular accelerations. Their characteristics are similar to the unbonded-
 accelerometers but have greater sizes and weights. Often silicone oil is used for damping.
tor strain gauges are widely used as strain sensors in cantilever-beams and mass types of accel-
hey allow high outputs (0.2–0.5 V full scale). Typically, a ±25g acceleration unit has a flat
m 0 to 750 Hz, a damping ratio of 0.7, a mass of about 28 g, and an operational temperature
 +93°C. A triaxial ±20,000g model has a flat response from 0 to 15 kHz, a damping ratio
 a compensation temperature range of 0–45°C, and is 13 × 10 × 13 mm3 in size and 10 g

atic Accelerometers

 accelerometers are based on Coulomb’s law between two charged electrodes; therefore, they
e types. Depending on the operation principles and external circuits they can be broadly
a) electrostatic-force-feedback accelerometers, and (b) differential-capacitance accelerometers.

ic-Force-Feedback Accelerometers

atic-force-feedback accelerometer consists of an electrode, with mass m and area S, mounted
ivoted arm that moves relative to some fixed electrodes. The nominal gap h between the
fixed electrodes is maintained by means of a force-balancing servo system, which is capable of
electrode potential in response to signals from a pickoff mechanism that senses relative

he gap. Mathematically, the field between the electrodes may be expressed by

(19.24)

e intensity or potential gradient (dV/dx), Q is the charge, S is the area of the conductor, and
ctric constant of the space outside the conductor. 
 expression, it can be shown that the force per unit area of the charged conductor (in N/m2)

(19.25)

one movable and one stationary electrode and assume that the movable electrode is main-
ias potential V1 and the stationary one at a potential V2. The electrical intensity E in the gap,
pressed as

 (19.26)

orce of attraction may be found as

 (19.27)

sence of acceleration, if V2 is adjusted to restrain the movable electrode to the null position,
n relating acceleration and electrical potential may be given by

(19.28)
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The device so far described can measure acceleration in one direction only, and the output is quadratic
in character, that is,
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 (19.29)

he constant of proportionality.
ut may be linearized in a number of ways, one of which is the quarter-square method. If the
ller applies a potential −V2 to the other fixed electrode, the force of attraction between this
d the movable electrode becomes

 (19.30)

e-balance equation of the movable electrode when the instrument experiences a downward
 a now is

 

 (19.31)

 bias potential V1 is held constant and the gain of the control loop is high so that variations
re negligible, the acceleration becomes a linear function of the controller output voltage V2.
cipal difficulty in mechanizing the electrostatic force accelerometer is the relatively high
 intensity required to obtain an adequate force. Damping can be provided electrically or by
the gaseous atmosphere in the inter-electrode space if the gap h is sufficiently small. The
ks best in micromachined instruments. Nonlinearity in the voltage breakdown phenomenon
er gradients in very small gaps.
 electrostatic accelerometer has the following characteristics: range ±50g, resolution 10−3g,
00 mV/g, nonlinearity <1% FS, transverse sensitivity <1% FS, thermal sensitivity 6 × 10−4/K,
shock 10,000g, operating temperature −45°C to 90°C, supply voltage 5 V DC, and weight
ain advantages of electrostatic accelerometers are their extreme mechanical simplicity, low
rements, absence of inherent sources of hysteresis errors, zero temperature coefficients, and
ding from stray fields.

l-Capacitance Accelerometers

capacitance accelerometers are based on the principle of the change of capacitance in pro-
plied acceleration. In one type, the seismic mass of the accelerometer is made as the movable

an electrical oscillator. The seismic mass is supported by a resilient parallel-motion beam
t from the base. The system is set to have a certain defined nominal frequency when undis-
e instrument is accelerated, the frequency varies above and below the nominal value depend-
irection of acceleration.
ic mass carries an electrode located in opposition to a number of base-fixed electrodes that

ble capacitors. The base-fixed electrodes are resistances coupled in the feedback path of a
hase-inverting amplifier. The gain of the amplifier is predetermined to ensure maintenance
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of oscillations over the range of variation of the capacitance determined by the applied acceleration. The
value of the capacitance C for each of the variable capacitors is given by
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(19.32)

e dielectric constant, ε is the permittivity of free space, S is the area of the electrode, and h
le gap.
 the magnitude of the gap for zero acceleration as h0, the value of h in the presence of
 a may be written as

 (19.33)

he value of the proof mass and K is the spring constant. Thus,

 (19.34)

, the frequency of oscillation of the resistance-capacitance type circuit is given by the expression

 (19.35)

 this value of C in Eq. (19.34) gives

 (19.36)

constant quantity  as B and rewrite Eq. (19.36) as

(19.37)

m on the right-hand side expresses the fixed bias frequency f0 and the second term denotes
n frequency resulting from acceleration, so that the expression may be written as

 (19.38)

t frequency is compared with an independent source of a constant frequency of f0, then fa

mined easily. 
nly used capacitive-type accelerometer is based on a thin diaphragm with spiral flexures that
spring, proof mass, and moving plate necessary for the differential capacitor. Plate motion
 electrodes pumps air parallel to the plate surface and through holes in the plate to provide
 damping. Since air viscosity is less temperature sensitive than oil, the desired damping ratio
y changes more than 15%. A family of such instruments are easily available with full-scale
 ±0.2g (4 Hz flat response) to ±1000g (3000 Hz), a cross-axis sensitivity less than 1%, and a
tput of ±1.5 V. The size of a typical device is about 25 mm3 with a mass of 50 g.

C
ekS

h
--------=

h h0
ma
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-------+=

C
ekS
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f
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2pRC
--------------=

f
6 h0 ma /K( )+[ ]
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Micro- and Nanoaccelerometers

By the end of the 1970s it became apparent that the essentially planar processing integrated-circuit (IC)
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ould be modified to fabricate three-dimensional electromechanical structures by the micro-
rocess. Accelerometers and pressure sensors were among the first IC sensors. The first

er was developed in 1979. Since then the technology has been progressing steadily and now
 diverse range of accelerometers are readily available. Most sensors use bulk micromachining

surface micromachining techniques. In bulk micromachining the flexures, resonant beams,
 critical components of the accelerometer are made from bulk silicon in order to exploit the

ical properties of silicon crystals. With proper design and film process, bulk micromachining
ely stable and robust accelerometers.

tive etching of multiple layers of deposited thin films, or surface micromachining, allows
crostructures to be fabricated on silicon wafers. With surface micromachining, layers of
aterial are disposed and patterned as shown in Fig. 19.25. These structures are formed by
and sacrificial materials such as silicon dioxides. The sacrificial material acts as an interme-
layer and is etched away to produce a freestanding structure. Surface machining technology
maller and more complex structures to be built in multiple layers on a single substrate. A
ple of modern micromachined accelerometer is given in Fig. 19.26. Multiple accelerometers
nted on a single chip, sensing accelerations in x, y, and z directions. The primary signal
 is also provided in the same chip. The output from the chip is usually read in the digital form.

5 Steps of micromachining to manufac-
nd nanoaccelerometers.

6 Multiple accelerometers in a single chip.
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Most micro- and nanoaccelerometers detect acceleration by measuring the relative motion between
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spring suspe
and therefor
or by means
offset cancel
compensatio

The oper
balance or v
one manufa
of better air

Vibrating
that an acce
frequency o

In DETF,
oscillating at
ends. The d
ends of the b
stable oscilla
square wave

The frequ
limits the m
lowing char
an unloaded
is 8544 Hz, 
4.3 mm leng
powered wit

Surface m
as air-bag a
created by a
long wafer. A
middle layer
acceleromet
glass is sacri

Signal Co

Common sig
ments for fu
by the circu
and piezores
discussed ne

Piezoelectr

Piezoelectric
source impe
capacitor th
signal condi
approach is 
are well defi
the accelero
charges occu

0066_frame_C19  Page 31  Wednesday, January 9, 2002  5:17 PM

©2002 CRC P
nsion. When the sensor undergoes acceleration, the proof mass tends to remain stationary
e displaces with respect to the moving substrate. This displacement is measured capacitively
 of piezoresistive or piezoelectric methods using CMOS technology. Chip circuits provide
lation for bias stability, gain scale factor stability, zero acceleration bias stability, temperature
n, prefiltering, noise immune digital output, and so on.

ational principles of some of the microaccelerometers are very similar to capacitive force-
ibrating-beam accelerometers, discussed earlier. Manufacturing techniques may change from
cturer to another. However, in general, vibrating-beam accelerometers are preferred because
-gap properties and improved bias performance characteristics.
-beam accelerometers, also termed resonant-beam force transducers, are made in such a way
leration along a positive input axis places the vibrating beam in tension. Thus, the resonant
f the vibrating beam increases or decreases with the applied acceleration. 
 an electronic oscillator capacitively couples energy into two vibrating beams to keep them
 their resonant frequency. The beams vibrate 180° out of phase to cancel reaction forces at the
ynamic cancellation effect of the DETF design prevents energy from being lost through the

eam. Hence, the dynamically balanced DETF resonator has a high Q factor, which leads to a
tor circuit. The acceleration signal is produced from the oscillator as a frequency-modulated
 that can be used for a digital interface.
ency of resonance of the system must be much higher than any input acceleration, and this
easurable range. In a micromachined accelerometer, used in military applications, the fol-

acteristics are given: a range of ±1200g, a sensitivity of 1.11 Hz/g, a bandwidth of 2500 Hz,
 DETF frequency of 9952 Hz. The frequency at +1200g is 11,221 Hz, the frequency at –1200g
and the temperature sensitivity is 5 mg/°C. The accelerometer size is 6 mm diameter by
th, with a mass of about 9 g. It has a turn-on time of less than 60 s, the accelerometer is
h +9 to +16 V DC, and the nominal output is a 9000-Hz square wave.
icromachining has also been used to manufacture specific application accelerometers, such

pplications in the automotive industry. In one type, a three-layer differential capacitor is
lternate layers of polysilicon and phosphosilicate glass (PSG) on a 0.38-mm thick, 100-mm

 silicon wafer serves as the substrate for the mechanical structure. The trampoline-shaped
 is suspended by four supporting arms. This movable structure is the seismic mass for the

er. The upper and lower polysilicon layers are fixed plates for the differential capacitors. The
ficially etched by hydrofluoric acid (HF).

nditioning and Biasing

nal conditioners are appropriate for interfacing accelerometers to computers or other instru-
rther signal processing. Generally, the generated raw signals are amplified and filtered suitably
its within the accelerometer casing supplied by manufacturers. Nevertheless, piezoelectric
istive transducers require special signal conditioners with certain characteristics that will be
xt.

ic Accelerometers

 accelerometers supply small energy to the signal conditioners since they have high capacitive
dances. The equivalent circuit of a piezoelectric accelerometer can be regarded as an active
at charges itself when mechanically loaded. The selection of the elements of the external
tioning circuit is dependent on the characteristics of the equivalent circuit. A most common
the charge amplifier since the system gain and low-frequency responses of these amplifiers
ned. The performance of the circuit is also independent of cable length and capacitance of
meter. In many applications, noise-treated cables are necessary to avoid the triboelectric
rring due to movement of cables.
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e amplifier (with about 1000 MΩ input impedance) basically converts the input charge to
and then amplifies this voltage. It consists of a charge converter output voltage, which occurs
f the charge input signal returning through the feedback capacitor to maintain the input
e input level close to zero, as shown in Fig. 19.27. With the help of basic operational-type
e amplifier input is maintained at essentially 0 V; therefore, it looks like a short circuit to the
, the charge input is stored in the feedback capacitor, producing a voltage across it that is
value of the charge input divided by the capacitance of the feedback capacitor. The complete
ction of the circuit describing the relationship between the output voltage and the input
 magnitude may be determined by the following complex transform:

 (19.39)

the charge converter output (V), a0 is the magnitude of acceleration (m/s2), Sa is the accel-
sitivity (mV/g), Ca is the accelerometer capacitance (F), Cc is the cable capacitance (F), Cf

ck capacitance (F), Rf is the feedback loop resistance, and G is the amplifier open-loop gain.
pplications, since Cf is selected to be large compared to (Ca + Cc)/(1 + G), the system gain
ependent of the cable length. In this case the denominator of the equation can be simplified
t-order system with roll off at

(19.40)

 of 10 dB per decade. For practical purposes, the low-frequency response of this system is a
well-defined electronic components and does not vary by cable length. This is an important
 measuring low-frequency vibrations.

zoelectric accelerometers are manufactured with preamplifiers and other signal-conditioning
osed in the same casing. Some accelerometer preamplifiers include integrators to convert the
 proportional outputs to either velocity or displacement proportional signals. To attenuate
ibration signals that lie outside the frequency range of interest, most preamplifiers are
th a range of high-pass and low-pass filters. This avoids interference from electrical noise or
e the linear portion of the accelerometer frequency range. Nevertheless, it is worth mentioning
vices usually have two time constants, external and internal. The mixture of these two time
n lead to problems particularly at low frequencies. Manufacturers through design and con-
ually fix the internal time constants. However, care must be observed to account for the effect
ime constants through impedance matching.

7 A typical charge amplifier.

E0

a0

----- SajRf Cf w 1 jRf Cf w 1 Cf

Ca Cc+
1 G+

-----------------+ + 
 +=
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ive Transducers

e transducers generally have high-amplitude outputs, low-output impedance, and low intrin-
ost of these transducers are designed for constant-voltage excitations. They are usually
r constant-current excitations to avoid external interference. Many piezoresistive transducers
ed as full-bridge devices. Some have four active piezoresistive arms, together with two fixed
istors to permit shunt calibration.

lerometers

elerometers signal-conditioning circuitry is integrated within the same chip as the sensor. A
ple of the signal-conditioning circuitry is given in Fig. 19.28 in block diagram form. In this
lerometer, the electronic system is essentially a crystal-controlled oscillator circuit and the
al of the oscillator is a frequency-modulated acceleration signal. Some circuits provide a
are-wave output that can be directly interfaced digitally. In these cases the need for analog-
/D) conversion is eliminated, thus removing one of the major sources of errors. In other
lerometers, signal conditioning circuits such as A/D converters are retained within the chip.

back Accelerometers

 force feedback accelerometers often must be digitized for use in digital systems. A common
o use voltage to frequency or current to frequency converters to convert the analog signals
es. These converters are expensive, often as much as the accelerometer, and add as much to
dget.
s worth mentioning that GPS systems are becoming add-ons to many position sensing
. Because of antenna dynamics, shadowing, multipath effects, and to provide redundancy
ystems such as aircraft, many of these systems require inertial aiding, tied-in with accelerom-
ros. With the development of micromachining, small and cost-effective GPS assisted inertial
 be available in the near future. These developments will require extensive signal processing
degree of accuracy. Dynamic ranges on the order of a million to one (e.g., 30–32 bits) need
ith. In order to achieve accuracy requirements, a great challenge awaits the signal processing

s

, J. P., Principles of Measurement Systems, 2nd ed., Burnt Mill, UK: Longman Scientific and
al, 1988.
n, E. O., Measurement Systems: Application and Design, 4th ed., Singapore: McGraw-Hill, 1990.
R., Understanding Smart Sensors, Boston: Artech House, 1996.
C., Shock and Vibration Handbook, 4th ed., McGraw-Hill, 1995.
, J. P., Experimental Methods for Engineers, 5th ed., Singapore: McGraw-Hill, 1989.

8 A typical signal conditioning arrangement for single chip microaccelerometers.
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orce Measurement

bestawi

 is a vector quantity, can be defined as an action that will cause an acceleration or a certain
 body. This chapter will outline the methods that can be employed to determine the magnitude
es.

onsiderations

ination or measurement of forces must yield to the following considerations: if the forces
body do not produce any acceleration, they must form a system of forces in equilibrium. The
n considered to be in static equilibrium. The forces experienced by a body can be classified
egories: internal, where the individual particles of a body act on each other, and external
f a body is supported by other bodies while subject to the action of forces, deformations
acements will be produced at the points of support or contact. The internal forces will be
throughout the body until equilibrium is established, and then the body is said to be in a
ion, compression, or shear. In considering a body at a definite section, it is evident that all
forces act in pairs, the two forces being equal and opposite, whereas the external forces act

aw

r force measurement results from the physical behavior of a body under external forces.
 is useful to review briefly the mechanical behavior of materials. When a metal is loaded in
ion, uniaxial compression, or simple shear (Fig. 19.29), it will behave elastically until a critical
mal stress (S) or shear stress (τ) is reached, and then it will deform plastically [1]. In the

9 When a metal is loaded in uniaxial tension (a), uniaxial compression (b), or simple shear(c), it will
ally until a critical value of normal stress or shear stress is reached.

p

p p
F

F

p

(a) (b) (c)
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n, the atoms are temporarily displaced but return to their equilibrium positions when the
ved. Stress (S or τ) and strain (e or γ ) in the elastic region are defined as indicated in Fig. 19.30.

(19.41)

io (v) is the ratio of transverse (e2) to direct (e1) strain in tension or compression. In the
n, v is between 1/4 and 1/3 for metals. The relation between stress and strain in the elastic
en by Hooke’s law:

(19.42)

(19.43)

 G are the Young’s and shear modulus of elasticity, respectively. A small change in specific
ol/Vol) can be related to the elastic deformation, which is shown to be as follows for an
terial (same properties in all directions):

(19.44)

odulus (K = reciprocal of compressibility) is defined as follows:

(19.45)

the pressure acting at a particular point. For an elastic solid loaded in uniaxial compression

(19.46)

stic solid is compressible as long as ν is less than 1/2, which is normally the case for metals.
 Eq. (19.42), for uniaxial tension can be generalized for a three-dimensional elastic condition.

0 Elastic stress and strain for: (a) uniaxial tension; (b) uniaxial compression; (c) simple shear [1].
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The theory of elasticity is well established and is used as a basis for force measuring techniques. Note
that the measurement of forces in separate engineering applications is very application specific, and care
must be tak
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en in the selection of the measuring techniques outlined below.

ods of Force Measurement

n force may be measured by the following means:

cing the unknown force against a standard mass through a system of levers,
uring the acceleration of a known mass,
izing it to a magnetic force generated by the interaction of a current-carrying coil and a
et,
buting the force on a specific area to generate pressure and then measuring the pressure,
rting the applied force into the deformation of an elastic element.

mentioned methods used for measuring forces yield a variety of designs of measuring
The challenge involved with the task of measuring force resides primarily in sensor design.
f sensor design can be resolved into two problems:

ry geometric, or physical constraints, governed by the application of the force sensor device;
eans by which the force can be converted into a workable signal form (such as electronic

ls or graduated displacements).

ining sections will discuss the types of devices used for force-to-signal conversion and finally
e examples of applications of these devices for measuring forces.

sors

s are required for a basic understanding of the response of a system. For example, cutting
ated by a machining process can be monitored to detect a tool failure or to diagnose the
is failure in controlling the process parameters, and in evaluating the quality of the surface
orce sensors are used to monitor impact forces in the automotive industry. Robotic handling
y tasks are controlled by detecting the forces generated at the end effector. Direct measure-
es is useful in controlling many mechanical systems.
es of force sensors are based on measuring a deflection caused by the force. Relatively high
typically, several micrometers) would be necessary for this technique to be feasible. The

stic properties of helical springs make it possible to apply them successfully as force sensors
m the load to be measured into a deflection. The relation between force and deflection in

egion is demonstrated by Hooke’s law. Force sensors that employ strain gage elements or
 (quartz) crystals with built-in microelectronics are common. Both impulsive forces and

ng forces can be monitored using these sensors.
ailable force measuring techniques, a general subgroup can be defined as that of load cells.
e comprised generally of a rigid outer structure, some medium that is used for measuring the
e, and the measuring gage. Load cells are used for sensing large, static, or slowly varying
little deflection and are a relatively accurate means of sensing forces. Typical accuracies are
 of 0.1% of the full-scale readings. Various strategies can be employed for measuring forces
ngly dependent on the design of the load cell. For example, Fig. 19.31 illustrates different
d cells that can be employed in sensing large forces for relatively little cost. The hydraulic
ploys a very stiff outer structure with an internal cavity filled with a fluid. Application of a
es the oil pressure, which can be read off an accurate gage.
sing techniques can be utilized to monitor forces, such as piezoelectric transducers for quicker
varying loads, pneumatic methods, strain gages, etc. The proper sensing technique needs

ideration based on the conditions required for monitoring.
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e Load Cell

age load cell consists of a structure that elastically deforms when subjected to a force and a
etwork that produces an electrical signal proportional to this deformation. Examples of this
d ring types of load cells.

s
 use a length of gage wire to produce the desired resistance (which is usually about 120 Ω)
f a flat coil. This coil is then cemented (bonded) between two thin insulating sheets of paper
ch a gage cannot be used directly to measure deflection. It has to be first fixed properly to
 be strained. After bonding the gage to the member, they are baked at about 195°F (90°C)
oisture. Coating the unit with wax or resin will provide some mechanical protection. The
tween the member under test and the gage itself must be at least 50 MΩ. The total area of
rs must remain small so that the cement can easily transmit the force necessary to deform

 the member is stressed, the resulting strain deforms the strain gage and the cross-sectional
hes. This causes an increase in resistivity of the gage that is easily determined. In order to
y small strains, it is necessary to measure small changes of the resistance per unit resistance
 change in the resistance of a bonded strain gage is usually less than 0.5%. A wide variety of
d grid shapes are available, and typical examples are shown in Fig. 19.32.
f strain gages to measure force requires careful consideration with respect to rigidity and

t. By virtue of their design, strain gages of shorter length generally possess higher response
(examples: 660 kHz for a gage of 0.2 mm and 20 kHz for a gage of 60 mm in length). The
tal considerations focus mainly on the temperature of the gage. It is well known that resis-
nction of temperature and, thus, strain gages are susceptible to variations in temperature.

1 Different types of load cells [2].

2 Configuration of metal-foil resistance strain gages: (a) single element, (b) two element, and (c)
.
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known that the temperature of the gage will vary due to any influence, temperature compen-
uired in order to ensure that the force measurement is accurate.
tone bridge (Fig. 19.33) is usually used to measure this small order of magnitude. In Fig. 19.33,

ill flow through the galvanometer (G) if the four resistances satisfy a certain condition. In
onstrate how a Wheatstone bridge operates [3], a voltage scale has been drawn at points C

. 19.33. Assume that R1 is a bonded gage and that initially Eq. (19.47) is satisfied. If R1 is now
that its resistance increases by one unit (+∆R), the voltage at point D will be increased from
one unit of voltage (+∆V), and there will be a voltage difference of one unit between C and D
 rise to a current through C. If R4 is also a bonded gage, and at the same time that R1 changes
hanges by −∆R, the voltage at D will move to +2∆V. Also, if at the same time, R2 changes by
 changes by +∆R, then the voltage of point C will move to −2∆V, and the voltage difference
d D will now be 4∆V. It is then apparent that although a single gage can be used, the sensitivity

ased fourfold if two gages are used in tension while two others are used in compression.

(19.47)

configuration of the metal-foil resistance strain gages is formed by a photo-etching process.
 gage available is 0.20 mm; the longest is 102 mm. Standard gage resistances are 120 Ω and
ain gage exhibits a resistance change ∆R/R that is related to the strain in the direction of the
 the expression in Eq. (19.48) (where Sg is the gage factor or calibration constant for the gage).

(19.48)

Load Cell
load cells are commonly employed for measuring low-level loads [3]. A simple cantilever
ig. 19.34(a)) with four strain gages, two on the top surface and two on the bottom surface
 along the axis of the beam) is used as the elastic member (sensor) for the load cell. The gages

3 The Wheatstone bridge.

4 Beam-type load cells: (a) a selection of beam-type load cells (elastic element with strain gages), and
ions in the Wheatstone bridge [3].
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are wired into a Wheatstone bridge as shown in Fig. 19.34(b). The load P produces a moment M = Px at
the gage location (x) that results in the following strains:

where b is th
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(19.49)

e width of the cross-section of the beam and h is the height of the cross-section of the beam.
sponse of the strain gages is obtained from Eq. (19.50).

(19.50)

voltage Eo from the Wheatstone bridge, resulting from application of the load P, is obtained
.51). If the four strain gages on the beam are assumed to be identical, then Eq. (19.51) holds.

(19.51)

d sensitivity of a beam-type load cell depends on the shape of the cross-section of the beam,
 of the point of application of the load, and the fatigue strength of the material from which
fabricated.

oad Cell
ad cells incorporate a proving ring (see Fig. 19.35) as the elastic element. The ring element
ned to cover a very wide range of loads by varying the diameter D, the thickness t, or the
he ring. Either strain gages or a linear variable-differential transformer (LVDT) can be used
r.

5 Ring-type load cells: (a) elastic element with strain-gage sensors; (b) gage positions in the Wheat-
and (c) elastic element with an LVDT sensor [3].
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The load P is linearly proportional to the output voltage Eo. The sensitivity of the ring-type load cell
with an LVDT sensor depends on the geometry of the ring (R, t, and w), the material from which the
ring is fabric
is controlled
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ated (E), and the characteristics of the LVDT (S and Ei). The range of a ring-type load cell
 by the strength of the material used in fabricating the ring.

ic Methods

ric material exhibits a phenomenon known as the piezoelectric effect. This effect states that
etrical, elastic crystals are deformed by a force, an electrical potential will be developed

istorted crystal lattice. This effect is reversible. That is, if a potential is applied between the
e crystal, it will change its physical dimensions [4]. Elements exhibiting piezoelectric qualities
es known as electrorestrictive elements.
itude and polarity of the induced surface charges are proportional to the magnitude and

 the applied force [4]:

(19.52)

e charge sensitivity (a constant for a given crystal) of the crystal in C/N. The force F causes
ariation ∆t meters of the crystal:

(19.53)

rea of crystal, t is thickness of crystal, and Y is Young’s modulus.

(19.54)

e at the electrodes gives rise to a voltage Eo = Q/C, where C is capacitance in farads between
es and C = εa/t where ε is the absolute permittivity.

(19.55)

sensitivity  = g = d/ε in volt meter per newton can be obtained as:

(19.56)

ctric materials used are quartz, tourmaline, Rochelle salt, ammonium dihydrogen phosphate
um sulfate, barium titanate, and lead zirconate titanate (PZT) [4]. Quartz and other earthly
 crystals are naturally polarized. However, synthetic piezoelectric material, such as barium
mic, are made by baking small crystallites under pressure and then placing the resultant
 strong dc electric field [4]. After that, the crystal is polarized, along the axis on which the
 applied, to exhibit piezoelectric properties. Artificial piezoelectric elements are free from
ns imposed by the crystal structure and can be molded into any size and shape. The direction
on is designated during their production process.
ent modes of operation of a piezoelectric device for a simple plate are shown in Fig. 19.36
ring two crystals together so that their electrical axes are perpendicular, bending moments
n be applied to the piezoelectric transducer and a voltage output can be produced (Fig. 19.37)
ge of forces that can be measured using piezoelectric transducers are from 1 to 200 kN and
 2 × 105.
ric crystals can also be used in measuring an instantaneous change in the force (dynamic
in plate of quartz can be used as an electronic oscillator. The frequency of these oscillations
inated by the natural frequency of the thin plate. Any distortion in the shape of the plate
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 external force, alters the oscillation frequency. Hence, a dynamic force can be measured by
n frequency of the oscillator.

thod
 method employs the fact that when the multiple contact area between semiconducting

ually carbon) and the distance between the particles are changed, the total resistance is altered.
of such transducers yields a very small displacement when a force is applied. A transducer
t of 2–60 thin carbon disks mounted between a fixed and a movable electrode. When a force
 the movable electrode and the carbon disks move together by 5–250 µm per interface, the
ction of their resistance against the applied force is approximately hyperbolic, that is, highly
he device is also subject to large hysteresis and drift together with a high transverse sensitivity.
o reduce hysteresis and drift, rings are used instead of disks. The rings are mounted on an
id core and prestressed. This almost completely eliminates any transverse sensitivity error.
esonant frequency is high and can occur at a frequency as high as 10 kHz. The possible
ange of such a transducer is from 0.1 to 10 kg. The accuracy and linear sensitivity of this
s very poor.

ethod
ve method utilizes the fact that a change in mechanical stress of a ferromagnetic material
rmeability to alter. The changes in magnetic flux are converted into induced voltages in the
 as the movement takes place. This phenomenon is known as the Villari effect or magneto-
s known to be particularly strong in nickel–iron alloys.
ers utilizing the Villari effect consist of a coil wound on a core of magnetostrictive material.
 be measured is applied on this core, stressing it and causing a change in its permeability
nce. This change can be monitored and used for determining the force.

6 Modes of operation for a simple plate as a piezoelectric device [4].

7 Curvature of “twister” and “bender” piezoelectric transducers when voltage applied [4].

+

+

-

-

-

(a)

(b)

(c)

Crystal twister ''bimorph''

Crystal bender ''bimorph''

Ceramic bender ''bimorph''
or ''multimorph''
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The applicable range for this type of transducer is a function of the cross-sectional area of the core.
The accuracy of the device is determined by a calibration process. This transducer has poor linearity and
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 hysteresis. The permeability of a magnetostrictive material increases when it is subject to
, regardless of direction. A flat frequency response is obtained over a wide range from 150

z.

tor Method
 utilize anisotropic stress effects are described as piezotransistors. In this effect, if the upper
-n diode is subjected to a localized stress, a significant reversible change occurs in the current
nction. These transistors are usually silicon nonplanar type, with an emitter base junction.
n is mechanically connected to a diaphragm positioned on the upper surface of a typical
 [4]. When a pressure or a force is applied to the diaphragm, an electronic charge is produced.
le to use these force-measuring devices at a constant temperature by virtue of the fact that
ting materials also change their electric properties with temperature variations. The attractive
c of piezotransistors is that they can withstand a 500% overload.

nent Dynamometers Using Quartz Crystals as Sensing Elements
ctric Effects in Quartz
easurements, the direct piezoelectric effect is utilized. The direct longitudinal effect measures
 force; the direct shear effect measures shear force in one direction. For example, if a disk of
uartz (SiO2) cut normally to the crystallographic x-axis is loaded by a compression force, it
 electric charge, nominally 2.26 pC/N. If a disk of crystalline quartz is cut normally to the
hic y-axis, it will yield an electric charge (4.52 pC/N) if loaded by a shear force in one specific
rces applied in the other directions will not generate any output [5].

amplifier is used to convert the charge yielded by a quartz crystal element into a proportional
 range of a charge amplifier with respect to its conversion factor is determined by a feedback
justment to mechanical units is obtained by additional operational amplifiers with variable gain.

f Quartz Multicomponent Dynamometers
ment for designing multicomponent dynamometers is the three-component force transducer

 It contains a pair of X-cut quartz disks for the normal force component and a pair of Y-cut
 (shear-sensitive) for each shear force component.

ponent dynamometers can be used for measuring cutting forces during machining. Four
nent force transducers sandwiched between a base plate and a top plate are shown in

he force transducer is subjected to a preload as shear forces are transmitted by friction. The
ansducers experience a drastic change in their load, depending on the type and position of
tion. An overhanging introduction of the force develops a tensile force for some transducers,
g the preload. Bending of the dynamometer top plate causes bending and shearing stresses.
ing ranges of a dynamometer depend not only on the individual forces, but also on the
nding stresses.

8 Three-component force transducer.
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ignals Transmitted by Telemetry
 shows the newly designed force measuring system RCD (rotating cutting force dynamom-
-shaped sensor (1) is fitted in a steep angle taper socket (2) and a base ring (3) allowing
e three force components Fx, Fy , and Fz at the cutting edge as well as the moment Mz. The
rating principle of this measuring cell is based on the piezoelectric effect in quartz plates.
lates incorporated in the sensor are aligned so that the maximum cross-sensitivity between
ponents is 1%. As a result of the rigid design of the sensor, the resonant frequencies of the

ring system range from 1200 to 3000 Hz and the measuring ranges cover a maximum of

portional charges produced at the surfaces of the quartz plates are converted into voltages
iature charge amplifiers (7) in hybrid construction. These signals are then filtered by specific
cuitry to prevent aliasing effects, and digitized with 8-bit resolution using a high sampling
ode modulation). The digitized signals are transmitted by a telemetric unit consisting of a
 transmitter module, an antenna at the top of the rotating force measuring system (8), as
d antenna (9) on the splash cover of the two-axis milling head (10). The electrical compo-

e amplifier, and transmitter module are mounted on the circumference of the force measuring

g forces and the moment measured are digitized with the force measuring system described
 are modulated on an FM carrier and transmitted by the rotating transmitter to the stationary
 signals transmitted are fed to an external measured-variable conditioning unit.

ynamic Forces
ical system can be considered in the first approximation as a weakly damped oscillator

f a spring and a mass. If a mechanical system has more than one resonant frequency, the
ust be taken into consideration. As long as the test frequency remains below 10% of the

quency of the reference transducer (used for calibration), the difference between the dynamic
btained from static calibration will be less than 1%. The above considerations assume a
rce signal. The static calibration of a reference transducer is also valid for dynamic calibration
he test frequency is much lower (at least 10 times lower) than the resonant frequency of the

 Force Transducer

r that uses capacitance variation can be used to measure force. The force is directed onto a
hose elastic deflection is detected by a capacitance variation. A highly sensitive force trans-

e constructed because the capacitive transducer senses very small deflections accurately. An
rcuit converts the capacitance variations into DC-voltage variations [7].

9 Force measuring system to determine the tool-related cutting forces in five-axis milling [6].
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A capacitance sensor consists of two metal plates separated by an air gap. The capacitance C between
terminals is given by the expression:

where

C = c
εo = d
εr = r
A = o
h = t
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(19.57)

apacitance in farads (F),
ielectric constant of free space,
elative dielectric constant of the insulator,
verlapping area for the two plates,
hickness of the gap between the two plates.

tivity of capacitance-type sensors is inherently low. Theoretically, decreasing the gap h should
 sensitivity; however, there are practical electrical and mechanical conditions that preclude
ities. One of the main advantages of the capacitive transducer is that moving of one of its
e to the other requires an extremely small force to be applied. A second advantage is stability
itivity of the sensor is not influenced by pressure or temperature of the environment.

ing Resistors (Conductive Polymers)

 resistors (FSRs) utilize the fact that certain polymer thick-film devices exhibit decreasing
ith the increase of an applied force. A force sensing resistor is made up of two parts. The first
 material applied to a film. The second is a set of digitating contacts applied to another film.
 shows this configuration. The resistive material completes the electrical circuit between the
onductors on the other film. When a force is applied to this sensor, a better connection is
en the contacts; hence, the conductivity is increased. Over a wide range of forces, it turns
 conductivity is approximately a linear function of force. Figure 19.41 shows the resistance
r as a function of force. It is important to note that there are three possible regions for the
erate. The first abrupt transition occurs somewhere in the vicinity of 10 g of force. In this
esistance changes very rapidly. This behavior is useful when one is designing switches using
g resistors.
ld not be used for accurate measurements of force because sensor parts may exhibit 15–25%

resistance between each other. However, FSRs exhibit little hysteresis and are considered far less
ther sensing devices. Compared to piezofilm, the FSR is far less sensitive to vibration and heat.

sistive Force Sensors

le of magnetoresistive force sensors is based on the fact that metals, when cooled to low
s, show a change of resistivity when subjected to an applied magnetic field. Bismuth, in
 quite sensitive in this respect. In practice, these devices are severely limited because of their
ity to ambient temperature changes.

0 Diagram of a typical force sensing resistor (FSR).
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astic Force Sensors

tic transducer devices operate based on the Joule effect, that is, a ferromagnetic material is
ly altered when subjected to a magnetic field. The principle of operation is as follows: Initially,
se is applied to the conductor within the waveguide. This sets up a magnetic field circumference-
 the waveguide over its entire length. There is another magnetic field generated by the
agnet that exists only where the magnet is located. This field has a longitudinal component.

elds join vectorally to form a helical field near the magnet which, in turn, causes the waveguide
e a minute torsional strain or twist only at the location of the magnet. This twist effect is
e Wiedemann effect [8].
lastic force transducers have a high frequency response (on the order of 20 kHz). Some of
s that exhibit magnetoelastic include Monel metal, Permalloy, Cekas, Alfer, and a number of
alloys. Disadvantages of these transducers include: (1) the fact that excessive stress and aging
ermanent changes, (2) zero drift and sensitivity changes due to temperature sensitivity, and
s errors.

alances

evices that utilize the deflection of a spring may also be used to determine forces. Torsional
equal arm-scale-force measuring devices. They are comprised of horizontal steel bands instead
d bearings. The principle of operation is based on force application on one of the arms that
the torsional spring (within its design limits) in proportion to the applied force. This type
nt is susceptible to hysteresis and temperature errors and, therefore, is not used for precise
ts.

ors
rs are usually interpreted as a touch sensing technique. Tactile sensors cannot be considered
uch sensors, where very few discrete force measurements are made. In tactile sensing, a force
” is measured using a closely spaced array of force sensors.
sing is important in both grasping and object identification operations. Grasping an object

ne in a stable manner so that the object is not allowed to slip or get damaged. Object
n includes recognizing the shape, location, and orientation of a product, as well as identifying
erties and defects. Ideally, these tasks would require two types of sensing [9]:

nuous sensing of contact forces,
g of the surface deformation profile.

 types of data are generally related through stress–strain relations of the tactile sensor. As a
st continuous variable sensing of tactile forces (the sensing of the tactile deflection profile)

1 Resistance as a function of force for a typical force sensing resistor.
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f surface profiles, material handling or parts transfer, parts assembly, and parts identification
n manufacturing applications and fine-manipulation tasks. Some of these applications may
mple touch (force–torque) sensing if the parts being grasped are properly oriented and if
ormation about the process is already available.

, the main design objective for tactile sensing devices has been to mimic the capabilities of
rs [9]. Typical specifications for an industrial tactile sensor include:

al resolution of about 2 mm
 resolution (sensitivity) of about 2 g
mum touch force of about 1 kg
esponse time of 5 ms
ysteresis

bility under extremely difficult working conditions
sitivity to change in environmental conditions (temperature, dust, humidity, vibration, etc.)
y to monitor slip

 Sensor
 sensors (Fig. 19.42) consist of a regular pattern of sensing elements to measure the distri-
essure across the fingertip of a robot. The 8 × 8 array of elements at 2 mm spacing in each
ovides 64 force sensitive elements. Table 19.2 outlines some of the characteristics of early
 sensors. The sensor is composed of two crossed layers of copper strips separated by strips
ne rubber. The sensor forms a thin, compliant layer that can be easily attached to a variety

shapes and sizes. The entire array is sampled by computer.

TABLE 19.2 Summary of Some of the Characteristics 
of Early Tactile Array Sensors

Device Parameter

Size of Array

(4 × 4) (8 × 8) (16 × 16)

Cell spacing (mm) 4.00 2.00 1.00
Zero-pressure capacitance (fF) 6.48 1.62 0.40
Rupture force (N) 18.90 1.88 0.19
Max. linear capacitance (fF) 4.80 1.20 0.30
Max. output voltage (V) 1.20 0.60 0.30
Max. resolution (bit) 9.00 8.00 8.00
Readout (access) time (µs) — <20 —

©IEEE 1985.

2 Tactile array sensor.

Input
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Sensors Preprocessor Array processor
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(Vector)µP
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tactile sensor array can consist of several sensing elements. Each element or taxel (Fig. 19.43)
nse the forces present. Since tactile sensors are implemented in applications where sensitivity
mblance to human touch is desired, an elastomer is utilized to mimic the human skin. The
 generally a conductive material whose electrical conductivity changes locally when pressure
he sensor itself consists of three layers: a protective covering, a sheet of conductive elastomer,
d circuit board. The printed circuit board consists of two rows of two “bullseyes,” each with
nner and outer rings that compromise the taxels of the sensor. The outer rings are connected
 to a column-select transistor. The inner rings are connected to diodes (D) in Fig. 19.43.

lumn in the array is selected, the current flows through the diodes, through the elastomer,
through a transistor to ground. As such, it is generally not possible to excite just one taxel
pressure applied causes a local deformation in neighboring taxels. This situation is called
 is eliminated by the diodes [10].
ray sensor signals are used to provide information about the contact kinematics. Several
meters, such as contact location, object shape, and the pressure distribution, can be obtained.
layout of a sensor array system can be seen in Fig. 19.44. An example of this is a contact and
g finger. This tactile finger has four contact sensors made of piezoelectric polymer strips on
f the fingertip that provide dynamic contact information. A strain gage force sensor provides
force information.

3 Typical taxel sensor array.

4 General arrangement of an intelligent sensor array system [9].
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orque and Power Measurement

arshelis

d, and power are the defining mechanical variables associated with the functional perfor-
tating machinery. The ability to accurately measure these quantities is essential for deter-
achine’s efficiency and for establishing operating regimes that are both safe and conducive
 reliable services. Online measurements of these quantities enable real-time control, help
istency in product quality, and can provide early indications of impending problems.
 power measurements are used in testing advanced designs of new machines and in the
t of new machine components. Torque measurements also provide a well-established basis
ng and verifying the tightness of many types of threaded fasteners. This chapter describes
ncepts as well as the various methods and apparati in current use for the measurement
nd power; the measurement of speed, or more precisely, angular velocity, is discussed
].
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 of rotational motion is readily formalized: all points within a rotating rigid body move in
oincident planes while remaining at fixed distances from a line called the axis. In a perfectly
ll points also remain at fixed distances from each other. Rotation is perceived as a change

ar position of a reference point on the body, i.e., as its angular displacement, ∆θ, over some
l, ∆t. The motion of that point, and therefore of the whole body, is characterized by its
W) or counterclockwise (CCW) direction and by its angular velocity, ω = ∆θ/∆t . If during
al ∆t , the velocity changes by ∆ω , the body is undergoing an angular acceleration, α = ∆ω/∆t .

 measured in radians, and time in seconds, units of ω become radians per second (rad s–1)
dians per second per second (rad s–2). Angular velocity is often referred to as rotational speed
d in numbers of complete revolutions per minute (rpm) or per second (rps).

ue, and Equilibrium

otion, as with motion in general, is controlled by forces in accordance with Newton’s laws.
rce directly affects only that component of motion in its line of action, forces or components of
 in any plane that includes the axis produce no tendency for rotation about that axis. Rotation
ted, altered in velocity, or terminated only by a tangential force Ft acting at a finite radial
m the axis. The effectiveness of such forces increases with both Ft and l; hence, their product,
ent, is the activating quantity for rotational motion. A moment about the rotational axis

 torque. Figure 19.45(a) shows a force F acting at an angle β to the tangent at a point P,
e moment arm) from the axis. The torque T is found from the tangential component of F as

(19.58)

ed effect, known as the resultant, of any number of torques acting at different locations along
und from their algebraic sum, wherein torques tending to cause rotation in CW and CCW
e assigned opposite signs. Forces, hence torques, arise from physical contact with other solid
ional interaction with fluids, or via gravitational (including inertial), electric, or magnetic
The source of each such torque is subjected to an equal, but oppositely directed, reaction
 force measured in newtons and distance in meters, Eq. (19.58) shows the unit of torque to
 meter (Nm).

5 (a) The off-axis force F at P produces a torque T = (F cos β)l tending to rotate the body in the CW
 Transmitting torque T over length L twists the shaft through angle φ.

T Ftl F cos b( )l= =

L

+O
d

T
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A nonzero resultant torque will cause the body to undergo a proportional angular acceleration, found,
by application of Newton’s second law, from
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(19.59)

ing units of kilogram square meter (kg m2), is the moment of inertia of the body around
., its polar moment of inertia). Equation (19.59) is applicable to any body regardless of
motion. When α = 0, Eq. (19.59) shows that Tr is also zero; the body is said to be in
 For a body to be in equilibrium, there must be either more than one applied torque, or

idity, and Strain

 of a rigid body in equilibrium is also in equilibrium; hence, as a condition for equilibrium
n, any torques applied thereto from external sources must be balanced by equal and direc-

osite internal torques from adjoining portions of the body. Internal torques are transmitted
oining portions by the collective action of stresses over their common cross-sections. In a
aving a round cross-section (e.g., a typical shaft), the shear stress τ varies linearly from zero
 a maximum value at the surface. The shear stress, τm, at the surface of a shaft of diameter,
ng a torque, T, is found from

(19.60)

rials are not perfectly rigid but have instead a modulus of rigidity, G, which expresses the
etween τ and shear strain, γ. The maximum strain in a solid round shaft therefore also exists
 and can be found from

(19.61)

.45(b) shows the manifestation of shear strain as an angular displacement between axially
oss sections. Over the length L, the solid round shaft shown will be twisted by the torque
angle φ found from

(19.62)

rgy, and Power

 time of application of a torque, T, the body rotates through some angle θ, mechanical work

(19.63)

. If the torque acts in the same CW or CCW sense as the displacement, the work is said to
he body, or else it is done by the body. Work done on the body causes it to accelerate, thereby
 an increase in kinetic energy (KE = Iω2/2). Work done by the body causes deceleration with

ding decrease in kinetic energy. If the body is not accelerating, any work done on it at one
st be done by it at another location. Work and energy are each measured in units called a
uation (19.63) shows that 1 J is equivalent to 1 Nm rad, which, since a radian is a dimen-
o, ≡ 1 Nm. To avoid confusion with torque, it is preferable to quantify mechanical work in
, or better yet, in J.

Tr Ia=

tm
16T

pd3
---------=

gm

tm

G
----- 16T

pd3G
-------------= =

f 32 LT

pd4G
--------------=

W Tq=

ress LLC



    

The 

 

rate

 

 a

       

∆

 

t

 

, during w

  

Replacing ∆

The unit 
1 mN s–1. Hi
bodies effect

Arrangem

Equations (1
19.46 illustr
the specific m
(B in Fig. 19
(F). The driv
etc.) is coup
the driven d
which the re
may be ind
pressure ass
either the re
effect relatio
involve rota

To the ext
perfectly rigi
the torque a
member. Als
to bearing f
resisting tor

Reaction 
acting at kn
ments, on a
analogous e
measuremen
it unnecessa

FIGURE 19.4

Dri Driven device
C D E

0066_Frame_C19  Page 51  Wednesday, January 9, 2002  5:27 PM

©2002 CRC P
t which work is performed is termed power, P. If a torque T acts over a small interval of time
hich there is an angular displacement ∆θ, work equal to T∆θ is performed at the rate T∆θ/∆t.
θ/∆t by ω, power is found simply as

(19.64)

of power follows from its definition and is given the special name watt (W). 1 W = 1 J s–1 =
storically, power has also been measured in horsepower (Hp), where 1 Hp = 746 W. Rotating
ively transmit power between locations where torques from external sources are applied.

ents of Apparatus for Torque and Power Measurement

9.58) through (19.64) express the physical bases for torque and power measurement. Figure
ates a generalized measurement arrangement. The actual apparatus used is selected to fulfill

easurement purposes. In general, a driving torque originating within a device at one location
.46) is resisted by an opposing torque developed by a different device at another location
ing torque (from, e.g., an electric motor, a gasoline engine, a steam turbine, muscular effort,
led through connecting members C, transmitting region D, and additional couplings, E, to
evice (an electric generator, a pump, a machine tool, mated threaded fasteners, etc.) within
sisting torque is met at F. The torque at B or F is the quantity to be measured. These torques
irectly determined from a correlated physical quantity, e.g., an electrical current or fluid
ociated with the operation of the driving or driven device, or more directly by measuring
action torque at A or G, or the transmitted torque through D. It follows from the cause-and-
nship between torque and rotational motion that most interest in transmitted torque will

ting bodies.
ent that the frames of the driving and driven devices and their mountings to the “Earth” are
d, the reaction at A will at every instant equal the torque at B, as will the reaction at G equal
t F. Under equilibrium conditions, these equalities are independent of the compliance of any
o under equilibrium conditions, and except for usually minor parasitic torques (due, e.g.,

riction and air drag over rapidly moving surfaces), the driving torque at B will equal the
que at F.
torque at A or G is often determined, using Eq. (19.58), from measurements of the forces
own distances fixed by the apparatus. Transmitted torque is determined from measure-
 suitable member within region D, of τm, γm, or φ and applying Eqs. (19.60)–(19.62) (or
xpressions for members having other than solid round cross sections [2]). Calibration, the
t of the stress, strain, or twist angle resulting from the application of a known torque, makes

ry to know any details about the member within D. When α ≠ 0, and is measurable, T may

6 Schematic arrangement of devices used for the measurement of torque and power.

ving device
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also be determined from Eq. (19.59). Requiring only noninvasive, observational measurements, this
method is especially useful for determining transitory torques; for example those associated with firing
events in mu
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lticylinder internal combustion engines [3].
 (19.63) and (19.64) are applicable only during rotation because, in the absence of motion,
one and power transfer is zero. Equation (19.63) can be used to determine average torque
etric measurements of the heat generated (equal to the mechanical work W) during a totalized

evolutions (≡ θ/2π). Equation (19.64) is routinely applied in power measurement, wherein T
d by methods based on Eqs. (19.58), (19.60), (19.61), or (19.62), and ω is measured by any
ns [4].
φ are sometimes measured by simple mechanical methods. For example, a “torque wrench”
 for the controlled tightening of threaded fasteners. In these devices, torque is indicated by

 of a needle moving over a calibrated scale in response to the elastic deflection of a spring
he simplest case, the bending of the wrench handle [5]. More generally, instruments, variously
s or transducers, are used to convert the desired (torque or speed related) quantity into a
ortional electrical signal. (Force sensors are also known as load cells.) The determination of

lly requires multiplication of the two signals from separate sensors of T and ω. A transducer,
 amplitude of a single signal proportional to the power being transmitted along a shaft, has
scribed [6].

ransducer Technologies

ical interactions serve to convert F, τ, γ, or φ into proportional electrical signals. Each requires
xial portion of the shaft be dedicated to the torque sensing function. Figure 19.47 shows
res of sensing regions for four sensing technologies in present use.

ain

(a) illustrates a sensing region configured to convert surface strain (γm) into an electrical
rtional to the transmitted torque. Surface strain became the key basis for measuring both
rque following the invention of bonded wire strain gages by E. E. Simmons, Jr. and Arthur
938 [7]. A modern strain gage consists simply of an elongated electrical conductor, generally
serpentine pattern in a very thin foil or film, bonded to a thin insulating carrier. The carrier
usually with an adhesive, to the surface of the load carrying member. Strain is sensed as a
ge resistance. These changes are generally too small to be accurately measured directly and

mon to employ two to four gages arranged in a Wheatstone bridge circuit. Independence
nd bending loads as well as from temperature variations are obtained by using a four-gage
rised of two diametrically opposite pairs of matched strain gages, each aligned along a
in direction. In round shafts (and other shapes used to transmit torque), tensile and com-
cipal strains occur at 45° angles to the axis. Limiting strains, as determined from Eq. (19.61)
al to the shear proportional limit of the shaft material), rarely exceed a few parts in 103.

tice is to increase the compliance of the sensing region (e.g., by reducing its diameter or with
ecially shaped sections) in order to attain the limiting strain at the highest value of the torque
red. This maximizes the measurement sensitivity.

le

is slender enough (e.g., L > 5 d), φ, at limiting values of τm for typical shaft materials, can
nough to be resolved with sufficient accuracy for practical torque measurements (φ at τm

 by manipulating Eqs. (19.60)–(19.62)). Figure 19.47(b) shows a common arrangement wherein
ermined from the difference in tooth-space phasing between two identical “toothed” wheels
pposite ends of a compliant “torsion bar.” The phase displacement of the periodic electrical
 the two “pickups” is proportional to the peripheral displacement of salient features on the
and hence to the twist angle of the torsion bar and thus to the torque. These features are

e sensible by any of a variety of noncontacting magnetic, optical, or capacitive techniques.
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elaborate pickups, the relative angular position of the two wheels appears as the amplitude
ectrical signal, thus providing for the measurement of torque even on a stationary shaft (e.g.,
 still other constructions, a shaft-mounted variable displacement transformer or a related
rical device is used to provide speed independent output signals proportional to φ.

to elastic strain, the stresses by which torque is transmitted are manifested by changes in the
operties of ferromagnetic shaft materials. This “magnetoelastic interaction” [8] provides an
oncontacting basis for measuring torque. Two types of magnetoelastic (sometimes called
ctive) torque transducers are in present use: Type 1 derive output signals from torque-induced
 magnetic circuit permeances; Type 2 create a magnetic field in response to torque. Type 1
typically employ “branch,” “cross,” or “solenoidal” constructions [9]. In branch and cross
ue is detected as an imbalance in the permeabilities along orthogonal 45° helical paths (the
ess directions) on the shaft surface or on the surface of an ad hoc material attached to the
enoidal constructions torque is detected by differences in the axial permeabilities of two
face regions, preendowed with symmetrical magnetic “easy” axes (typically along the 45°
ess directions). While branch and cross-type sensors are readily miniaturized [10], local

7 Four techniques in present use for measuring transmitted torque. (a) Torsional strain in the shaft
trical resistance for four strain gages (two not seen) connected in a Wheatstone bridge circuit. In
ent shown, electrical connections are made to the bridge through slip rings and brushes. (b) Twist
 section causes angular displacement of the surface features on the toothed wheels. This creates a

nce in the signals from the two pickups. (c) The permeabilities of the two grooved regions of the
oppositely with torsional stress. This is sensed as a difference in the output voltages of the two sense
 Torsional stress causes the initially circumferential magnetizations in the ring (solid arrows) to tilt
s). These helical magnetizations cause magnetic poles to appear at the domain wall and ring ends.

 magnetic field is sensed by the field sensor.
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variations in magnetic properties of typical shaft surfaces limit their accuracy. Solenoidal designs, illus-
trated in Fig. 19.47(c), avoid this pitfall by effectively averaging these variations. Type 2 transducers are
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nstructed with a ring of magnetoelastically active material rigidly attached to the shaft. The
etized during manufacture of the transducer, usually with each axial half polarized in an
umferential direction as indicated by the solid arrows in Fig. 19.47(d) [11]. When torque is

magnetizations tilt into helical directions (dashed arrows), causing magnetic poles to develop
l domain wall and (of opposite polarity) at the ring end faces. Torque is determined from
ignal of one or more magnetic field sensors (e.g., Hall effect, magnetoresistive, or flux gate
unted so as to sense the intensity and polarity of the magnetic field that arises in the space
g.

ransducer Construction, Operation, and Application

torque sensing region can be created directly on a desired shaft, it is more usual to install a
d modular torque transducer into the driveline. Transducers of this type are available with
om 0.001 to 200,000 Nm. Operating principle descriptions and detailed installation and
structions can be found in the catalogs and literature of the various manufacturers [12–20].
 often identify a specific type of transducers; for example, Torquemeters [13] refers to a family
ct strain gage models; Torkducer®[18] identifies a line of Type 1 magnetoelastic transducers;
2] identifies a line of Type 2 magnetoelastic transducers; Torquetronic [16] is a class of
using wrap-around twist angle sensors; and TorXimitorTM[20] identifies optoelectronic-
ntact, strain gage transducers. Many of these devices show generic similarities transcending

c sensing technology as well as their range. Figure 19.48 illustrates many of these common

l Considerations

perating speeds vary widely; upper limits depend on the size, operating principle, type of
rication, and dynamic balance of the rotating assembly. Ball bearings, lubricated by grease,

st, are typical. Parasitic torques associated with bearing lubricants and seals limit the accuracy
orque measurements. (Minute capacity units have no bearings [15].) Forced lubrication can

8 Modular torque transducer showing generic features and alternative arrangements for free floating
ting. Bearings* are used only on rotational models. Shaft extensions have keyways or other features to

ue coupling.
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allow operation up to 80,000 rpm [16]. High-speed operation requires careful consideration of the effects
of centrifugal stresses on the sensed quantity as well as of critical (vibration inducing) speed ranges.
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cillations associated with resonances of the shaft elasticity (characterized by its spring con-
he rotational inertia of coupled masses can corrupt the measurement, damage the transducer
excursions above its rated overload torque, and even be physically dangerous.
 either float on the shaft bearings or are rigidly mounted. Free floating housings are restrained
g by such “soft” means as a cable, spring, or compliant bracket, or by an eccentric external
ly resting against a fixed surface. In free floating installations, the axes of the driving and

s must be carefully aligned. Torsionally rigid “flexible” couplings at each shaft end are used
date small angular and/or radial misalignments. Alternatively, the use of dual flexible cou-
e end will allow direct coupling of the other end. Rigidly mounted housings are equipped
ing feet or lugs similar to those found on the frame of electric motors. Free-floating models
es rigidly mounted using adapter plates fastened to the housing. Rigid mountings are preferred
ifficult or impractical to align the driving and driven shafts, as for example when driving or
ines are changed often. Rigidly mounted housings require the use of dual flexible couplings
 ends.
transducers designed for zero or limited rotation applications have no need for bearings. To
all of the torque applied at the ends is sensed, it is important in such “reaction”-type torque
to limit attachment of the housing to the shaft to only one side of the sensing region. Whether
stationary, the external shaft ends generally include such torque coupling details as flats,
ines, tapers, flanges, male/female squares drives, etc.

onsiderations

y nature, transducers require some electrical input power or excitation. The “raw” output
 actual sensing device also generally requires “conditioning” into a level and format appro-

isplay on a digital or analog meter or to meet the input requirements of data acquisition
Excitation and signal conditioning are supplied by electronic circuits designed to match the
cs of the specific sensing technology. For example, strain gage bridges are typically powered
 (DC or AC) and have outputs in the range of 1.5–3.0 mV per volt of excitation at the rated
 these millivolt signals to more usable levels requires amplifiers having gains of 100 or more.
itation, oscillators and demodulators (or rectifiers) are also needed. Circuit elements of these
rmal when inductive elements are used either as a necessary part of the sensor or simply to
oncontact constructions.

es, differential transformers, and related sensing technologies require that electrical components
on the torqued member. Bringing electrical power to and output signals from these components
shafts require special methods. The most direct and common approach is to use conductive
ein brushes (typically of silver graphite) bear against (silver) slip rings. Useful life is extended
 means to lift the brushes off the rotating rings when measurements are not being made. Several
ing” methods are also used. For example, power can be supplied via inductive coupling between
d rotating transformer windings [12–15], by the illumination of shaft-mounted photovoltaic

even by batteries strapped to the shaft [21] (limited by centrifugal force to relatively low speeds).
als are coupled off the shaft through rotary transformers, by frequency-modulated (infrared)
], or by radio-frequency (FM) telemetry [21]. Where shaft rotation is limited to no more than
tations, as in steering gear, valve actuators or oscillating mechanisms, hard wiring both power
rcuits is often suitable. Flexible cabling minimizes incidental torques and makes for a long and
ce life. All such wiring considerations are avoided when noncontact technologies or construc-
d.

Options

que transducers reflect the wide range of available capacities, performance ratings, types,
nal features, and accessories. In general, prices of any one type increase with increasing
ction types cost about half of similarly rated rotating units. A typical foot-mounted, 565 Nm
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capacity, strain gage transducer with either slip rings or rotary transformers and integral speed sensor,
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rividing transducer excitation, conditioning, and analog output with digital display of torque
sts about $2000. A comparable magnetoelastic transducer with ±0.5% accuracy costs about
-capacity transducers for extreme speed service with appropriate lubrication options can
an $50,000. Type 2 magnetoelastic transducers, mass produced for automotive power steering
, cost approximately $10.

s for Power Measurement

chinery exists in specific types without limit and can operate at power levels from fractions
some tens of megawatts, a range spanning more than 108. Apparatus for power measurement
milarly wide range of types and sizes. Mechanical power flows from a driver to a load. This
e determined directly by application of Eq. (19.64), simply by measuring, in addition to ω,

orque of the driver or the input torque to the load, whichever is the device under test (DUT).
UT is a driver, measurements are usually required over its full service range of speed and
test apparatus therefore must act as a controllable load and be able to absorb the delivered
arly, when the DUT is a pump or fan or other type of load, or one whose function is simply
d and torque (e.g., a gear box), the test apparatus must include a driver capable of supplying
the DUT’s full rated range of torque and speed. Mechanical power can also be determined
 conversion into (or from) another form of energy (e.g., heat or electricity) and measuring
 calorimetric or electrical quantities. In view of the wide range of readily available methods
us for accurately measuring both torque and speed, indirect methods need only be considered
l circumstances make direct methods difficult.
eter is the special name given to the power-measuring apparatus that includes absorbing

ng means and wherein torque is determined by the reaction forces on a stationary part (the
ffective dynamometer is conveniently assembled by mounting the DUT in such a manner

easurement of the reaction torque on its frame. Figure 19.49 shows a device designed to
h measurements. Commercial models (Torque Table® [12]) rated to support DUTs weighing
 are available with torque capacities from 1.3 to 226 Nm. “Torque tubes” [4] or other DUT
rangements are also used. Other than for possible rotational/elastic resonances, these systems

9 Support system for measuring the reaction torque of a rotating machine. The axis of the machine
rately set on the “center of rotation.” The holes and keyway in the table facilitate machine mounting
t. Holes in the front upright provide for attaching a lever arm from which calibrating weights may be
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le for mounting
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have no speed limitations. More generally, and especially for large machinery, dynamometers include a
specialized driving or absorbing machine. Such dynamometers are classified according to their function
as absorbing
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 or driving (sometimes motoring). A universal dynamometer can function as either a driver
er.

 Dynamometers

dynamometers, often called brakes because their operation depends on the creation of a
 drag torque, convert mechanical work into heat. A drag torque, as distinguished from an
e, can act only to restrain and not to initiate rotational motion. Temperature rise within a
er is controlled by carrying away the heat energy, usually by transfer to a moving fluid,
or water. Drag torque is created by inherently dissipative processes such as: friction between
faces, shear or turbulence of viscous liquids, the flow of electrical current, or magnetic
aspard Riche de Prony (1755–1839), in 1821 [22], invented a highly useful form of a friction
et the needs for testing the steam engines that were then becoming prevalent. Brakes of this
n used for instructional purposes, for they embody the general principles and major operating
ns for all types of absorption dynamometers. Figure 19.50 shows the basic form and con-
eatures of a prony brake. The power that would normally be delivered by the shaft of the
ne to the driven load is (for measurement purposes) converted instead into heat via the work
frictional forces between the friction blocks and the flywheel rim. Adjusting the tightness of
g bolts varies the frictional drag torque as required. Heat is removed from the inside surface
 arrangements (not shown) utilizing either a continuous flow or evaporation of water. There
o know the magnitude of the frictional forces nor even the radius of the flywheel (facts
y Prony), because, while the drag torque tends to rotate the clamped-on apparatus, it is held

y the equal but opposite reaction torque Fr. F at the end of the torque arm of radius r (a fixed
f the apparatus) is monitored by a scale or load cell. The power is found from Eqs. (19.58)
as P = Frω = Fr2πN/60 where N is in rpm.

0 A classical prony brake. This brake embodies the defining features of all absorbing dynamometers:
 mechanical work into heat and determination of power from measured values of reaction torque and
ocity.
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f prony brakes, often using only bare ropes or wooden cleats connected by ropes or straps,
he laboratory or wherever undemanding or infrequent power measurements are to be made.
ticated prony brake constructions are used in standalone dynamometers with self-contained
r tanks in sizes up to 746 kW (1000 Hp) for operation up to 3600 rpm with torques to
3]. Available in stationary and mobile models, they find use in testing large electric motors
gines and transmissions on agricultural vehicles. Prony brakes allow full drag torque to be

wn to zero speed.
roude (1810–1879) [24] invented a water brake (1877) that does not depend on rubbing
g torque within a Froude brake is developed between the rotor and the stator by the momen-
d by the rotor to water contained within the brake casing. Rotor rotation forces the water
between cup-like pockets cast into facing surfaces of both rotor and stator. The rotor is
 the stator by bearings that also fix its axial position. Labyrinth-type seals prevent water

e minimizing frictional drag and wear. The stator casing is supported in the dynamometer
dle fashion by trunnion bearings. The torque that prevents rotation of the stator is measured
orces in much the same manner as with the prony brake. Drag torque is adjusted by a valve,
ither the back pressure in the water outlet piping [25] or the inlet flow rate [26] or sometimes
ry rapid torque changes) with two valves controlling both [27]. In any case, the absorbed
rried away by the continuous water flow. Other types of cradle-mounted water brakes,
ally similar, have substantially different internal constructions and depend on other prin-
veloping the drag torque (e.g., smooth rotors develop viscous drag by shearing and turbu-
rtheless, all hydraulic dynamometers purposefully function as inefficient centrifugal pumps.
f internal design and valve settings, maximum drag torque is low at low speeds (zero at

ut can rise rapidly, typically varying with the square of rotational speed. The irreducible
some water, as well as windage, places a speed-dependent lower limit on the controllable drag

y one design, wear and vibration caused by cavitation place upper limits on the speed and
Hydraulic dynamometers are available in a wide range of capacities between 300 and 25,000
e portable units having capacities as low as 75 kW [26]. The largest ever built [27], absorbing

 75,000 kW (100,000 Hp), has been used to test propulsion systems for nuclear submarines.
peeds match the operating speeds of the prime movers that they are built to test and therefore
crease with increasing capacity. High-speed gas turbine and aerospace engine test equipment
as high as 30,000 rpm [25].
ean B. L. Foucault (1819–1868) [22] demonstrated the conversion of mechanical work into
ting a copper disk between the poles of an electromagnet. This simple means of developing
, based on eddy currents, has, since circa 1935, been widely exploited in dynamometers.
 shows the essential features of this type of brake. Rotation of a toothed or spoked steel rotor
atially uniform magnetic field, created by direct current through coils in the stator, induces

lating (eddy) currents in electrically conductive (copper) portions of the stator. Electromag-
between the rotor, which is magnetized by the uniform field, and the field arising from the
ts, create the drag torque. This torque, and hence the mechanical input power, are controlled
 the excitation current in the stator coils. Electrical input power is less than 1% of the rated
e dynamometer is effectively an internally short-circuited generator because the power
ith the resistive losses from the generated eddy currents is dissipated within the machine.
 by the flow of these currents, the stator must be cooled, sometimes (in smaller capacity

y air supplied by blowers [23], but more often by the continuous flow of water [25,27,28].
dy current brakes (the type shown in Figure 19.51), water flow is limited to passages within

arger machines are often of the water in gap type, wherein water also circulates around the
ater in contact with the moving rotor effectively acts as in a water brake, adding a nonelec-

 component to the total drag torque, thereby placing a lower limit to the controllable torque.
its the minimum value of controllable torque in dry gap types. Since drag torque is developed
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n of the rotor, it is zero at standstill for any value of excitation current. Initially rising rapidly,
ly linearly, with speed, torque eventually approaches a current limited saturation value. As
dled machines, the torque required to prevent rotation of the stator is measured by the
ce acting at a fixed known distance from the rotation axis. Standard model eddy current
capacities from less than 1 kW [23,27] to more than 2000 kW [27,28], with maximum speeds
 rpm in the smaller capacity units to 3600 rpm in the largest units. Special units with capacities
(2238 kW) at speeds to 25,000 rpm have been built [28].
 brakes [29] develop drag torque via magnetic attractive/repulsive forces between the mag-
established in a reticulated stator structure by a current through the field coil, and those
“drag cup” rotor by the stator field gradients. Rotation of the special steel rotor, through the
pattern established by the stator, results in a cyclical reversal of the polarity of its local
ns. The energy associated with these reversals (proportional to the area of the hysteresis
otor material) is converted into heat within the drag cup. Temperature rise is controlled by
oling from a blower or compressed air source. As with eddy current brakes, the drag torque
ices is controlled by the excitation current. In contrast with eddy current brakes, rated drag
ailable down to zero speed. (Eddy current effects typically add only 1% to the drag torque
0 rpm). As a result of their smooth surfaced rotating parts, hysteresis brakes exhibit low

ques and hence cover a dynamic range as high as 200 to 1. Standard models are available
inuous power capacities up to 6 kW (12 kW with two brakes in tandem cooled by two
termittent capacities per unit (for 5 min or less) are 7 kW. Some low-capacity units are
ooled; the smallest has a continuous rating of just 7 W (35 W for 5 min). Maximum speeds
30,000 rpm for the smallest to 10,000 rpm for the largest units. Torque is measured by a
ridge on a moment arm supporting the machine stator.

d Universal Dynamometers

rators, both AC and DC, offer another means for developing a controllable drag torque and
ily adapted for dynamometer service by cradle mounting their stator structures. Moreover,
chines of these types can also operate in a motoring mode wherein they can deliver con-
ve torque. When configured to operate selectively in either driving or absorbing modes, the
ves as a universal dynamometer. With DC machines in the absorbing mode, the generated
ically dissipated in a convection-cooled resistor bank. Air cooling the machine with blowers
equate, since most of the mechanical power input is dissipated externally. Nevertheless, all

1 Cross-section (left) and front view (right) of an eddy current dynamometer. G is a gear wheel and
ensor. Hoses carrying cooling water and cable carrying electrical power to the stator are not shown.
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odern AC machines utilize regenerative input power converters to allow braking power to
 to the utility power line. In the motoring mode, speed is controlled by high-power, solid-
able frequency inverters. Internal construction is that of a simple three-phase induction
g neither brushes, slip rings, nor commutators. The absence of rotor windings allows for
 operation than DC machines. Universal dynamometers are “four-quadrant” machines, a
g their ability to produce torque in the same or opposite direction as their rotational velocity.
 ability allows the effective drag torque to be reduced to zero at any speed. Universal
ers [25,28] are available in a relatively limited range of capacities (56–450 kW), with com-
orque (110–1900 Nm) and speed (4500–13,500 rpm) ranges, reflecting their principal appli-
tomotive engine development. Special dynamometers for testing transmissions and other
ive train components insert the DUT between a diesel engine or electric motor prime mover
ulic or eddy current brake [30].

ent Accuracy

 power measurement (see discussion in [4]) is generally limited by the torque measurement
1%) since rotational speed can be measured with almost any desired accuracy. Torque errors

m the application of extraneous (i.e., not indicated) torques from hose and cable connections,
ge of external parts, and from miscalibration of the load cell. Undetected friction in the
arings of cradled dynamometers can compromise the torque measurement accuracy. Ideally,
ted antifriction bearings make no significant contribution to the restraining torque. In prac-
r, the unchanging contact region of the balls or other rolling elements on the bearing races
 prone to brinelling (a form of denting) from forces arising from vibration, unsupported
tached devices, or even inadvertently during the alignment of connected machinery. The
 be alleviated by periodic rotation of the (primarily outer) bearing races. In some bearing-
onstructions, the central races are continuously rotated at low speeds by an electric motor
hers avoid the problem by supporting the stator on hydrostatic oil lift bearings [28].

nge of torque, speed, and power levels, together with the variation in sophistication of asso-
mentation, is reflected in the very wide range of dynamometer prices. Suspension systems of
strated in Fig. 19.49 (for which the user must supply the rotating machine) cost $4000–6000,
ith capacity [12]. A 100-Hp (74.6 kW) portable water brake equipped with a strain gage load
igital readout instrument for torque, speed, and power costs $4500, or $8950 with more
 data acquisition equipment [26]. Stationary (and some transportable [23]) hydraulic dyna-

ost from $113/kW in the smaller sizes [25] down to $35/kW for the very largest [27].
on, installation, and instrumentation can add significantly to these costs. Eddy current
ers cost from as little as $57/kW to nearly $700/kW, depending on the rated capacity, type
ystem, and instrumentation [24,25,28]. Hysteresis brakes with integral speed sensors cost
to $14,000 according to capacity [29]. Compatible controllers, from manual to fully pro-

for PC test control and data acquisition via an IEEE-488 interface, vary in price from $500 to
exibility and high performance of AC universal dynamometers is reflected in their compar-

prices of $670–2200/kW [25,28].

s

 C. P. and Baker, W. E., Velocity Measurement, The Measurement, Instrumentation and Sensors
ok, Webster, J. G., Ed., Boca Raton, FL: CRC Press, 1999.
enko, S. Strength of Materials, 3rd ed., New York: Robert E. Kreiger, Part I, 281–290; Part II,
0, 1956.

ress LLC



3. Citron, S. J., On-line engine torque and torque fluctuation measurement for engine control utilizing
crankshaft speed fluctuations, U. S. Patent No. 4,697,561, 1987.

4. Supplem
1980 (R

5. See, for
Jose Av

6. Garshel
the pow

7. Perry, C
(This b

8. Cullity,
266–27

9. Fleming
designs

10. Nonom
engine 

11. Garshel
same, U

12. Lebow®
Product
Table®.

13. S. Him
Gage To

14. Teledyn
15. Staiger,

Schlenk
16. Torquem

Inc., P.O
17. Vibrac 
18. GSE, In
19. Sensor 
20. Bently 
21. Binsfiel
22. Gillispi

1975.
23. AW Dy

stationa
24. Roy Po

Press, 1
25. Froude

AG Ran
26. Go-Pow

Power P
27. Zöllner

Inc., 90
Dynam

28. Dynam
Torque 

29. Magtro
30. Hicklin

systems

0066_Frame_C19  Page 61  Wednesday, January 9, 2002  5:27 PM

©2002 CRC P
ent to ASME Performance Test Codes, Measurement of Shaft Power, ANSI/ASME PTC 19.7-
eaffirmed 1988).
 example, the catalog of torque wrench products of Consolidated Devices, Inc., 19220 San
e., City of Industry, CA 91748.
is, I. J., Conto, C. R., and Fiegel, W. S., A single transducer for non-contact measurement of
er, torque and speed of a rotating shaft, SAE Paper No. 950536, 1995.
. C., and Lissner, H. R., The Strain Gage Primer, 2nd ed., New York: McGraw-Hill, 1962, 9.

ook covers all phases of strain gage technology.)
 B. D., Introduction to Magnetic Materials, Reading, MA: Addison-Wesley, 1972, Section 8.5,
4.
, W. J., Magnetostrictive torque sensors—comparison of branch, cross and solenoidal

, SAE Paper No. 900264, 1990.
ura, Y., Sugiyama, J., Tsukada, K., Takeuchi, M., Itoh, K., and Konomi, T., Measurements of
torque with the intra-bearing torque sensor, SAE Paper No. 870472, 1987.
is, I. J., Circularly magnetized non-contact torque sensor and method for measuring torque using
.S. Patent 5,351,555, 1994 and 5,520,059, 1996.
 Products, Siebe, plc., 1728 Maplelawn Road, Troy, MI 48099, Transducer Design Fundamentals/
 Listings, Load Cell and Torque Sensor Handbook No. 710, 1997, also: TorqstarTM and Torque

melstein & Co., 2490 Pembroke, Hoffman Estates, IL 60195, MCRT® Non-Contact Strain
rquemeters and Choosing the Right Torque Sensor.
e Brown Engineering, 513 Mill Street, Marion, MA 02738-0288.
 Mohilo & Co. GmbH, Baumwasenstrasse 5, D-7060 Schorndorf, Germany (In the U.S.:
er Enterprises, Ltd., 5143 Electric Ave., Hillside, IL 60162), Torque Measurement.

eters Ltd., Ravensthorpe, Northampton, NN6 8EH, England (In the U.S.: Torquetronics
. Box 100, Allegheny, NY 14707), Power Measurement.

Corporation, 16 Columbia Drive, Amherst, NH 03031, Torque Measuring Transducer.
c., 23640 Research Drive, Farmington Hills, MI 48335-2621, Torkducer®.
Developments, Inc., P.O. Box 290, Lake Orion, MI 48361-0290, 1996 Catalog.
Nevada Corporation, P.O. Box 157, Minden, NV 89423, TorXimitorTM.
d Engineering, Inc., 4571 W. MacFarlane, Maple City, MI 49664.
e, C. C. (Ed.), Dictionary of Scientific Biography, Vol. XI, New York: Charles Scribner’s Sons,

namometer, Inc., P.O. Box 428, Colfax, IL 61728, Traction dynamometers: portable and
ry dynamometers for motors, engines, vehicle power take-offs.

rter (Ed.), The Biographical Dictionary of Scientists, 2nd ed., New York: Oxford University
994.
-Consine, Inc., 39201 Schoolcraft Rd., Livonia, MI 48150, F Range Hydraulic Dynamometers,
ge Eddy Current Dynamometers, AC Range Dynamometers.
er Systems, 1419 Upfield Drive, Carrollton, TX 75006, Portable Dynamometer System, Go-
ortable Dynamometers.

 GmbH, Postfach 6540, D-2300 Kiel 14, Germany (In the U.S. and Canada: Roland Marine,
 Broad St., New York, NY 10004), Hydraulic Dynamometers Type P, High Dynamic Hydraulic
ometers.
atic Corporation, 3122 14th Ave., Kenosha, WI 53141-1412, Eddy Current Dynamometer—
Measuring Equipment, Adjustable Frequency Dynamometer.
l, Inc., 70 Gardenville Parkway, Buffalo, NY 14224-1322, Hysteresis Absorption Dynamometers.
 Engineering, 3001 NW 104th St., Des Moines, IA 50322, TransdyneTM (transmission test
, brake and towed chassis dynamometers).
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Thorn

ion

rement is something that nearly everyone has experienced of. Everyday examples include the
household utilities such as water and gas. Similarly flowmeters are used in nearly every sector
from petroleum to food manufacture and processing. It is therefore not surprising that today,
rld flowmeter market is worth over $3000 million and expected to continue growing steadily
. 
what is surprising, given the undoubted importance of flow measurement to the economy,
cy and technology of the most commonly used flowmeters which are poor and relatively old
 comparison to instruments used to measure other measurands such as pressure and temper-
ample, the orifice plate flowmeter, which is still one of the most frequently used flowmeters

ss industry, only has a typical accuracy of ±2% of reading and was first used commercially in
s. The conservative nature of the flow measurement industry means that traditional techniques
rifice plate, Venturimeter, and variable area flowmeter still dominate, while ultrasonic flow-

h were first demonstrated in the 1950s are still considered to be “new” devices by many users.
ill consider the most commonly used commercially available methods of flow measurement.
search developments in flow measurement see [1].

ogy

w measurement is a general term, and before selecting a flowmeter it is important to be sure
 flow measurement is actually required. For a fluid flowing through a pipe, flow measurement
ny one of six different types of measurement.

 velocity measurement—the fluid’s velocity at a fixed point across the pipe’s cross section

 flow velocity measurement—average fluid velocity across the cross section of the pipe (m/s)
etric flowrate measurement—the rate of change in the volume of fluid passing through the

with time (m3/s)
volume measurement—the total volume of fluid which has passed through the pipe (m3)

 flowrate measurement—the rate of change in the mass of the fluid passing through the pipe
time (kg/s)
mass measurement—the total mass of fluid passing through the pipe (kg/s)

 the most common type of flow measurement is that of a fluid through a closed conduit or
hannel flow measurements are also regularly needed in applications such as sewage and water
or further information on open channel flow measurement techniques see [2].

racteristics

ing metered is usually a liquid or gas, and is known as single phase flow. However, there is
g need for the flowrate of multiphase mixtures to be measured (see the section titled “Two-
).
 a number of important principles relating to the characteristic of flow in a pipe, which should
od before a flowmeter can be selected and used with confidence. These are the meaning of
mber, and the importance of the flow’s velocity profile.
olds number Re is the ratio of the inertia forces in the flow (ρ D) to the viscous forces in
, and it can be used to determine whether a fluid flow is laminar or turbulent in nature.

v
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mber can be calculated using

(19.65) 

e density of the fluid,  is the mean velocity of the fluid, D is the pipe diameter, and η is the
cosity of the fluid. If Re is less than 2000, viscous forces in the flow dominate and the flow
ar. If Re is greater than 4000, inertia forces in the flow dominate and the flow will be turbulent.
een 2000 and 4000 the flow is transitional and either mode can be present. The Reynolds
ainly calculated using properties of the fluid and does not take into account factors such as

ess, bends, and valves, which also affect the flow characteristic. However, the Reynolds number
ide to the type of flow which might be expected in most situations.
velocity across a pipe’s cross section is not constant and depends on the type of flow present
 In laminar flow, the velocity at the center of the pipe is twice the average velocity across the
ction and the flow profile is unaffected by the roughness of the pipe wall. In turbulent flow,

ects are less and the flow’s velocity profile is flatter, with the velocity at the center being about
e mean velocity. The exact flow profile in a turbulent flow depends on pipe wall roughness
s number. In industrial applications laminar flows are rarely encountered unless very viscous
ing metered. The pipe Reynolds number should always be calculated since some flowmeters
ble for use in both laminar and turbulent flow conditions.
elocity profile will only be symmetrical at the end of a very long pipe. Bends and obstructions
es will cause the profile to become distorted or asymmetric. Since the calibration of many
s sensitive to the velocity profile of the flow passing through the meter then in order to have
in the performance of a flowmeter, the velocity profile of the flow passing through the

ould be stable and known. 

er Classification

ere at least 80 different types of flowmeter commercially available, they may be all classified
ain groups. Table 19.3 gives examples of the main types of flowmeter in each group.
al flow measurement technologies are represented by the differential pressure, variable area,
lacement, and turbine categories. Newer techniques are represented by the electromagnetic,
scillatory, and mass categories. Although differential pressure flowmeters are still the most
sed method of flow measurement, especially in the process industrial sector, in general
ethods are being increasingly replaced by newer techniques. These techniques are now often

cause in most cases they do not obstruct the flow, and yet match many of the traditional
n terms of accuracy and reliability.

2 Flow velocity profiles in laminar and turbulent flow.

Velocity profile in
turbulent flow

Velocity profile in
laminar flow

Distorted velocity profile
after pipe bend
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ing sections will consider the most popular types of flowmeter from each of the eight main
 Table 19.3. For information on other flowmeters and those in the miscellaneous group see
any textbooks on flow measurement such as [3–6].

ial Pressure Flowmeter

inciple of nearly all differential pressure flowmeters is that if a restriction is placed in a pipeline,
ssure drop across this restriction is related to the volumetric flowrate of fluid flowing through

e plate is the simplest and cheapest type of differential pressure flowmeter. It is simply a
 hole of specified size and position cut in it, which can then be clamped between flanges in
ig. 19.53). The volumetric flowrate of fluid Q in the pipeline is given by Eq. (19.66):

(19.66)

 p2 are the pressures on each side of the orifice plate, ρ is the density of the fluid upstream
e plate, d is the diameter of the hole in the orifice plate, and β  is the diameter ratio d /D
he upstream internal pipe diameter. The two empirically determined correction factors are
rge coefficient, and ε the expansibility factor. C is affected by changes in the diameter ratio,
mber, pipe roughness, the sharpness of the leading edge of the orifice, and the points at

ifferential pressure across the plate are measured. However, for a fixed geometry it has been
C is only dependent on the Reynolds number and so this coefficient can be determined for
application. ε is used to account for the compressibility of the fluid being monitored. Both
n be determined from equations and tables in a number of internationally recognized

Sharp edged orifice plate, chord orifice plate, eccentric orifice plate, Venturi, 
nozzle, Pitot tube, elbow, wedge, V-cone, Dall tube, Elliot-Nathan flow tube, 
Epiflo

Type 2—variable area flowmeters
Rotameter, orifice and tapered plug, cylinder and piston, target, variable 

aperture

Type 3—positive displacement flowmeters
Sliding vane, tri-rotor, bi-rotor, piston, oval gear, nutating-disc, roots, CVM, 

diaphragm, wet gas

Type 4—turbine flowmeters
Axial turbine, dual-rotor axial turbine, cylindrical rotor, impeller, Pelton 

wheel, Hoverflo, propeller

Type 5—oscillatory flowmeters
Vortex shedding, swirlmeter, fluidic

Type 6—electromagnetic flowmeters
AC magnetic, pulsed DC magnetic, insertion 

Type 7—ultrasonic flowmeters
Doppler, single path transit-time, multi-path transit-time, cross-correlation, 

drift

Type 8—mass flowmeters
Coriolis, thermal

Type 9—miscellaneous flowmeters
Laser anemometer, hot-wire anemometers, tracer dilution, nuclear magnetic 

resonance

Q
C
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known as standards. These standards not only specify C and ε , but also the geometry and
conditions for the square-edged orifice plate, and two other common types of differential

meters, the Venturi tube and nozzle. Installation recommendations are intended to ensure
veloped turbulent flow conditions exist within the measurement section of the flowmeter.
mmonly used standard in Europe is ISO 5167-1 [7], while in the USA, API 2530 is the
r [8]. Thus, one of the major reasons for the continued use of the orifice plate flowmeter
urement uncertainty (typically ±2% of reading) can be predicted without the need for
as long as it is manufactured and installed in accordance with one of these international

r disadvantages of the orifice plate are its limited range and sensitivity to changes in the
ty profile. The fact that fluid flow rate is proportional to the square root of the measured
ressure limits the range of a one plate/one differential pressure transmitter combination to

he required diameter ratio (also known as beta ratio) of the plate depends on the maximum
be measured and the range of the differential pressure transducer available. 
(19.66) assumes a fully developed and stable flow velocity profile, and so installation of the
ical, particularly the need for sufficient straight pipework, upstream and downstream of the
 of the leading edge of the orifice plate can also severely alter measurement accuracy and so
s normally only used with clean fluids.
 two differential pressure flowmeters covered by international standards are the Venturi tube
he Venturi tube has a lower permanent pressure less than the orifice plate, and is less sensitive

nd upstream disturbances. Major disadvantages are its size and cost. It is more difficult, and
re expensive, to manufacture than the orifice plate.

ave pressure losses similar to orifice plates but because of their smooth design they retain
tion over a long period. However, these devices are more expensive to manufacture than the
 but cheaper than the Venturi tube. The two most common nozzle designs of nozzle are
nternational Standards, with the ISA-1932 nozzle being preferred in Europe and the ASME
nozzle being preferred in the U.S. 
 many other types of differential pressure flowmeter, such as the segmental wedge, V-cone,

all tube. Each of these has advantages over the orifice plate, Venturi tube, and nozzle for
lications. For example, the segmental wedge can be used with flows having a low Reynolds
 a Dall tube has a lower permanent pressure loss than a Venturi tube. However, none of
ents are yet covered by international standards and so calibration is needed to determine

cy.

3 Flowrate measurement using an orifice plate.

Flow Direction

Pressure drop across flowmeter
is a measure of fluid flowrate

p1 p2

d D
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able Area Flowmeter

 flowmeters are also based on using an obstruction in the flow to create a differential pressure
cept in this case the differential pressure is constant and the area of the obstruction varies
te being measured changes. Probably the best known type of variable area flowmeter is the
nd float flowmeter, known almost universally as a rotameter (Fig. 19.54). This type of

onsists of a vertical tapered tube into which a float or bob is fitted. The fluid being metered
be at the bottom and forces the float up the tube, which also increases the cross-sectional
e around the float for the fluid to pass through. Increasing the flowrate will move the float
he tube, and so the position at which the float comes to rest is a direct function of flowrate.
rs are extremely simple and reliable, and have an output which changes linearly with flowrate
rential pressure flowmeters) and a typical range of 10:1 (compared to 3:1 for differential
meters). Accuracy is typically ±2% of full scale, but will depend on range and cost of the

dition, the flowmeter’s calibration is insensitive to changes in the velocity profile of the flow.
be can be made of glass or clear plastic, a visual indication of flowrate is directly available
se, the flowmeter requires no external power supply in order to function. As a result such

are commonly found in many process and laboratory applications where gases or liquids
metered. If high temperature, high pressure, or corrosive fluids need to be metered, the
tube can be made of metal. In such cases a mechanism for detecting and displaying the
he float is required.
limitation of the rotameter is that it can usually only be used vertically and so causes
difficulties if the pipeline being metered is horizontal. Some manufacturers produce spring

eters, which can be used in any position; however, in general these have poorer accuracy
rd rotameters. Other limitations are that the calibration of the meter is dependent on the
 density of the fluid being metered, and producing an electrical output signal suitable for
 requires extra complexity. However, the use of optical or magnetic limit switches to enable

er to be used in high or low flow alarm applications is common.

tive Displacement Flowmeter

lacement flowmeters are based on a simple measurement principle. The flow being measured
” or moved from the inlet side of the flowmeter to the outlet side using a series of compart-
own volume. The number of compartments of fluid that have been transferred are counted
e the total volume that has passed through the flowmeter, and if time is also measured then

4 Tapered tube and float variable area

float position is a measure
of fluid flowrate

calibrated
scale

flow direction

tapered tube
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flowrate can be measured. There are many designs of positive displacement flowmeters
y available. For liquids the most common designs are piston, sliding vane, oval-gear, bi-rotor,
d disc types of flowmeter while for gases roots, bellows (or diaphragm), or CVM flowmeters
Despite this wide range of design all are based on the same principle and all are predominantly
devices.
ntages of positive displacement flowmeters are that they are capable of high accuracy mea-
ypically ±0.5% of reading for liquids and ±1% of reading for gases) over a wide range of
ey can be used to meter fluids with a wide range of viscosity and density. In addition, unlike
owmeters, they are insensitive to changes in flow velocity profile and so do not require long

raight pipe work before and after the flowmeter.
.55 shows the principle of the oval-gear flowmeter and illustrates the limitations of positive
t flowmeters. They are relatively complex mechanical devices, with moving parts which of
 with time. Their measurement accuracy depends both on the initial quality of manufacture
r maintenance schedule once in use. Fluids being metered should also be free of solid particles
ce wear of the seals and reduce the need for excessive maintenance. Positive displacement
an also be heavy and expensive for larger pipe sizes and some designs can result in a complete
the pipeline if the flowmeter seizes up. 

ine Flowmeter

itive displacement flowmeter, turbine (or vane) flowmeters are mechanical devices capable of
gh measurement accuracy. The principle of operation of this type of flowmeter is that a multi-
 is placed in the flow and rotates as fluid passes through it. The rotor’s speed of rotation is
g a sensor (rf, magnetic, and mechanical types being the most common), and is proportional

ty of the fluid flowing through the meter. These flowmeters measure the average velocity of
eline, and since the pipe diameter is known, volumetric flowrate can be determined.
e fact that the turbine flowmeter is a mechanical device which may appear to be old fashioned
red to many other technologies available, it is still one of the most accurate and repeatable
vailable today. Measurement accuracy of better than ±0.1% of reading for liquids, and better
 of reading for gases, is possible using this type of flowmeter. For this reason the turbine

 one of the most commonly used instruments in custody transfer applications. These flow-
 a linear output and a range of at least 10:1, with 100:1 possible in some applications.
 limitation of the turbine flowmeter is the fact that key mechanical components such as the
gs will wear with use, and in doing so degrade the instrument’s repeatability and alter its
Regular maintenance and recalibration are therefore necessary with this type of flowmeter.
 also be taken to ensure that the fluid being metered is clean, since solid particles in the flow

5 The oval-gear positive displacement flowmeter.
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ore rapid bearing wear. The flowmeter’s calibration is also sensitive to changes in fluid
 upstream flow velocity profile.
es of flowmeters which use the turbine principle include the Pelton wheel and propeller

ugh they have poorer measurement accuracy than axial designs.

ex Shedding Flowmeter

shedding flowmeter, now more commonly known as the vortex flowmeter, relies on the
 of vortex shedding, which was first experimentally studied by Strouhal in 1878. Figure 19.56
rinciple of the vortex flowmeter. A nonstreamlined obstruction known as a shedder bar or
 placed across the middle of the flow stream. As the fluid stream in the pipe hits this obstacle
rate to pass around it, with fluid layers nearer the surface of the bar moving slower than
r away. As a result, when these fluid layers recombine after passing the bar, vortices are
d shed alternately from either side of the shedder bar. The frequency of generated vortices
the upstream velocity of the fluid and the width of the shedder bar and is defined by the K
 flowmeter. For a given geometry of shedder bar the K factor of a flowmeter is relatively

er a wide range of pipe Reynolds number, and so in these circumstances the volumetric
he fluid is linearly related to the vortex shedding frequency.
ency of generated vortices is usually detected using sensors integrated into the sides of the
 Pressure, capacitance, thermal, and ultrasonic are the most common types of sensor used
ose.

x flowmeter is capable of accurate measurement of liquid or gas (typically ±1% of reading)
um flow range of 30:1. The flowmeter can also be used over a wide range of fluid temperatures
monly used for metering process fluids at the extreme ends of the temperature range, such

rogen and steam. The instrument’s calibration is also insensitive to changes in fluid density,
ter’s calibration holds for any fluid as long as the flowmeter is used within the Reynolds

ge specified by the manufacturer. The vortex flowmeter has a simple and reliable construction
e used with flows containing small amounts of particles, although more extreme multiphase

s slurries will cause rapid wear of the shedder bar and so a change in calibration. The relatively
ction that the shedder bar causes results in a permanent pressure loss of about half that of an
over the same range of flowrate.
 limitation of the vortex flowmeter is that it can only be used in turbulent flow conditions.
re, not usually suitable for use in large pipe diameters, or in applications where the flow

ow or the fluid viscosity high. Most manufacturers set a minimum Reynolds number of
000 at which the specified flowmeter performance can be achieved. While many flowmeters
e operating at Reynolds numbers less than this, the generated vortex stream becomes less
 accuracy is reduced. At a Reynolds of less than around 3000, vortices will not be generated

6 Principle of the vortex shedding flowmeter.
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aight length of pipe upstream and downstream of the measurement point. The flowmeter
be used in applications where pipe vibration or local sources of electrical interference are
his will corrupt the vortex signal being detected and possibly give false readings under no-
ons.

tromagnetic Flowmeter

on of the electromagnetic flowmeter is based on Faraday’s law of induction, i.e., when a
s moving perpendicular to a magnetic field, the voltage induced across the conduction is
l its velocity. In the case of the electromagnetic flowmeter, the conductor is the fluid being
ile the induced voltage is measured using electrodes in the pipe wall. Since in most applica-
e wall of the flowmeter is made from a conductive material such as a stainless steel, an inner
ing liner is required to insulate the electrodes and prevent the generated voltage signal being
to the pipe wall. Coils on the outside of the pipe are used to generate a magnetic field across
th simpler AC coil excitation methods which suffer from zero drift problems being increas-
d by pulsed DC excitation techniques which do not. 
omagnetic flowmeter has a number of advantages over traditional flow measurement tech-
some characteristics of an ideal flowmeter. The flowmeter has no moving parts, does not
 pipe at all, is available in a very wide range of pipe sizes, and may be used to measure
l flows. A measurement accuracy of typically ±0.5% of reading over a range of at least 10:1
he flowmeter’s accuracy is also unaffected by changes in fluid viscosity and density, and may
eter difficult mixtures such as slurries and paper pulp. 

r limitation of the electromagnetic flowmeter is that it can only be used with fluids with a
 of typically greater than 5 µS/cm, although special designs are available for use with liquids
tivities of as low as 0.1 µS/cm. The flowmeter is, therefore, not suitable for use with gases,
nconducting liquids such as oil. The flowmeter’s calibration is also sensitive to changes in
 profile although requiring a shorter straight length of pipe upstream of the meter than the

 or turbine meter. Although electromagnetic flowmeters do not require significant mainte-
ust be taken during operation to ensure that the liner does not become damaged, and that

eposits do not build-up on the electrodes, since these can cause changes in the calibration
ases cause the flowmeter to stop functioning altogether. Even if these effects are minimized,
etic flowmeters will require periodic recalibration using either traditional techniques or an
librator now available as an accessory from most manufacturers. 

asonic Flowmeter

f producing a universal non-invasive flowmeter has been the catalyst for the many different
owmeter configurations, which have been investigated over the last 40 years [9]. However,
nic flowmeters commercially available today can be placed into one of two categories—
 transit-time.
onic Doppler flowmeter is based on the Doppler shift principle. Ultrasound at a frequency of
Hz is transmitted at an angle into the moving fluid being monitored. Some of this energy will

back by acoustic discontinuities such as particles, bubbles, or turbulent eddies. The difference
 between the transmitted and received signals (the Doppler frequency shift) is directly propor-
 velocity of the flow.
sonic transducers, which are used to transmit and receive the ultrasound, are usually located
ousing that can be fixed onto the outside of the pipe, and so a simple clamp-on flowmeter,
y to install and completely noninvasive, is possible.
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ted ultrasound does not consist of a single frequency, but a spread of frequencies resulting
ons from a range of different sized discontinuities, which may also be travelling at different
velling through the detection area. For liquids the frequency of the transmitted ultrasound
e range from 500 kHz up to a few megahertz. At 500 kHz discontinuities must have a diameter
ately 50 µm in order to reflect ultrasound back to the receiver. Increase in the operating
ill allow the detection of smaller particles, but at the cost of reducing the penetration of the
signal into the fluid. The flowmeter is also sensitive to changes in flow velocity profile and
istribution of discontinuities in the flow. As a result the accuracy of Doppler flowmeters is
lly ±5% of full scale. However, this can be improved by calibrating the flowmeter on-line.
s a large acoustic mismatch between steel and air, clamp-on Doppler flowmeters cannot be
ering gas flows or, of course, totally clean liquids where there are insufficient reflecting particles
o produce a reliable Doppler signal.
.57 illustrates the basic principle of the ultrasonic transit-time flowmeter. Two ultrasonic
are mounted on either side of the pipe, so that ultrasound can be transmitted across the
 in the pipe. The difference in the time it takes for a pulse of ultrasound to travel between
 and 2 (with the flow) and transducer 2 and 1 (against the flow) is given by

(19.68)

locity of sound in the fluid c is much greater than the velocity of the fluid v, then

(19.69)

 the velocity of sound in the fluid is constant, then there is a linear relationship between ∆T

 this method is elegant and straightforward in principle, in practice there are difficulties since
all, and the change in ∆T that occurs with changing fluid velocity is even smaller (typically

microsecond per meter). In addition, as Eq. (19.68) shows, if the temperature of the fluid
n c will change. Measurement of, and correction for, changes in the fluid temperature are
ed. Transit-time flowmeters, therefore, require the measurement complex signal conditioning
ng.

7 Principle of the transit-time ultrasonic flowmeter.
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The flow velocity v, which is calculated using Eq. (19.68), is the average velocity along the transmission
path between the two transducers, and so the flowmeter’s calibration will be very dependent on the flow
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file. The problem of flow regime dependency can be significantly reduced by using a config-
veral parallel ultrasonic beams and averaging the measured mean velocity along each beam
the overall fluid velocity. This is analogous to numerical integration, and a wide range of
onfigurations have been proposed, each with their own advantages.
h ultrasonic transit-time flowmeters have a typical accuracy of ±2% of reading over a range
00:1. Although this type of flowmeter can be used with liquids or gases, clamp-on designs

sed with liquids. Multibeam flowmeters have an improved accuracy, but are more expensive.
ey are finding increased use in high value applications like the custody transfer of natural
most other flowmeters, the cost of transit-time flowmeters does not increase significantly
ameter. Transit-time flowmeters are intended for use with clean fluids, although most can
if there are a small amount of impurities present in the flow. 

olis Flowmeter

 flowmeter can be used to measure the mass flowrate of a fluid directly. As the name suggests,
 of operation makes use of the Coriolis effect discovered by Gustave Coriolis in 1835. The
etered passes through a vibrating tube, and as a result of the Coriolis force acting on it, the

elerate as it moves towards the point of maximum vibration and decelerate as it moves away.
ult in flexure of the tube, the amount of flexure being directly proportional to the mass
he fluid.
ommercial Coriolis flowmeter used a U-shaped tube, but now many different configurations

ing dual loops and straight through designs. Each design has its own advantages, with factors
racy, repeatability, and pressure drop varying from design to design. 
r design is used, the Coriolis flowmeter is a high accuracy instrument, which may be used
 or liquid with an accuracy of typically ±0.25% of reading. Measurement range varies with
100:1 is possible for U-tube designs and 50:1 for straight tube designs. Since the flowmeter
ass directly, changes in density, viscosity, pressure, and temperature do not effect the calibra-
owmeter. The flowmeter is also not affected by changes in flow velocity profile or other flow
 such as swirl. The flowmeter does not obstruct the flow at all, and can be used to meter

 directions. However, the pressure drop across U-tube designs can be a limitation with viscous

r disadvantage of the Coriolis flowmeter is its cost, which is high in comparison to most
eters. This cost may be justified in applications where the product cost is high, or where

te of the fluid is required. The cost and weight of the Coriolis flowmeter increase significantly
ing pipe diameter, and as a result are usually limited to pipe diameters with diameters less

. 
ost of the flowmeters discussed so far, the Coriolis flowmeter can meter some difficult two-
 For example, reliable measurements of the mass flowrate of liquid/gas mixtures are possible
mponent is small and well distributed, and therefore the mixture is acting like a pseudo-

us fluid. The percentage of gas that can be tolerated by the flowmeter will depend on the
the liquid component. The less viscous the liquid the more likely the gas is to separate out
roblems. Liquid/solids flows (slurries) may also be metered, although the user has to com-
ween avoiding particle dropout and avoiding excessive fluid velocities which would result in

ear of the flow tube.

se Flow

rowing demand in areas such as the petroleum and food industries to be able to measure
ows such as liquid with entrained gas, or liquid with solids. Yet the measurement of such
 always presents difficulties to the process engineer. 
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sually only be used to meter two-phase flows when the second component is small. A review
rmance of conventional flowmeters in two-phase flows can be found in [10].
ative to direct flow measurement is to use an inferential method. An inferential method for
w would require the velocity of the gas and the liquid phases (vg and vl) and cross-sectional

he gas phase (α) to be independently measured in order to calculate the volumetric flowrate
re Qm:

(19.69)

ll uncertainty of the flowrate measurement would depend on the accuracy with which the
t measurements can be made. The velocity of the liquid and gas phases cannot be assumed

e, and the way the gas is distributed in the liquid (the flow regime) will change depending
ch as gas content, individual phase velocity, and pressure. Even in a simple case such as this,
t multiphase flow measurement is by no means straightforward. For this reason commercial

flowmeters are generally expensive and targeted at very specific applications.
 common two-phase flows are liquid/gas (e.g., gas in water), liquid/liquid (e.g., water in oil),
eumatically conveyed solids) and liquid/solids or slurries (e.g., coal in oil). Each presents

surement problems and it is not feasible to discuss all possible metering combinations for
f flow in a overview article such as this. For further details of two-phase flow measurement
ee [11].

er Installation 

ow good a flowmeter is, correct installation is essential if it is to measure with the uncertainty
the manufacturer. The calibration of most flowmeters is sensitive to changes in flow velocity
in such cases the flowmeter should be installed to ensure that a fully developed and stable

le is present at the measurement point. Manufacturers’ data sheets will contain recommen-
the minimum straight length of pipe required before and after a flowmeter to ensure that
se. Flow conditioners (or flow straighteners) can be used to correct a distorted velocity profile
 swirl in applications where long straight lengths are not possible. However, the limitation
onditioners is that they restrict the flow and so produce an unrecoverable pressure drop in
.
n should always ensure that the pipe is completely full at the metering point and that no
cond phase is present. In liquid flows entrained gas can be produced from a number of
uding cavitation and leaking seals. While in a gas flow, an unwanted liquid phase can be
 processes such as condensation. In most cases flowmeters will produce metering errors if a

e is present in the flow. While it is possible to remove unwanted phases from the flow upstream
ing point, it is better to take care with the process, pipework design, and flowmeter installation
at this situation does not occur in the first place.

er Selection

 such thing as a flowmeter which is equally good for all applications and given the large
commercial flowmeters and the variety of data sheets available, the choice can sometimes
ldering. While at first sight more than one flowmeter may meet a particular application,
 most appropriate can be more difficult. In general the best flowmeter will be the one that
e performance specification at the lowest total cost (this is a combination of purchase price
maintenance).

Qm vl A 1 a–( ) vg Aa+=
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There are five factors which can be considered when trying to decide which flowmeter to use. These are
the type of fluid to be metered, process conditions, installation conditions, performance requirements, and
economic fa
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ctors. Information required when considering the fluid to be metered are, whether it is a single
r whether it contains a second component such as gas or solids, the fluid viscosity and density,

 fluid is corrosive, and if it is a gas whether it is dry or wet. Factors to be considered under
itions include the pipeline temperature and pressure, and the ambient conditions outside of

. Installation conditions covers information such as the pipe diameter, the pipe Reynolds
 orientation of pipework at the measurement point, the length of straight pipework available,
 flow is pulsating, the need for any flow conditioning, whether an external power source is
d if the measurement is being made in a hazardous environment. Performance requirements
uracy, repeatability, range, and dynamic response required by the flowmeter. Finally, economic
 issues such as the initial cost of the flowmeter, installation cost, maintenance cost, and the
ing required.
 measurement textbooks also contain flowmeter selection charts (for example, [3, 4, 6]),
national standard is now available on the selection and application of flowmeters [12].
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emperature Measurements

M. Norris and Bouvard Hosticka

ion

 is often cited as the most widely monitored parameter in science and industry, yet the exact
 temperature is elusive. The simplest definition would relate temperature to the average kinetic
e individual molecules that comprise the system. As the temperature increases, the molecular
 increases, and thus the average kinetic energy increases. This is an adequate definition for
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n of temperature measuring techniques presented here. While this definition may help us
the concept of temperature, it does not help us assign a numerical value to temperature or
ith a convenient method for measuring temperature. The zeroth law of thermodynamics,

in 1931 more than half a century after the first and second laws, lays the foundation for all
 measurement. It states that if two bodies are in thermal equilibrium with a third body, they
ermal equilibrium with each other. By replacing the third body with a thermometer, we can

o bodies are in thermal equilibrium if both have the same temperature reading even if they
ntact.

h law does not enable the assignment of a numerical value for temperature. For that we must
andard scale of temperature. Two absolute temperature scales are defined such that the
 at zero corresponds to the theoretical state of no molecular movement of the substance. This
Kelvin scale for the SI system and the Rankine scale for the English system. There are other
ales derived by identifying two arbitrary defining points for temperature. These are usually

he temperature at which a pure substance undergoes a change in phase. Familiar defining
he freezing and boiling point of water for 0°C and 100°C, respectively. A wide range of
changes, many of them triple points where all three phases are in equilibrium, have been
the defining points of the International Practical Temperature Scale of 1990 (ITS90) shown
4. These can be used directly as calibration points for temperature monitors as long as the
re pure and the other conditions, such as pressure, which are included in the defining points
hin the ITS90 guidelines are standard means of interpolating temperatures between the defined
xample, platinum resistors are used in the range from 13.8 to 1235 K. The resistance is fitted
erature through a higher-order polynomial that may be simplified for more limited ranges
ned temperature points. The difference between a linear interpolation of resistance between
points and the higher-order polynomial interpolation never exceeds 2 mK (Magnum and
990).
omplication that is encountered in any discussion of temperature measurement is the fact

ature is an intrinsic rather than an extrinsic property. Thus, temperature can not be added,
nd divided in the same way that measured extrinsic properties such as length or voltage can
ted. 

erty that changes predictably in response to temperature can be used in a temperature sensor.
on of temperature measuring devices given here subdivides the devices based on the mea-
iple. Discussion will begin with a series of thermometers that rely upon the differential

oefficients of the materials, be they solid, liquid, or gas. Mercury thermometers, perhaps the
own and widely used of all temperature measuring devices, belong to this category. We will
n to devices that rely upon phase change. Next we will discuss electrical temperature sensors
cers. Included in this category are thermocouples, RTDs, and thermistors, as well as integrated

Triple point of neon  24.5561 K
Triple point of oxygen  54.3584 K
Triple point of argon  83.8058 K
Triple point of mercury  234.3156 K
Triple point of water  273.16 K
Melting point of gallium  302.9146 K
Freezing point of indium  429.7485 K
Freezing point of tin  505.078 K
Freezing point of zinc  692.677 K
Freezing point of aluminum  933.573 K
Freezing point of silver 1234.93 K
Freezing point of gold 1337.33 K
Freezing point of copper 1357.77 K

∗Magnum (1990) includes the full definition of these points.
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circuit temperature sensors. The final category of temperature sensors will be noncontact sensors. A
separate discussion of temperature measurements on the microscale is provided at the end. Many of the
techniques d
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iscussed in the microscale section will be derivatives of those introduced earlier in the
ut alterations, ranging from minor to quite major, must be made to enable small-scale and/or
se temperature measurements.

eters That Rely Upon Differential Expansion Coefficients

ers that rely upon differential expansion coefficients are by far the most common and familiar
g temperature monitors. These thermometers can be divided into categories depending on

the materials used. Each of these deserves a separate discussion.

lid

 thermometer, which is used to determine absolute zero from extrapolation of the change
of a simple gas in a metal sphere with a change in temperature, is an example of a gas vs.
meter. If the metal bulb had the same expansion coefficient as the fill gas, the pressure inside

in constant and it would not be a thermometer. Instead, the gas follows the ideal gas law,
ates that, at a constant volume, the pressure is linearly related to the temperature and the
ning the gas changes linearly with the volumetric expansion coefficient of the metal making
. The thermal expansion coefficient of the metal is usually ignored unless very precise
of absolute zero are required.
rge metal sphere with a pressure gage attached is not a very convenient means of measuring
, except as a demonstration or research tool, the bulb can be made quite small and connected
capillary tube to a remote pressure gage. In this miniaturized configuration the gas bulb
r becomes a practical means of measuring temperature. As long as the device operates in the
ion, the pressure gage can be graduated to read temperature directly, since pressure is linearly
mperature. 
jor limitations on gas bulb thermometers are that the instrument should be calibrated
or a particular installation since the length of the heated capillary, as well as the ambient
 temperature at the pressure gage, will influence the accuracy of the device. These limitations

come at the expense of complication by using bimetallic elements in the pressure gage to
 for the temperature at that point or by having a parallel capillary with no bulb follow the
ry up to the point of measurement and have the parallel capillary equipped with a pressure
to subtract its effects from the main gage. Also, any damage that changes the volume of the
 a dent, will shift the calibration. This style of instrument should not be confused with vapor
rmometers that can take on an identical exterior form, but instead of being filled with an
ey contain a two-phase fluid and the saturation pressure of the fluid is measured. This type

re sensor is discussed in further detail in another section.

Solid

n mercury and glass thermometer is an example of a liquid vs. solid temperature sensor. The
ansion of liquids, although not as great as gasses, is generally much greater than that of solids
y applications the expansion coefficient of the glass can be ignored. However, for precision
ts, the expansion of the glass can introduce significant errors. There are two common means
ith the glass expansion coefficient. Thermometers intended for reading the temperature of
 might have a specified submergence depth indicated by a mark on the stem. It is assumed
 of the thermometer is at standard lab conditions. This is not always a good assumption,
 a more precise way of handling the glass expansion coefficient compared to that of mercury
ir of total submergence thermometers. One measures the temperature of the liquid and the
res the temperature in the immediate vicinity of the exposed stem. A simple stem correction
plied by the thermometer manufacturer can then be applied to determine the temperature
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The ratio of the volume of the bulb to the bore of the capillary determines the resolution of the
thermometer. The amount of liquid initially in the thermometer determines its range. The accuracy of the
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duation markings determines its precision. The temperature read from a liquid-glass ther-
only valid if the liquid in the bore is continuous from the bulb to the point of reading.
can be eliminated by either contracting the fluid entirely into the bulb or, in some cases, by
t into a reservoir at the top of the thermometer. Mercury is useful from near its freezing
 (about −40°C) to around 500°C. The boiling point of mercury is only 357°C at standard
 mercury thermometers designed for very high temperatures must be pressurized with an
as when sealed. Alcohol or other liquids can be used in place of mercury, but the accuracy

not as great. The temperature range of alcohol extends from about −200°C to +250°C.
ative means of using the difference in expansion coefficients of liquids and solids to measure
 is to use a system filled completely with a liquid and to monitor the change in the volume
 by the position of a bourdon tube or bellows. If the volume-measuring element has a high
ant, the compressibility of the liquid might have to be considered (Doebelin, 1990). This
the same disadvantages as the gas bulb thermometer discussed above, as well as the same
n means for overcoming these disadvantages.

d, and Solid 

thermometers consisted of a gas bulb connected to a sealed U-tube containing mercury or
id. This, in effect, is really a gas pressure thermometer using a mercury manometer to indicate
 be accurate, the various coefficients of expansion of all three phases must be considered.
ments are rarely used where accuracy is important. The only example still widely used is a
imum-maximum thermometer for ambient air measurements where a small metal fiber is
 either leg of the manometer by the mercury. The fiber has enough friction in the tube and
 by the mercury so that it remains free in the glass tube after the mercury shifts. The indicator
ulb side stays at the minimum temperature while the indicator on the other leg stays at the
emperature as the mercury recedes. Once the minimum and maximum temperatures are
e fibers can be repositioned to the top of the two mercury columns by either centrifugal
ng the whole thermometer) or with a magnet if iron fibers are used.

olid

ermometers consist of two metals with differing temperature expansion coefficients bonded
the temperature varies from the temperature at which the metals were initially bonded, the
d by differing amounts and the composite experiences a shearing force. The most common

onitoring the shearing is to allow the metal composite to bend in response to temperature
e form of the composite can take on many configurations varying in complexity from a
xed at one end with a pointer on the other to a small helix fixed at one end and a turning
ther that is linked to a pointer, possibly through a gear train. The shaft is supported on fine

h the pointer as much as a meter away from the bimetallic helix. Stick thermometers with
 end are an example of the latter.
temperature variations produce a force, there must always be some gradated restoring force
he bimetallic strip. The most common application is to use the bimetallic strip itself as a
ring. The final position of the strip is a balance between the shear imposed by the differing
 coefficients and the spring constant of the strip. There are instances when bimetallic ther-
e required to actuate a switch. In these cases the load imposed by the switch must be overcome
 forces in the strip and the designer must consider it as an external load. The temperature
etallic thermometers is limited by the annealing temperature or phase transformation of
imetallics are thus mainly used well below 700°C, and they can be permanently damaged

 change their properties or the bonding between the different metals fails. A common pair
a nickel steel, such as Invar with a very low thermal expansion coefficient, bonded to a brass
high thermal expansion coefficient.
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Thermometers That Rely Upon Phase Changes

Phase transitions of pure substances at specified pressures are used in the ITS  to define several of the
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90

 points. This concept of a phase change being a function of temperature, as well as pressure
 of material, can be exploited in several forms as a means of determining the temperature

by observing either the phase change itself or the conditions at which the two phases are in
. Several useful applications of this are discussed below.

as

remote thermometer consists of a bulb containing a liquid-gas two-phase fluid connected
ry tube to a pressure gage. As long as both phases are present, the pressure read on the gage
turation pressure of the fluid. This arrangement overcomes many of the disadvantages of
olid thermometers with the same outward appearance described in section “Gas vs. Solid”
onitoring the saturation pressure, the indicated temperature is independent of the temper-
rest of the system and is insensitive to the actual volume of the bulb and capillary. The fluid
n organic solvent such as ethane selected for the particular temperature range desired. To
-phase fluid entirely in the bulb, the pressure can be transmitted through the capillary using
se fluid such as oil. Few fluids have a linear saturation curve. Therefore, most pressure gages
ly nonlinear scale when graduated into units of temperature. Special compensation springs
essure gage can be used to allow for a nearly linear temperature scale, but the extra complication
ranted.
erature range of liquid to gas thermometers is limited by the two phases of the fluid and
cally useful from −40°C to 300°C, although a single instrument rarely will operate over more
a 150°C span. If the saturation pressure of the fluid is very much greater than 100 kPa, a
ure gage referenced to atmospheric pressure can be used. Otherwise best accuracy is obtained
olute pressure gage. The volume of the bulb must be large compared to the change in volume
ry and bourdon tube in the pressure gage so that both phases are always present in the bulb.
he bulb keeps these thermometers from being used for point measurements.

 Phase Change Thermostats

thermostats may be constructed based upon the phase change of a particular sensing element.
 is used in mechanical ice-point references where the sudden expansion of water as it freezes
cycle the cooling system to maintain a two-phase bath. The actual melting and freezing of
tains the reference temperature. Waxes of various melting points can be used in a similar

xample is a magnetic switch held closed by a permanent magnet until the Curie temperature
 which point the magnet loses its magnetism, or more properly, changes from a ferromagnetic
a paramagnetic material, and the switch opens. When the material cools, it regains its
ism, which closes the heater switch. The magnetic material can be selected to have the
Curie temperature.

perature Indicators

ce that changes phase at a fixed temperature can be used as a temperature indicator. Numerous
ist, the most common being a crayon made of a wax with a defined melting point. A mark
the object whose temperature needs to be monitored, and if the wax melts, its temperature
an the crayon point. These fixed temperature indicators are generally irreversible and can
y forms in addition to crayons.
n that can be either reversible or irreversible is a paint containing suspended solids of the
lar material that melts at the desired indication temperature. As long as the particles are
atter light, the paint appears opaque, but when they melt and turn into a liquid with a
dex close to that of the base paint, it appears clear. These indicators can be made in a series
h varying temperature points to help monitor actual temperature attained rather than just
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a go, no-go indication. The spots can be made reversible for real-time indications or irreversible to
indicate the maximum temperature reached over the monitoring period, although the irreversible ones
are much m
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ore common than the reversible kind.
 waxes are widely used, any material that has a distinct phase change at a defined temperature
 in such a monitor. Imaging techniques other than visual can also be used to determine the
e. One such application involves using gadolinium or another element that readily absorbs
a suitable form and observing the melting within the interior of an assembly by means of
ioscopy. The temperature range for systems based upon observing melting solids ranges
mbient to several thousand Kelvin.

 Temperature Sensors and Transducers

this context is an element that varies an electrical parameter as a function of temperature.
al parameter is then converted to a useful electrical function, such as linear voltage to
, with added electronics. The sensor and added electronics make up a transducer. The
 electrical characteristics with temperature is both a source of measurement possibilities as
ane of all electrical measuring systems, since the unwanted change of such things as the gain
er with temperature causes thermal errors to occur. More effort is expended on eliminating

 induced electrical variations than is spent exploiting them for temperature measurement.

uples

elationship between the temperature of a conductor and the kinetic energy of the free
us, when a metal is subjected to a temperature gradient, the free electrons will diffuse from
perature region to the low temperature region where they have a lower kinetic energy. The
centration gradient creates a voltage gradient since the lattice atoms that constitute the

rges are not free to move. This voltage gradient will oppose the further diffusion of electrons
nd a stable equilibrium will be established with no current flow.
mal power” of a material relates the balance of thermal diffusion of the electrons to the
ductivity of the metal and is unique for every conductor and usually varies with temperature.

al conductivity of the material has a strong influence on the thermal power since it defines
 a material to support a voltage gradient. Thus, a SINGLE conductor with its ends at differing
s will have a voltage difference between the ends. The trick is to be able to measure the voltage
 of the conductor and thus determine the temperature difference between those ends. If we
e type of wire to measure the voltage across the original wire, the second wire will develop
ame voltage difference when its ends are exposed to the same temperatures as the original
ore, this effect cannot be measured with a pair of similar wires. But because the voltage
 function of the thermal power, which is different for each type of metal, a second conductor
t type of wire can be used to measure the original voltage gradient. Only a conductor with
ctron mobility or infinite conductivity could be used to measure the absolute voltage gradient
ith the temperature gradient of the original conductor. This is not a practical proposition,
ifference in the temperature-induced electron gradient between two conductors can ever be
his is the basis of thermocouples.
al terms, whenever two metals are joined together and the junction is at a different temper-
he free ends of the conductors, the free ends will have a potential difference between them,
ction of the absolute temperature at the junction and the temperature of the free ends. The
 between voltage difference and temperature difference will be characteristic of the chosen
uctors. Rather than speak of the free ends of the two wires, it is normal to refer to a second
the circuit. This is valid and reminds us that there is always a second junction to consider
wo wires from the thermocouple are attached to a metering circuit. Somewhere within the
rcuit is completed and the second junction is formed. 

 previous explanation, all of the classic thermocouple laws can be derived. These laws can be
 and find application as follows:
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Law 1. A third metal introduced in the circuit with both ends of the third metal at an isothermal point
does not affect the thermally induced voltage of the original pair.
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o important implications associated with this law. The first means that the nature of the
ntact between the wires at the junction is not critical, and that the thermocouple itself can
 of two wires that are soldered, brazed, welded, or swaged together. In all these cases, a third
ent at the junction whether it is the filler in soldered and brazed connections, the intermediate
ed by welding dissimilar metals, or the metal swage holding the ends of the wire together.
t mean that there are not other concerns involved with how the junction is formed. It will
t do to solder wires together and then use the junction above the melting point of the solder.

ercially prepared thermocouples are welded for that reason. This law also allows for a metallic
temperature is being measured to serve as the actual junction by attaching the thermocouple
y to it. This might be done to avoid the time needed to transfer energy between the object
pendent thermocouple assembly. The second implication of this law allows a measuring
 of conductors other than those used in the thermocouple to be inserted in the circuit as
 connections between the measuring circuit and the two thermocouple wires are at the same
. 

emperatures along the wires do not affect the thermally induced voltage characteristic of the
 of the two junctions. 

hat the thermocouple leads can be conveniently routed through various temperature regions,
y the temperatures at the junction and the monitoring location are important in determining

 metal has its own voltage gradient for a given temperature gradient independent of the wire
itor that voltage. 

that each type of metal can be calibrated against a standard and that the calibration is valid
e of thermocouple that can be made from this wire.

the discussion has been limited to open circuits because this avoids the complications of
 carried away from a hot junction by the electrons or the I2R losses in the conductors that
e heat and reduce the measured voltage. Using high-impedance amplified voltmeters or
oltmeters having infinite impedance when balanced, allows the practical open circuit voltage
red and eliminates these sources of error. However, since the wires used in thermocouples
metals with reasonable heat conduction, energy may be inadvertently removed from the
stem by simple heat conduction along the wires.
ly use a thermocouple the temperature at one junction must be known and some sort of
able or polynomial curve fit must be used to convert the measured voltage to temperature
on. There are published tables and polynomials for common pairs of metals used in thermo-
renced to the ice point of water (Croarkin et al., 1993). These are based upon an average
 alloy actually purchased cannot be precisely the same as the one represented by the table.

dable variation of alloy content and application of standard tables is the major source of
mocouple readings. Despite the best efforts of the manufacturers, this variation can lead to
% error in the reported voltage for a given temperature measurement. Individual spools of

mbled thermocouples can be calibrated to minimize this source of error. 
erature of the reference junction must be known to determine the temperature of the

unction from the measured voltage. If the temperature of one of the reference junctions is
 as the reference temperature of the calibration table, the voltage associated with the known

 of the reference junction can be algebraically added to the measured voltage to determine
at would have been measured if the reference junction were, in fact, at the defined temperature

 This is not as difficult as it first appears. If the reference junction is kept in an ice bath, no
 needed when using the normal calibration tables. To make this easy, there are commercial
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ice reference refrigerators specifically designed to be used for thermocouple measurements. There are also
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incorporated in a measuring system. These can be used to measure the temperature of the
erminal block of the instrument and then, by either analog circuitry or computer software,
ouple voltage associated with that temperature is added to the appropriate measured voltage.
 allows direct reading of the voltage associated with the unknown temperature. The require-
e electronic sensor be at the same temperature as the terminals for the thermocouple cannot
hasized. A multichannel scanner or strip chart recorder may have a terminal board extending
 hundred millimeters in length. If the temperature is electronically measured at one point
ngth and a power supply or other heat source in the scanner causes a temperature gradient
rminal board, serious errors might occur. Care must be taken to assure that what is called an
lock is truly isothermal. In the case of the scanner mentioned above, the terminal board and
had to be removed from its parent instrument and wrapped in insulation before accurate
ts could be obtained.

 a wide variety of commercial thermocouples in various configurations and materials available
pon the measuring requirements encountered. As well as thermocouples, a whole industry
vide readers, controllers, connectors, wires, and all else that is needed for use. Typical ther-
aders will have an electronic reference temperature and accommodations for the nonlinear
een voltage and temperature built in so that it is a simple matter to plug in the matching

mocouple and read the temperature. Wires for the standard types are color coded with the
indicating the wire pair and the color of the individual wires indicating polarity.
rtunate that there is almost a perverse nonuniformity of standards across the world. For
 the United States (ANSI/MC96-1, 1982) a yellow thermocouple wire sheath indicates a
umel pair with the red lead indicating the negative side when reading elevated temperatures.
system, red is uniformly the negative lead.) Whereas in Japan (JIS-C 1610, 1981), a yellow
ates Iron–Constantan with the red lead representing the positive side.
 or contamination by unintentional alloying of the wire at high temperature can cause the

o shift. The calibration can also shift if the alloy changes along the length of the thermocouple
ubjected to steep temperature gradients at high temperature, which will allow the metals of
diffuse through one another. For normal uses, however, thermocouples are quite stable, easy
eliable, with types suitable for use from near absolute zero to over 2000°C.
ical size and thermal mass of the thermocouples define their spatial resolution and time
t they can be made with extremely fine wires or films to limit their size down to the micron
 expense of ruggedness and actual power output. Unlike other electrical thermal sensors,
les can be mounted in direct electrical contact with the measured surface, thereby further
he time response of the measurement. This concept can be extended by having the actual
med by a third metal that is vapor deposited to bridge the insulation between the measuring
unctions then consist of the thin film of metal, which can theoretically reduce the time
ess than 1 µs (Deobelin, 1990). The main disadvantages of thermocouples are their nonlinear
mperature response, the requirement to know the reference temperature by means other
 thermocouple, and their relatively low accuracy unless specifically calibrated. 

 Temperature Devices (RTDs)

ials show a variation in electrical resistance with temperature. For metals, the resistance
h temperature in nearly a linear manner. Platinum is the preferred metal for practical
mperature measurements and indeed is the specified means of interpolating between the
d points on the ITS90 scale. Metals other than platinum can be used for specific applications.
e, one way of measuring the temperature of the windings in motors or generators is to
ir resistance while operating under load. The copper windings themselves act as RTDs in
e discussion that follows is specifically for platinum RTDs, but the concepts apply to all
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For precise measurements over a wide temperature range, a higher order polynomial should be applied
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rees, the resistance can be treated as linear with temperature. The platinum resistors specified
not the same as commercially available in probes. ITS90 specifies pure, unstrained platinum
nto sensors, typically with a resistance of 25.5 Ω at 0°C (Mangum and Furukawa, 1990).
lements use commercially pure platinum with a resistance of 100 Ω or 50 Ω at 0°C, although
inal values are sometimes used to minimize the effect of contact and lead resistances in the
ower resistances are used at high temperatures. There are several differing standard platinum
eflect varying standard purity platinum alloys. While all alloys are nominally pure platinum,
er coefficient for temperatures from 0°C to 100°C of the European standard (DIN 43 760)

-K, while the American standard is 3.92 mΩ/Ω-K. Besides these two common coefficients,
eral other coefficients listed for pure platinum. When purchasing RTDs and RTD reading

the user should be aware of the standard that applies.
ents can be fabricated as a wire wound onto insulated bobbins or films deposited on
bstrates. The size of both the support and the wire, as well as any insulating encapsulation,

ne the response time of the element. Films are usually smaller than wire wound sensors and
quicker time response. Due to the need to insulate the RTD from the measured surface,

d also to avoid straining the element, even small thin film RTDs have time constants that are
 tenths of seconds. In the special case of using a bare wire to measure gas temperatures, the
t can be considerably reduced to the tens of microseconds; however, due to the self heating

low, this is more useful as a form of local anemometry rather than temperature measurement.
urement of temperature using a RTD is simply a matter of determining its resistance. The
een resistance and temperature is absolute, so no reference temperature is needed, unlike

couples. However, measuring the resistance of the element is not always simple. There are
tional techniques, each of which has its own disadvantages, as will be discussed shortly.
 to all techniques for measuring remote sensors is the complication of the lead wire resis-
ntioned above, all metals have a variation in resistance with temperature and thus any lead

t as RTDs. Thus, if the temperature of the wires between the RTD and the reading mechanism
ror will be introduced in the temperature reading unless steps are taken to accommodate
perature effects. For this reason, commercial RTDs are available with two, three, or four

to the actual terminals of the resistor, depending on the technique used to handle the lead
wn in Fig. 19.58. The arrangement of Fig. 19.58(a) is used where the lead lengths are short,

8 Various styles of commercial RTD probes and their application in reading circuits.
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the resistance of the RTD is high compared to the lead resistance, or where high accuracy is not required.
Three wire RTDs, Fig. 19.58(b), allow an equal length of lead wire to be included in each side of the
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at changes in lead resistances are felt equally on both sides and the balance of the bridge is
. It should be noted that four-wire RTDs of the type shown in Fig. 19.58(d) can be used
 designed for two-, three-, or four-wire RTDs and unless expense or size is a concern, they
ended to allow for future upgrades of the reader. A fairly rare alternate configuration of a
TD probe is shown in Fig. 19.58(c) where two of the lead wires form a closed loop. This
t usually is needed only when multiple RTDs are in the bridge and should not be confused
er type of four-wire RTD shown in Fig. 19.58(d), which has two wires going to each side

or.
problem common to all reading schemes is that of self-heating of the RTD due to the
urrent through the resistor. This can be minimized by using small currents, having a high
 coefficient between the sensor and the measured process, or by using low duty time pulsed
ts. Although steps can be taken to minimize it, self-heating can never be eliminated. It is

uitous characteristic of RTDs that it can be exploited as a means of determining the heat
ficient of a system, such as when platinum resistors are used as anemometers.
ted above, the measurement of temperature using an RTD simply requires determining its
he three conventional techniques are briefly discussed here.

ced Bridges
but highly accurate means of determining the resistance of an RTD is to use it in one leg of
e bridge and have a calibrated variable resistor in the opposite leg such that when the bridge
 balance, as indicated by a null current on a galvanometer, the resistance of the RTD is the

 calibrated variable resistor. There are several variations on this theme to eliminate most
rror by splitting the error-forming device between legs of the bridge. For example, if the
ote from the bridge, a three-wire lead configuration can be used to put an equal length of
 both sides of the bridge with the “corner” of the bridge now defined at the remote RTD
hown in Fig. 19.58(b). Ultimately the accuracy of the reading is limited by the accuracy of
es in the bridge, which can be made quite accurate. Since the variable resistor must be
justed to null the bridge, this technique is not readily adapted to data loggers or temperature

 Bridges
ated variable resistor in the above scheme is replaced by a fixed resistor, the extent of the
f the bridge can be measured with a voltmeter in place of the nulling galvanometer. This
 fraught with errors since the imbalance of the bridge is not linear with the resistance of the
e reading of the voltmeter is also proportional to the excitation current. Nevertheless, this
ctical means of measuring temperatures over a narrow range if the values of the resistors in
of the bridge are much higher than the RTD and the opposite leg resistance is close to that
As with the other bridge techniques, three lead wires can be arranged in opposite legs of the
mote sensors to compensate for lead resistance changes. If opposite legs of the bridge both

TDs, then the bridge imbalance is proportional to the difference in the temperature of the
nd the only way to keep equal lead lengths in both legs is to use the special four-wire type
g. 19.58(c).

ge vs. Current Measurements
t current is passed through a resistor, the voltage across it is proportional to resistance. This
oncept but had to await the advent of accurate constant current sources and high impedance
lifiers to become a practical replacement to the bridge techniques. By using four lead wires,
Fig. 19.58(d), the current circuit can be made independent of the voltage sensing circuit and
stances have no affect on the reading.
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 ground to a fine powder and then sintered to produce the actual thermistor material that
rporated into a sensor. Thermistors are resistance temperature sensing devices with several
rences from RTDs such as their large negative temperature coefficients, and extreme nonlinear
he resistance of a thermistor is usually so large (several thousand ohms) that lead wire
 rarely a concern. Thus, they are inevitably two-wire devices unless multiple thermistors or
 are included in the probe. There must be some means of electrical bonding between the
nd the thermistor semiconductor. This bonding and the typical epoxy encapsulation places
e maximum usable temperature, even though the thermistor itself is a refractory material.
 several schemes for dealing with the nonlinearity of thermistors, ranging from applying a
urve with a computer to having multiple thermistors with differing characteristics complete
rmal resistors as a bridge within a single encapsulated probe. For moderate temperatures
0 K, a simple external bridge can be used to linearize the signal.
 not normally called thermistors, germanium, silicon, and carbon are semiconductors that
used to monitor temperatures by measuring their resistance. Germanium is used for very
surements at cryogenic temperatures down to less than 1 K. The change in resistance can
e and very nonlinear, but still very repeatable with a typical unit going from 7000 Ω at
t 60 K (Doebelin, 1990). Silicon can be used at room temperature and, depending on its

 have a very steep temperature curve. It is rarely used as a temperature sensor since other
rk better over its useful range of –200°C to 200°C. Carbon resistors out of a parts drawer
y laboratory can be used for cryogenic measurements from 1 to 20 K, but they must be
 calibrated.

Circuit Temperature Sensors

-emitter voltage drop of a transistor operating at a constant current is a simple function of
perature. Thus, any transistor can be used as a temperature sensor. In reality, this is much
roblem with building thermally stable electronics than a convenient means of measuring
. Integrated circuits are available that monitor the collector current, amplify, and linearize
emitter voltage to yield an output that is proportional to absolute temperature. Common
rcuit temperature sensors are available with outputs of 10 mV/K, or 1 µA/K. The temperature

hich they may be used is limited to −50°C to 150°C by the construction techniques of
ircuits. This makes them very useful for referencing one junction of the thermocouple and
t temperature measurements. Although not intrinsically water proof, the ICs are small metal

tic cases resembling signal transistors and can be potted or used in thermowells.
nsors with a voltage output are commonly two terminal devices, with a possible optional lead
g the response. When a small current of about 1 mA is allowed to pass through it, it will have
p directly proportional to the absolute temperature (National, 2000). Even simpler IC trans-
ailable with separate excitation and signal leads. These are usually calibrated to 10 mV/°F or

ave an inherent limitation of not being able to measure below a few degrees above 0°F or
oth positive and negative power supplies are available.

utput ICs are very convenient where the temperature being monitored is local to the readout
age drop across the lead wires is not a concern, but for remote sensors, which require long
t sensors are preferred. Current sensors are also two terminal devices that behave as high
urrent sources so whatever lead resistance present may increase the voltage, but will not affect
hrough the sensor (Analog, 1997). Both types can be individually adjusted by trimming resis-
 chip with a laser during manufacture to provide the rated output or they can have an external

lead. Even with trimming and calibration, the accuracy over the entire span from −50°C to
arely better than two or three degrees. Several individual ICs may be hooked up to give
r average temperature. Voltage ICs are placed in parallel for minimum temperature and in
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series for average temperature, while the current devices are connected in series for minimum and parallel
for average. In addition to such simple applications of constant current or voltage sources based upon
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, there are a wide variety of novel circuits to derive almost any function imaginable as a basis
re measurement.

 there is a very small area on the silicon chip of the IC, which is temperature sensitive, it is
o regard the entire chip, its case, and the bonded lead wires as the sensor. This increase in
s lowers the time response of the device to several seconds. Self-heating and heat transfer
leads are also of concern and limit the applicability of these devices in critical measurements.

ct Thermometers

eviously discussed temperature monitoring systems implied that the sensor of whatever type
l contact with the object being monitored, or in some special cases is the actual object being
ften times it is impractical to make this physical connection and noncontact modes of

 measurement have been developed to overcome this objection. Almost all of these techniques
the infrared emissions from the surface of the object be measured, but in a few special cases
e optical properties such as reflectance can be exploited to determine the temperature

n Thermometers

bove absolute zero emits electromagnetic radiation whose spectrum is related to its surface
 and surface emissivity. By characterizing the spectrum, the temperature of the object can be
directly and absolutely. The microwave background of the universe at 3 K, and the temperature-
olor of stars are extreme examples of this phenomena. Temperature can still be determined
itted surface without using a spectrometer. If two bodies are allowed to come into thermal
with each other and the temperature of one body is known, the temperature of the other is
This is the basis of all previously discussed temperature-measuring devices assuming conduc-
principle means of heat transfer. This can be extended to noncontact thermometers since
at transfer is also a valid means of two bodies coming into thermal equilibrium. Many IR
rs are based upon this phenomenon. 
plest form, an IR thermometer would consist of a temperature sensor for monitoring the
 of an isolated object called the detector, and this detector would only be subject to radiative
 with the surface whose temperature is to be measured. This would work assuming that both
and detector behave as black bodies, that there is no heat loss from the detector to the
s, and that the field of view of the detector is restricted to the object under measurement
se totally unobstructed. Each one of these assumptions has to be considered when going
al case to a real IR thermometer.

ept of a black body is an idealization where all radiant energy is completely absorbed by the
er this assumption, the radiant energy is a function only of the temperature of the surface.
ernatives to being absorbed by the surface are to be reflected by the surface or transmitted
 material. The emissivity, which describes the deviation of a real surface from a black body,
one minus its reflectance minus its transmittance. If the emissivity is less than one but

t of wavelength, then it is a gray body. Few real materials are either black bodies or gray
 emissivity corrections must be made which will often be a function of the temperature being
 the surface behaves like a gray body over a limited range of wavelengths, the intensity at a
gths in this range can be measured to estimate the entire spectral shape. It is fortunate that
bjects are close to gray over a narrow range of wavelengths around 750 nm and the spectral
unction of temperature for gray objects in the temperature range of 500–3000°C is well
ved at these wavelengths that the spectral shape, and thus the temperature, can be measured
o points. The emissivity of a surface can be determined in conjunction with taking its
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temperature by illuminating the surface with an IR laser and measuring the amount of the known laser
light that is reflected. The total IR during illumination is the sum of the reflected laser light and the
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itted IR. If care is taken that only short pulses or low power laser light is used, to avoid
measured surface, this will yield the reflectance at the wavelength of the laser and thus its
hich, for opaque surfaces, is one minus reflectance.
sfer to and from the detector by means other than thermal radiation exchange with the
urface will require that the temperature of the detector be regarded as only representing the
 of the monitored surface rather than being the same as the monitored surface. Heat transfer
ector to the instrument can be via conduction or radiation and is accommodated by calibrating
ent against a black body of known temperature. When this is done, the temperature of the
s usually monitored and circuitry may be set up to have the reference junction for the detector
 instrument casing temperature. Alternatively the actual photon flux can be measured by
eans using photodiodes, photoresistive cells, or other such electronic photon sensors sensitive
 this is done, narrow band filters are often used to limit the response of the detector to a
avelength of IR radiation to avoid counting visible photons that may be reflected from the
 limit the response to a particular wavelength where atmospheric interferences are minimized.
omponents are often employed to limit the field of view of the detector so that a defined
he surface to be measured is brought to focus on the detector. As long as the entire detector
ace of interest, the distance between the detector and the surface is not important, except as
IR absorption by the H2O, CO2, or other IR active gasses in the air.
n of the IR techniques discussed above is the disappearing filament pyrometer. This device
s the image of a tungsten filament whose temperature is a known function of current through

 onto the view through a telescope. The walls of a furnace or other incandescent surface are
rough the telescope while adjusting the filament current until it just disappears in the
 glow. The temperature of the filament then matches the temperature of the incandescent
can be determined from the current through the filament. A simple refinement is to put a
 red filter in the telescope so that the color is the same for both the target and the filament,
es a single wavelength brightness comparison rather than radiation color comparison. If

y of both the filament and the surface is unity, this can be very accurate. If not equal to one,
ochromatic filter is used, only the emissivity at that one wavelength needs to be known for
perature determinations.

le Temperature Measurements

oelectronics industry surges forward with increasingly higher operating frequencies and
smaller device dimensions, measurement techniques with high spatial and/or temporal res-
becoming increasingly important. Few techniques are available that can actually measure
 on a microscale, i.e., sub-micron spatial resolution and/or sub-microsecond temporal reso-
ever, many techniques that are being developed concentrate on observing the differential
 on a microscale. The transient thermoreflectance technique, for example, utilizes a femtosec-
aser to heat and probe the transient reflectance of the sample to enable observation of thermal
 a sub-picosecond time scale. The technique involves relating the measured reflectivity changes
re changes using the material’s complex index of refraction (Rosei and Lynch, 1972).
 most common methods of observing microscale thermal phenomena include thin film
les, thin film microbridges, and optical techniques. Nanometer scale thermocouples are typ-
 conjunction with an atomic force microscope (AFM). This technique is nondestructive since

ngs the probe into contact with the sample very carefully. Thin film microbridges are patterned
 films, usually thinner than 100 nanometers with a width that depends on the application.
ue relies on the fact that the electrical resistance of the microbridge is a strong function of
. The microbridge must be deposited onto the sample surface, therefore the technique is
contact nor nondestructive. Optical techniques typically use a laser as the heating source
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hermal probe. The thermal effects can be observed optically in a number of different ways.
ctance techniques rely on the temperature dependence of reflectance (Paddock and Eesley,
 photothermal techniques monitor the deflection of the probe beam by thermal expansion
at the surface (Welsh and Ristau, 1995). “Mirage” techniques use the fact that the air just
rface is also heated, which causes changes in the index of refraction that bends the probe
ying amounts depending on the change in temperature (Gonzales et al., 2000).

hermal Microscopy (SThM)

 perhaps the best example of an actual temperature measurement on sub-micron length scales.
ter scale thermocouple is comprised of thin metallic films deposited directly onto commercially
M probes. Majumdar published a comprehensive review of SThM and includes a description
ethods for manufacturing these nanometer thermocouples (Majumdar, 1999). Figure 19.59(a)
ram of a scanning thermal microscope probe and Fig. 19.59(b) is a schematic of a typical

le junction. There are several factors that affect the spatial resolution of the measurement. These
de the tip size of the thermocouple which can be on the order of 20 and 50 nm, the mean free
nergy carrier of the material to be characterized, and the mechanism of heat transfer between
nd the thermocouple, which is ultimately the limiting factor.
 of the AFM cantilever is identical to that of a standard AFM probe. Ideally, the thermocouple
ly come to thermal equilibrium once in contact with the sample without affecting the tem-
he surface. Practically, a certain amount of thermal energy is transferred between the sample
mocouple, which affects the sample temperature, and there is also thermal resistance which
easurement and limits the spatial resolution. Once the sample and the thermocouple are
 contact, there is solid–solid thermal conduction from the sample to the thermocouple. There
al conduction through the gas surrounding the thermocouple tip and through a liquid layer
ses in the small gap between the tip and the sample. Shi et al. (2000) demonstrated that
through this liquid layer dominates the heat transfer under normal atmospheric conditions.

Thermoreflectance (TTR) Technique

hile not capable of monitoring temperature directly, is an optical technique that enables
t of temperature changes with sub-picosecond temporal resolution. This technique is fully
nd relies on the fact that reflectivity is a function of temperature. The TTR experimental setup

 et al., 1991; Paddock and Eesley, 1986; Hostetler et al., 1997) shown in Fig. 19.60 can be
 monitor the thermoreflectance response of a metallic sample after the absorption of an ultra-
ulse. The pulses from a femtosecond laser operating at 76 MHz are separated into two beams,
ump” beam, which is used to heat the film, and a low power “probe” beam, which is used to
reflectivity. The pump beam passes through an acousto-optic modulator that effectively chops

9 (a) Diagram showing the use of a scanning thermal microscope probe. (b) Schematic of a nanometer
ouple maufactured onto the tip of a commercially available AFM cantilever.

AFM Probe

nanometer scale thermocouple
fabricated onto the tip

heat transfer to thermocouple 
from the sample surface

Sample

Thermocouple Junction

(b)(a)
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 and off at a frequency of 1 MHz, resulting in thermomodulation. The probe beam passes
vetail prism mounted on a movable stage, which is used to increase the optical path length

beam and hence the time delay between the pump and probe pulses. The reflection of the probe
 is centered in the heated area, is monitored by a photodiode and sent to a lock-in amplifier set
omodulation frequency of 1 MHz. This yields the temporal relaxation profile of the sample. 
g the TTR method as a temperature probe involves relating the measured reflectivity changes
re changes using the material’s complex index of refraction. In most metals and dielectrics,
 index of refraction depends weakly on temperature (Price, 1947). In wavelength ranges
flection coefficient is large, the reflectivity can be described by the linear sum of a large static
 and a small temperature-dependent modulated contribution. The corresponding change in

s ∼10−5/K. The lock-in detection at 1 MHz enables resolution of the small transient signal.
g the transient thermal response of a surface to the appropriate heat conduction model,

ical properties such as the thermal diffusivity and the thermal boundary resistance can be
ostetler et al., 1997; Hostetler et al., 1998; Smith et al., 2000). 

omments

ty of sensors are available for monitoring the parameter we refer to as temperature. The choice
priate sensor is highly dependent upon the actual physical configuration of the measured

well as the required precision, accuracy, and display or processing of the temperature. While
les may be an excellent choice for situations involving electrical logging of a remote process,
hermometer may be adequate and more appropriate for monitoring remote temperatures
m electricity. The physical geometry, which often limits access to the area of interest, is another
onsideration. It is also important to consider the accuracy requirement, as well as the spatial
l resolution desired. This discussion is meant to provide a cursory overview of a wide array
re-sensing techniques. There are many excellent, comprehensive references and the designer

o these for more details. Temperature measurement often resembles an art rather than a
 new and creative techniques for monitoring thermal responses in continuous development.

0 Experimental setup of the transient thermoreflectance technique.
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As nanotechnology progresses, many more advances in the area of sub-micron/sub-microsecond temper-
ature measurements will become vital, since many of the traditional means of measuring temperature are
not easily ad
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apted to small local temperature measurements.
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istance Measuring and Proximity Sensors∗∗∗∗

nando Figueroa and H. R. (Bart) Everett

 Measuring Sensors

n

rs are used to measure the distance from a reference point to an object. A number of
 have been applied to develop these sensors, the most prominent being light/optics, computer
owave, and ultrasonic. Range sensors may be of contact or noncontact types.

t portions of this chapter were condensed from “Sensors for Mobile Robots”, by H. R. Everett, with
om A. K. Peters, Ltd., Natick, MA.
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tact ranging sensors. There are at least seven different types of ranging techniques employed
plementations of such distance measuring devices (Everett et al., 1992):

gulation

 of flight (pulsed)

-shift measurement (CW)

ency modulation (CW)

erometry

t focus

n signal intensity

ranging sensors can be broadly classified as either active (radiating some form of energy into
regard) or passive (relying on energy emitted by the various objects in the scene under
. The commonly used terms radar (radio direction and ranging), sonar (sound navigation
), and lidar (light direction and ranging) refer to active methodologies that can be based on
al of the above ranging techniques. For example, radar is usually implemented using time-
ase-shift measurement, or frequency modulation. Sonar typically is based on time-of-flight
e the speed of sound is slow enough to be easily measured with fairly inexpensive electronics.
lly refers to laser-based schemes using time-of-flight or phase-shift measurement.
uch active (reflective) sensors, effective detection range is dependent not only on emitted
, but also the following target characteristics:

-sectional area—determines how much of the emitted energy strikes the target.

tivity—determines how much of the incident energy is reflected versus absorbed or passed
gh.

tivity—determines how the reflected energy is redistributed (i.e., scattered versus focused).

ntact sensors operate based on the physics of wave propagation. A wave is emitted at a reference
e range is determined by measuring either the propagation time from reference to target, or

 of intensity as the wave travels to the target and returns to the reference. Propagation time is
ing time-of-flight or frequency modulation methods.

Time-of-Flight (TOF)
ht (TOF) is illustrated in Figs. 19.61 and 19.62. A gated wave (a burst of a few cycles) is
unced back from the target, and detected at the receiver located near the emitter. The
 receiver may physically be both one sensor. The receiver may also be mounted on the
OF is the time elapsed from the beginning of the burst to the beginning of the return signal.
 is defined as d = c ⋅ TOF/2 when emitter and receiver are at the same location, or d = c  ⋅
he receiver is attached to the target. The accuracy is usually 1/4 of the wavelength when
e return signal, as its magnitude reaches a threshold limit. Gain is automatically increased
e to maintain accuracy. Accuracy may be improved by detecting the maximum amplitude,
Fig.19.63. This makes detecting the time of arrival of the wave less dependent on the amplitude
l. Ultrasonic, RF, or optical energy sources are typically employed; the relevant parameters

1 A wave is emitted and bounced from a
 The distance d is determined from the
l of the wave, c, and the time-of-flight, TOF
c · TOF.

Emitter/Receiver Target

d
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range calculation, therefore, are the speed of sound in air (roughly 0.305 m/ms), and the
t (0.305 m/ns).

error sources for TOF systems include the following:

tions in the speed of propagation, particularly in the case of acoustical systems

rtainties in determining the exact time of arrival of the reflected pulse (Figueroa & Lamancusa,

uracies in the timing circuitry used to measure the round-trip time of flight

ction of the incident wave with the target surface

 Speed—For most applications, changes in the propagation speed of electromagnetic energy
ost part inconsequential and can basically be ignored, with the exception of satellite-based
tion systems. This is not the case, however, for acoustically based systems, where the speed of
rkedly influenced by temperature changes, and to a lesser extent by humidity. (The speed
actually proportional to the square root of temperature in degrees Rankine; an ambient
 shift of just 30° can cause a 1-ft error at a measured distance of 35 ft.)
ncertainties—So-called time-walk errors are caused by the wide dynamic range in returned
th as a result of (1) varying reflectivity of target surfaces, and (2) signal attenuation to the
r of distance due to spherical divergence. These differences in returned signal intensity

e rise time of the detected pulse, and in the case of fixed-threshold detection will cause the
e targets to appear further away (Lang et al., 1989). For this reason, constant fraction timing
rs are typically employed to establish the detector threshold at some specified fraction of the
f the received pulse (Vuylsteke et al., 1990; Figueroa & Doussis, 1993). 
siderations—The relatively slow speed of sound in air makes TOF ranging a strong contender
 acoustically based systems. Conversely, the propagation speed of electromagnetic energy can
requirements on associated control and measurement circuitry in optical or RF implemen-
 result, TOF sensors based on the speed of light require sub-nanosecond timing circuitry to

2 Definition of Time-of-Flight.

3 TOF to the maximum amplitude of the received signal for improved accuracy.
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measure distances with a resolution of about a foot (Koenigsburg, 1982). More specifically, a desired
resolution of 1 mm requires a timing accuracy of 3 ps (Vuylsteke et al., 1990). This capability is somewhat
expensive to
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 realize and may not be cost effective for certain applications, particularly at close range
accuracies are required.
raction—When light, sound, or radio waves strike an object, any detected echo represents
 portion of the original signal. The remaining energy reflects in scattered directions and can
 by or pass through the target, depending on surface characteristics and the angle of incidence
. Instances where no return signal is received at all can occur because of specular reflection
 surface, especially in the ultrasonic region of the energy spectrum. If the transmission source
gle meets or exceeds a certain critical value, the reflected energy will be deflected outside the
lope of the receiver. Scattered signals can reflect from secondary objects as well, returning

tor at various times to generate false signals that can yield questionable or otherwise noisy
pensate, repetitive measurements are usually averaged to bring the signal-to-noise ratio

table levels, but at the expense of additional time required to determine a single range value.

OF Systems
OF ranging is today the most common noncontact technique employed, primarily due to
ailability of low-cost systems and their ease of interface. Over the past few decades, much
 been conducted in investigating applications in mobile robotics for world modeling and
idance, position estimation, and motion detection. Several researchers have assessed the
 of ultrasonic sensors in exterior settings (Pletta et al., 1992; Langer & Thorpe, 1992; Pin &
993; Hammond, 1994). In the automotive industry, BMW now incorporates four piezocer-
ucers (sealed in a membrane for environmental protection) on both front and rear bumpers
istance Control system (Siuru, 1994). 
oid ranging module is an active TOF device developed for automatic camera focusing and
he range to target by measuring elapsed time between transmission of an ultrasonic waveform
cted echo (Biber et al., 1980). Probably the single most significant sensor development is
ndpoint of its catalytic influence on the robotics research community and industrial appli-
 system is the most widely found in the literature (Koenigsburg, 1982; Moravec & Elfes, 1985;
; Kim, 1986; Arkin, 1989; Borenstein & Koren, 1990). Representative of the general charac-
 number of such ranging devices, the Polaroid unit soared in popularity as a direct conse-
s extremely low cost (Polaroid offers both the transducer and ranging module circuit board
 $50), made possible by high-volume usage in its original application as a camera auto-focus

 basic configuration consists of two fundamental components: (1) the ultrasonic transducer,
ranging module electronics. A choice of transducer types is now available. In the original
grade electrostatic version (Fig. 19.64), a very thin metalized diaphragm mounted on a
ckplate forms a capacitive transducer (Polaroid, 1981). A smaller diameter electrostatic trans-

-Series) has also been made available, developed for the Polaroid Spectra camera (Polaroid,
gedized piezoelectric (9000-Series) environmental transducer introduced for applications that
sed to rain, heat, cold, salt spray, and vibration is able to meet or exceed guidelines set forth

1455 January 1988 specification for heavy-duty trucks. The range of the Polaroid system runs
0.3 m (1 ft) out to 10.5 m (35 ft), with a half-power (−3 dB) beam dispersion angle of
ly 12° for the original instrument-grade electrostatic transducer. A typical operating cycle is

ontrol circuitry fires the transducer and waits for an indication that transmission has begun. 

eceiver is blanked for a short period of time to prevent false detection due to residual transmit
l ringing in the transducer.

eceived signals are amplified with increased gain over time to compensate for the decrease
nd intensity with distance.
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ning echoes that exceed a fixed-threshold value are recorded and the associated distances
lated from elapsed time.

-echo mode of operation for the 6500-series module, the blank (BLNK) and blank-inhibit
s are held low as the initiate (INIT) line goes high to trigger the outgoing pulse train. The
king (BLANKING) signal automatically goes high for 2.38 ms to prevent transducer ringing

isinterpreted as a returned echo. Once a valid return is received, the echo (ECHO) output
gh until reset by a high-to-low transition on INIT. For multiple-echo processing, the blank
ut must be toggled high for at least 0.44 ms after detection of the first return signal to reset
put for the next return, as shown in Fig. 19.65 (Polaroid, 1990).

TOF Systems
TOF ranging systems, also known as laser radar or lidar, first appeared in work performed
opulsion Laboratory, Pasadena, CA, in the 1970s (Lewis & Johnson, 1977). Laser energy is
 rapid sequence of short bursts aimed directly at the object being ranged. The TOF of a given
ing off the object is used to calculate distance to the target based on the speed of light.
r early sensors of this type could approach a few centimeters over the range of 1–5 m (NASA,
vich & Wolfe, 1984).
Electro-Optics, Inc. (SEO), Orlando, FL, produces a number of laser TOF rangefinding
loying an innovative time-to-amplitude-conversion scheme to overcome the sub-nanosecond
rements necessitated by the speed of light. As the laser fires, a precision film capacitor begins
from a known set point at a constant rate, with the amount of discharge being proportional

4 From left to right: (1) the original instrument grade electrostatic transducer, (2) 9000-Series envi-
nsducer, and (3) 7000 Series electrostatic transducer (courtesy Polaroid Corp.).

5  Timing diagrams for the 6500-Series Sonar Ranging Module executing a multiple-echo-mode cycle
 input (courtesy Polaroid Corp.).
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-trip time-of-flight (Gustavson & Davis, 1992). An analog-to-digital conversion is performed
led capacitor voltage; at the precise instant a return signal is detected, whereupon the resulting
sentation is converted to range and time-walk corrected using a look-up table.
X series rangefinder shown in Fig. 19.66 features a compact size, high-speed processing, and
 acquire range information from most surfaces (i.e., minimum 10% Lambertian reflectivity)
imum of 100 m. The basic system uses a pulsed InGaAs laser diode in conjunction with an
otodiode detector and is available with both analog and digital (RS-232) outputs.

ser Measurement Systems, Horn, Austria, offers a number of commercial products (i.e., laser
surveying systems, “speed guns,” level sensors, profile measurement systems, and tracking
rs) employing short-pulse TOF laser ranging. Typical applications include lidar altimeters,
d measurement for law enforcement, collision avoidance for cranes and vehicles, and level
los. 
L LD90-3 series laser rangefinder (Fig. 19.67) employs a near-infrared laser diode source and
e detector to perform TOF ranging out to 500 m with diffuse surfaces, and to over 1000 m
 cooperative targets. Round-trip propagation time is precisely measured by a quartz-stabilized

onverted to measured distance by an internal microprocessor, using one of two available
The clutter suppression algorithm incorporates a combination of range measurement aver-
ise rejection techniques to filter out backscatter from airborne particulates, and is, therefore,
 operating under conditions of poor visibility (Riegel, 1994). The standard measurement
n the other hand, provides rapid range measurements without regard for noise suppression,
sequently deliver a higher update rate under more favorable environmental conditions.

6 The LRF-200 series rangefinder (courtesy Schwartz Electro Optics, Inc.).

7 The Class 1 (eye-safe) LD90-3 series TOF laser rangefinder is a self-contained unit available in
ns with maximum ranges of 150–500 m under average atmospheric conditions (courtesy RIEGL USA).
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ange measurement accuracy is ±5 cm, with typical values of around ±2 cm. The pulsed near-
r is Class-1 eye-safe under all operating conditions.

ange Sensors
echnology may be used to measure motion, velocity, range, and direction of motion (Fig. 19.68).
are rugged since they have no moving parts. They can be operated safely in explosive environ-
use the level of energy used is very low (no risk for sparks). Their operating temperatures
−55°C to +125°C. They can work in environments with dust, smoke, poisonous gases, and
 (assuming the components are hardened for radiation). Typically microwave sensors are
sure ranges from 25 to 45,000 mm, but longer ranges are possible depending on power and
he reflected power returning to the receiver decreases as the fourth power of the distance

t. Typical wavelength used ranges from 1 to 1000 mm.
ight is in the order 2 ns per foot of range (reach the target and return). This translates into

r mile of range. Measuring short ranges may pose a problem. For 1 in. resolution, the circuit
 167 ps. An alternate method more suitable to measure short distances is based on a frequency
e signal generator. In this case, the return signal remains at the initial frequency (usually
), and it is compared with the current frequency changed by a sweep rate. For example, to
nge of 3 ft, one may sweep at 5 MHz/ms. After 6 ns, the frequency changes by 30 Hz (6 ns ×

1 s). In this case, 0.0256 mm (0.001 in.) may be resolved easily. When using this method, a
fier that increases gain with frequency is necessary. See section “Frequency Modulation” for
 on frequency modulation methods.

urement
ht (TOF) is defined as a phase shift between emitted and received signals when the dis-

s than one wavelength (Fig. 19.69). Given a phase shift f, the distance is calculated as

8 The microwave sensor, unlike the motion detector, requires a separate transmitter and receiver
 Williams, 1989).

9 Range from phase measurement.
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frequency. 
e shift between outgoing and reflected sine waves can be measured by multiplying the two
ther in an electronic mixer, then averaging the product over many modulation cycles
et al., 1993). This integrating process can be relatively time consuming, making it difficult to
emely rapid update rates. The result can be expressed mathematically as follows (Woodbury

(19.70)

es to

(19.71)

e time, T is the averaging interval, and A is the amplitude factor from gain of integrating

earlier expression for φ, it can be seen that the quantity actually measured is in fact the cosine
 shift and not the phase shift itself (Woodbury et al., 1993). This situation introduces a so-
uity interval for scenarios where the round-trip distance exceeds the modulation wavelength
hase measurement becomes ambiguous once φ exceeds 360°). Conrad and Sampson (1990)
mbiguity interval as the maximum range that allows the phase difference to go through one
cle of 360°:

(19.72)

the ambiguity range interval.
 to Eq. (19.73), it can be seen that the total round-trip distance 2d is equal to some integer
avelengths nλ plus the fractional wavelength distance x associated with the phase shift. Since

elationship is not single-valued for all of φ, there will be more than one distance d corre-
 any given phase-shift measurement (Woodbury et al., 1993):

(19.73)

λ)/2 = true distance to target,
ce corresponding to differential phase φ,
er of complete modulation cycles.

-examination of Eq. (19.73), in fact, shows that the cosine function is not single-valued even
tary wavelength interval of 360°. Accordingly, if only the cosine of the phase angle is measured,
ty interval must be further reduced to half the modulation wavelength, or 180° (Scott, 1990).
the slope of the curve is such that the rate of change of the nonlinear cosine function is not
r the range of 0 ≤ φ ≤ 180°, and is in fact zero at either extreme. The achievable accuracy
-shift measurement technique thus varies as a function of target distance, from best-case

1
T
---

T→∞
lim

2pc
l

---------t
4pd

l
----------+ 

  2pc
l

--------- 
 sinsin dt

0

T

∫

A
4pd

l
---------- 

 cos

Ra
c
2f
----=

φ 4pd
l

--------- 
 cos

2p x nλ+( )
λ

--------------------------- 
 cos= =cos

ress LLC



performance
range is typ

A commo
a 90° phase 
is then meas
ments) can b
(Scott, 1990
where the co
be at peak s

Neverthel
is a detracti
problems by
always less t
target using 
unknowns, 
describes su

For squar
200 kHz), th
simple linea
gate goes hi
that is propo
gate output 
to impleme
calibration t
(Figueroa &

Extended Ra
Figueroa an
in ultrasonic
Since the sp
that decreas
similar amo
energy (i.e., 

FIGURE 19.7
erroneous dis

FIGURE 19.7
exclusive-or g
(adapted from

MDARS Maximum Range

0066_frame_C19  Page 96  Wednesday, January 9, 2002  5:32 PM

©2002 CRC P
 for a phase angle of 90° to worst case at 0 and 180°. For this reason, the useable measurement
ically even further limited to 90% of the 180° ambiguity interval (Chen et al., 1993).
n solution to this problem involves taking a second measurement of the same scene but with
shift introduced into the reference waveform, the net effect being the sine of the phase angle
ured instead of the cosine. This additional information (i.e., both sine and cosine measure-
e used to expand the phase angle ambiguity interval to the full 360° limit previously discussed

). Furthermore, an overall improvement in system accuracy is achieved, as for every region
sine measurement is insensitive (i.e., zero slope), the complementary sine measurement will

ensitivity (Woodbury et al., 1993).
ess, the unavoidable potential for erroneous information as a result of the ambiguity interval
ng factor in the case of phase-detection schemes. Some applications simply avoid such
 arranging the optical path in such a fashion as to ensure the maximum possible range is
han the ambiguity interval (Fig. 19.70). Alternatively, successive measurements of the same
two different modulation frequencies can be performed, resulting in two equations with two
allowing both x and n (in the previous equation) to be uniquely determined. Kerr (1988)
ch an implementation using modulation frequencies of 6 and 32 MHz.
e-wave modulation at the relatively low frequencies typical of ultrasonic systems (20–
e phase difference between incoming and outgoing waveforms can be measured with the
r circuit shown in Fig. 19.71 (Figueroa & Barbieri, 1991a). The output of the exclusive-or
gh whenever its inputs are at opposite logic levels, generating a voltage across capacitor C1

rtional to the phase shift. For example, when the two signals are in phase (i.e., φ = 0), the
stays low and V is zero; maximum output voltage occurs when φ reaches 180°. While easy
nt, this simplistic approach is limited to very low frequencies and may require frequent
o compensate for drifts and offsets due to component aging or changes in ambient conditions
 Lamancusa, 1992).

nge Phase Measurement Systems
d Barbieri (1991a; 1991b) report an interesting method for extending the ambiguity interval
 phase-detection systems through frequency division of the received and reference signals.

an of meaningful comparison is limited (best case) to one wavelength, λ, it stands to reason
ing the frequency of the phase detector inputs by some common factor will increase λ by a
unt. The concept is illustrated in Fig. 19.72. Due to the very short wavelength of ultrasonic
about 0.25 in. for the Polaroid system at 49.1 kHz), the total effective range is still only 4 in.

0  By limiting the maximum distance measured to be less than the range ambiguity interval Ra ,
tance measurements can be avoided.

1 At low frequencies typical of ultrasonic systems, a simple phase-detection circuit based on an
ate will generate an analog output voltage proportional to the phase difference seen by the inputs
 Figueroa & Barbieri, 1991a).
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g the detector inputs by a factor of 16. Due to this inherent range limitation, ultrasonic
ion ranging systems are not extensively applied in mobile robotic applications, although
 Lamancusa (1992) describe a hybrid approach used to improve the accuracy of TOF ranging
ensional position location.

ous method to measure range using phase information was developed by Young and Li (1992).
 reconstructs the total range by piecing together multiple consecutive phase chunks that reset
ians of phase difference between emitted and received signals. This is another method that
he limitation of phase-based systems to ranges shorter than one acoustic wavelength. The
ies at every 2π radians are eliminated by first taking the derivative of the phase, resulting in a
al with sharp pulses (impulses) at the location of each discontinuity. Subsequently, the pulses
and the result is integrated and multiplied by a constant to reconstruct the overall range. The
 tested with an experiment that employed 40 kHz transducers. Distances from 40 to 400 mm
ed with errors from ±0.1629 to ±0.4283 mm.
ed continuous-wave ranging originated out of work performed at the Stanford Research
the 1970s (Nitzan et al., 1977). Range accuracies approach those achievable by pulsed laser
s. Only a slight advantage is gained over pulsed TOF rangefinding, however, since the difficult

rement problem is replaced by the need for fairly sophisticated phase-measurement electron-
ich & Wolfe, 1984). In addition, problems with the phase-shift measurement approach are
countered in situations where the outgoing energy is simultaneously reflected from two target
ifferent distances from the sensor, as for example when scanning past a prominent vertical
t & Krotkov, 1991).
m electronics are set up to compare the phase of a single incoming wave with that of the
nal and are not able to cope with two superimposed reflected waveforms. Adams (1993)
echnique for recognizing the occurrence of this situation in order to discount the resulting
ata.

odulation
thod devised to improve the accuracy in detecting the time-of-arrival of the wave to the
ead of a single frequency wave, a frequency modulated wave of the form f =  f0 + kt is emitted.
ce between the emitted and received frequency at any time is ∆f = kt − k(t − tf) = ktf (Fig. 19.73).
ge of this method is that one does not need to know exactly when the wave arrived to the
wever, accurate real-time frequency measurement electronics must be used, and the trans-
 respond within the frequency band sweep. Modulation other than linear is also possible in
rove signal-to-noise ratio and hence accuracy.
l is reflected from a target and arrives at the receiver at time t + T:

he round-trip propagation time, d is the distance to target, and c is the speed of travel.

2 Dividing the input frequencies to the phase comparator by some common integer value will extend
 interval by the same factor, at the expense of resolution (adapted from Figueroa & Barbieri, 1991a).
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ed signal is compared with a reference signal taken directly from the transmitter. The received
rve (Fig. 19.74) will be displaced along the time axis relative to the reference frequency curve

nt equal to the time required for wave propagation to the target and back. (There might also
 displacement of the received waveform along the frequency axis, due to the Doppler effect.)
equencies when combined in the mixer produce a beat frequency Fb:

 constant.
 frequency is measured and used to calculate the distance to the object: 

e to target,
d of light,
frequency,

tition (modulation) frequency,
 FM frequency deviation.

measurement is therefore directly proportional to the difference or beat frequency and is as
he linearity of the frequency variation over the counting interval.
 in wavelength control of laser diodes now permit this ultrasonic and radar ranging technique
with lasers. The frequency or wavelength of a laser diode can be shifted by varying its
. Consider an example where the wavelength of an 850-nm laser diode is shifted by 0.05 nm
orresponding frequency shift is 5.17 MHz/ns. This laser beam, when reflected from a surface

3 The frequency difference between the emitted signal and received signal is proportional to the time-
y given time.

4 The received frequency curve is shifted along the time axis relative to the reference frequency.
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ould produce a beat frequency of 34.5 MHz. The linearity of the frequency shift controls the
the system.
ency-modulation approach has an advantage over the phase-shift measurement technique
ngle distance measurement is not ambiguous. (Recall that phase-shift systems must perform
 measurements at different modulation frequencies to be unambiguous.) However, frequency
has several disadvantages associated with the required linearity and repeatability of the
mp, as well as the coherence of the laser beam in optical systems. As a consequence, most
y available FMCW ranging systems are radar based, while laser devices tend to favor TOF
etection methods.

n Ranging
n ranging is based upon an important premise of plane trigonometry, which states that given
f a side and two angles of a triangle, it is possible to determine the length of the other sides
aining angle. The basic Law of Sines can be rearranged as shown below to represent the length
a function of side A and the angles θ and φ :
g applications, length B would be the desired distance to the object of interest at point P3

for known sensor separation baseline A.
tion ranging systems are classified as either passive (use only the ambient light of the scene)
e an energy source to illuminate the target). Passive stereoscopic ranging systems position
etectors (video cameras, solid-state imaging arrays, or position sensitive detectors) at posi-
onding to locations P1 and P2 (Fig. 19.76). Both imaging sensors are arranged to view the

point, P3, forming an imaginary triangle. The measurement of angles θ and φ in conjunction
wn orientation and lateral separation of the cameras allows the calculation of range to the
erest.
angulation systems, on the other hand, position a controlled light source (such as a laser) at
 P1 or P2, directed at the observed point P3. A directional imaging sensor is placed at the
iangle vertex and is also aimed at P3. Illumination from the source will be reflected by the

5 Triangulation ranging systems determine range B to target point P3 by measuring angles f and q at
 P2.

6 Passive stereoscopic ranging system configuration.
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 the Law of Sines. 
rmance characteristics of triangulation systems are to some extent dependent on whether
s active or passive. Passive triangulation systems using conventional video cameras require
ient lighting conditions that must be artificially provided if the environment is too dark.
e, these systems suffer from a correspondence problem resulting from the difficulty in match-
iewed by one image sensor with those viewed by the other. On the other hand, active
 techniques employing only a single detector do not require special ambient lighting, nor

er from the correspondence problem. Active systems, however, can encounter instances of
 strike because of specular reflectance or surface absorption of the light.
factors common to all triangulation sensors include reduced accuracy with increasing range,
surement errors, and a missing parts (also known as shadowing) problem. Missing parts refers
rio where particular portions of a scene can be observed by only one viewing location (P1 or
ation arises because of the offset distance between P1 and P2, causing partial occlusion of the
 point of interest is seen in one view but otherwise occluded or not present in the other). The
angulation systems must include a tradeoff analysis of the offset: as this baseline measurement
e range accuracy increases, but problems due to directional occlusion worsen.

rity
the triangulation schemes to be discussed, stereo disparity (also called stereo vision, binocular
tereopsis) is a passive ranging technique modeled after the biological counterpart. When a
sional object is viewed from two locations on a plane normal to the direction of vision, the
served from one position is shifted laterally when viewed from the other. This displacement
e, known as disparity, is inversely proportional to the distance to the object. Humans sub-
verge their eyes to bring objects of interest into rough registration (Burt et al., 1992). Hold
 few inches away from your face while focusing on a distant object and you can simultaneously
 displaced images in the near field. In refocusing on the finger, your eyes actually turn inward
here their respective optical axes converge at the finger instead of infinity.
lementations use a pair of identical video cameras (or a single camera with the ability to
ly) to generate the two disparity images required for stereoscopic ranging. The cameras are
ed straight ahead viewing approximately the same scene, but (in simplistic cases anyway)

ess the capability to verge their center of vision on an observed point, as can human eyes.
on makes placement of the cameras somewhat critical because stereo ranging can take place
egion where the fields of view overlap. In practice, analysis is performed over a selected range
s along the Z axis on either side of a perpendicular plane of zero disparity called the horopter
The selected image region in conjunction with this disparity range defines a three-dimensional
wn as the stereo observation window (Burt et al., 1993).
ently there has evolved a strong interest within the research community for dynamically
le camera orientation (Fig. 19.78), often termed active vision in the literature (Aloimonos
wain & Stricker, 1991; Wavering et al., 1993). The widespread acceptance of this terminology

omewhat unfortunate in view of potential confusion with stereoscopic systems employing
mination source (see section 4.1.3). Verging stereo, another term in use, is perhaps a more
choice. Mechanical verging is defined as the process of rotating one or both cameras about
xis in order to achieve zero disparity at some selected point in the scene (Burt et al., 1992).

 four basic steps involved in the stereo ranging process (Poggio, 1984):

nt in the image of one camera must be identified (Fig. 19.79, left).

ame point must be located in the image of the other camera (Fig. 19.79, right). 

ateral positions of both points must be measured with respect to a common reference.

e Z is then calculated from the disparity in the lateral measurements. 
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rface this procedure appears rather straightforward, but difficulties arise in practice when
o locate the specified point in the second image (Fig. 19.79). The usual approach is to match
ints” characterized by large intensity discontinuities (Conrad & Sampson, 1990). Matching
ed in regions where the intensity and/or color are uniform (Jarvis, 1983b). Additional factors
presence of shadows in only one image (due to occlusion) and the variation in image
cs that can arise from viewing environmental lighting effects from different angles. The
tch the two images of the point is called correspondence, and methods for minimizing this

7 The stereo observation window is that volume of interest on either side of the plane of zero disparity
 horopter (courtesy David Sarnoff Research Center).

8 This stereoscopic camera mount uses a pair of lead-screw actuators to provide reconfigurable
ation and vergence as required (courtesy Robotic Systems Technology, Inc.).
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ally expensive procedure are widely discussed in the literature (Nitzan, 1981; Jarvis, 1983a;
; Loewenstein, 1984; Vuylsteke et al., 1990; Wildes, 1991). 

the most basic simplification employed in addressing the otherwise overwhelming correspon-
m is seen in the epipolar restriction that reduces the two-dimensional search domain to a
sion (Vuylsteke et al., 1990). The epipolar surface is a plane defined by the point of interest
sitions of the left and right camera lenses at L and R, as shown in Fig. 19.80. The intersection
 with the left image plane defines the left epipolar line as shown. As can be seen from the
ce the point of interest P lies in the epipolar plane, its imaged point Pl must lie somewhere
t epipolar line. The same logic dictates that the imaged point Pr must lie along a similar right
 within the right image plane. By carefully aligning the camera image planes such that the
s coincide with identical scan lines in their respective video images, the correspondence search
d image is constrained to the same horizontal scan line containing the point of interest in
ge. This effect can also be achieved with nonaligned cameras by careful calibration and

 (resampling).
 the image processing burden, most correspondence schemes monitor the overall scene at
 resolution and examine only selected areas in greater detail. A foveal representation analo-

cuity distribution in human vision is generally employed as illustrated in Fig. 19.81, allowing
 field-of-view without loss of resolution or increased computational costs (Burt et al., 1993).
solution fovea must be shifted from frame to frame in order to examine different regions of
vidually. Depth acuity is greatest for small disparities near the horopter and falls off rapidly
ing disparities (Burt et al., 1992).

gulation
g by active triangulation is a variation on the stereo disparity method of distance measure-
ce of one camera is a laser (or LED) light source aimed at the surface of the object of interest.

9 Range Z is derived from the measured disparity between interest points in the left and right camera
esy David Sarnoff Research Center).

0 The epipolar surface is a plane defined by the lens centerpoints L and R and the object of interest
 from Vuylsteke et al., 1990).
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ing camera is offset from this source by a known distance A and configured to hold the
spot within its field of view (Fig. 19.82).
or two-dimensional array detectors such as vidicon or CCD cameras, the range can be
from the known baseline distance A and the relative position of the laser-spot image on the
. For mechanically scanned single-element detectors such as photodiodes or phototransistors,
l angles of the detector and/or source are measured at the exact instant the detector observes

ted spot. The trigonometric relationships between these angles and the baseline separation
 theory) to compute the distance. To obtain three-dimensional information for a volumetric
terest, laser triangulators can be scanned in both azimuth and elevation. In systems where
nd detector are self-contained components, the entire configuration can be moved mechan-
tems with movable optics, the mirrors and lenses are generally scanned in synchronization
er and detector remain stationary. 
s to active triangulation include the missing parts situation, where points illuminated by the
cannot be seen by the camera and vice versa (Jarvis, 1983b), as well as surface absorption
reflection of the irradiating energy (see Chapter 9). On the positive side, however, point-
ination of the image effectively eliminates the correspondence problem encountered in stereo
ngefinders. There is also no dependence on scene contrast, and reduced influence from
ting effects. (Background lighting is effectively a noise source that can limit range resolution.)

1 The foveal stereo representation provides high acuity near the center of the observation window,
g resolution towards the periphery (Courtesy David Sarnoff Research Center).

2 An active triangulation-ranging configuration employing a conventional CCD array as the detector.
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scopic
e computationally intensive complexities and associated resources required for establishing
nce, passive stereoscopic methods were initially limited in practical embodiments to very
es (Blais et al., 1988). One way around these problems is to employ an active source in
 with a pair of stereo cameras. This active illumination greatly improves system performance
g scenes with limited contrast. Identification of the light spot becomes a trivial matter; a

 representing a scene illuminated by the source is subtracted from a subsequent frame of the
 with the light source deactivated. Simple thresholding of the resultant difference image
tes the region of active illumination. This process is performed in rapid sequence for both

d the lateral displacement of the centroid of the spot is then determined.
t between the source and cameras is not critical in active stereoscopic ranging systems; in
rce does not even have to be located on board the robot. For example, Kilough and Hamel
ibe two innovative configurations using external sources for use with the robot HERMIES

 Oak Ridge National Laboratory. A pair of wide-angle black-and-white CCD cameras are
 a pan-and-tilt mechanism atop the robot’s head, as shown in Fig. 19.83. Analog video
 the cameras are digitized by a frame grabber into a pair of 512 by 384-pixel arrays, with

age processing performed by a Hypercube at a scaled-down resolution of 256 by 256. The
ation of the vision system was to provide control of a pair of robotic arms (from the Heathkit
ot) employed on HERMIES.
plish this task, a near-infrared LED is attached to the end of the HERO-1 arm near the
 and oriented so as to be visible within the field of view of the stereo camera pair. A

 images is then taken by each camera, with the LED first on and then off. The off represen-
ubtracted from the on representations, leaving a pair of difference images, each comprised
right dot representing the location of the LED. The centroids of the dots are calculated to

3 HERMIES IIB employed an active stereoscopic ranging system with an external laser source that
 to designate objects of interest in the video image (courtesy Oak Ridge National Laboratory).
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precisely determine their respective coordinates in the difference-image arrays. A range vector to the
LED can then be easily calculated, based on the lateral separation of the dots as perceived by the two
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is technique establishes the actual location of the manipulator in the reference frame of the
imental results indicated a 2-in. accuracy with a 0.2-in. repeatability at a distance of approx-
(Kilough and Hamel, 1989).
frared solid-state laser mounted on a remote tripod was then used by the operator to designate
nterest within the video image of one of the cameras. The same technique described above
d, only this time the imaging system toggled the laser power on and off. A subsequent
 operation enabled calculation of a range vector to the target, also in the robot’s reference
ifference in location of the gripper and the target object could then be used to effect both

d arm motion. The imaging processes would alternate in near-real-time for the gripper and
nabling the HERMIES robot to drive over and grasp a randomly designated object under
closed-loop control.

ight 
ems that employ structured light are a further refined case of active triangulation. A pattern of
a line, a series of spots, or a grid pattern) is projected onto the object surface while the camera
 pattern from its offset vantage point. Range information manifests itself in the distortions
 projected pattern due to variations in the depth of the scene. The use of these special lighting
 to reduce the computational complexity and improve the reliability of three-dimensional

sis (Jarvis, 1983b; Vuylsteke et al., 1990). The technique is commonly used for rapid extraction
uantities of visual information of moving objects (Kent, 1985), and thus lends itself well to
idance applications. Besl (1988) provides a good overview of structured-light illumination

while Vuylsteke et al. (1990) classify the various reported implementations according to the
aracteristics:

umber and type of sensors

ype of optics (i.e., spherical or cylindrical lens, mirrors, multiple apertures)

imensionality of the illumination (i.e., point or line)

es of freedom associated with scanning mechanism (i.e., zero, one, or two)

her or not the scan position is specified (i.e., the instantaneous scanning parameters are not
d if a redundant sensor arrangement is incorporated)

mmon structured-light configuration entails projecting a line of light onto a scene, originally
by P. Will and K. Pennington of IBM Research Division Headquarters, Yorktown Heights,
tz, undated). Their system created a plane of light by passing a collimated incandescent
gh a slit, thus projecting a line across the scene of interest. (More recent systems create the

by passing a laser beam through a cylindrical lens or by rapidly scanning the beam in one
 Where the line intersects an object, the camera view will show displacements in the light
re proportional to the depth of the scene. In the example depicted in Fig. 19.84, the lower
 illumination appears in the video image, the closer the target object is to the laser source.
lationship between stripe displacement and range is dependent on the length of the baseline

4 A common structured-light configuration used on robotic vehicles projects a horizontal line of
onto the scene of interest and detects any target reflections in the image of a downward-looking CCD
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between the source and the detector. Like any triangulation system, when the baseline separation
increases, the accuracy of the sensor increases, but the missing parts problem worsens.
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ensional range information for an entire scene can be obtained in relatively simple fashion
ped lighting techniques. By assembling a series of closely spaced two-dimensional contours,
ensional description of a region within the camera’s field of view can be constructed. The
sion is typically provided by scanning the laser plane across the scene. Compared to single-
ulation, striped lighting generally requires less time to digitize a surface, with fewer moving
e of the need to mechanically scan only in one direction. The drawback to this concept is
traction is time consuming and difficult due to the necessity of storing and analyzing many

ative structured-light approach for three-dimensional applications involves projecting a
grid of high-contrast light points or lines onto a surface. Variations in depth cause the grid
istort, providing a means for range extraction. The extent of the distortion is ascertained by
he displaced grid with the original projected patterns as follows (LeMoigue & Waxman, 1984): 

ify the intersection points of the distorted grid image.

 these intersections according to the coordinate system established for the projected pattern.

ute the disparities between the intersection points and/or lines of the two grids.

ert the displacements to range information.

ison process requires correspondence between points on the image and the original pattern,
e troublesome. By correlating the image grid points to the projected grid points, this
 be somewhat alleviated. A critical design parameter is the thickness of the lines that make
and the spacing between these lines. Excessively thin lines will break up in busy scenes,
ontinuities that adversely affect the intersection points labeling process. Thicker lines will
 observed grid distortion resulting in reduced range accuracy (LeMoigue & Waxman, 1984).
 intended domain of operation will determine the density of points required for adequate
retation and resolution.

sition Measurement Systems
cking uses a source element radiating a magnetic field (three axes) and a small sensor (three
ports its position and orientation with respect to the source. Competing systems provide

ti-source, multi-sensor systems that will track a number of points at up to 100 Hz in ranges
0 ft (Polhemus Incorporated, and Ascension Technologies). They are generally accurate to
0.1 in. in position and 0.1° in rotation. Magnetic systems do not rely on line-of-sight from
ject, as do optical and acoustic systems, but metallic objects in the environment will distort
c field, giving erroneous readings. They require cable attachment to a central device (as do
coustic systems). Current technology is quite robust and widely used for single or double
g, head-mounted devices, biomechanical analysis, graphics (digitization in 3D), stereotaxic

 etc.
 field sources can be AC or DC. DC sources may emit pulses rather than continuous radiation
inimize interference from other magnetic sources. Using pulsed systems allows measurement
agnetic fields in the environment during the inactive period. Knowledge of these magnetic

al to the system is used to improve accuracy and to overcome sensitivity to metals.
.85 shows a typical transmitter-drive electronics (courtesy of Ascension Technologies). It
 current pulses to each antenna of the transmitter, one antenna at a time. The transmitter
 core about which the X, Y, and Z antennae are wound. While a given transmitter antenna
ith current, readings are taken from all three antennae of the sensor. Initially the transmitter

 that the sensor can measure the x, y, and z components of the earth’s magnetic field. During
he computer sends to the digital-to-analog (D/A) converter a number that represents the
f the current pulse to be sent to the selected transmitter antenna. The D/A converter converts
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de to an analog control voltage. This control voltage goes to the multiplexer (MUX), which
o the X, Y, or Z transmitter current source.
r consists of three orthogonal antennae sensitive to DC magnetic fields. Many technologies
to implement the DC sensor. The Flock (Ascension Technologies) uses a three-axis fluxgate
er. The output from the sensor goes to the signal processing electronics. As detailed in
e sensor signal processing electronics consists of a multiplexer (MUX), which, on command
puter, switches the desired X, Y, or Z sensor antenna signal, one at a time, to the differential

IFF). The differential amplifier subtracts from this antenna signal the previously measured
of the earth’s magnetic field. It outputs only that part of the received signal that is due to the
field. The output from the differential amplifier is then filtered to remove noise and amplified.
o-digital converter converts the DC signal to a digital format that can be read by the computer.

ance Measuring Methods

g methods are used to measure displacement, and thus can be used to infer distance travelled
pplications.

of many methods to measure position and it is an indirect method of determining range.
ermined by measuring the rotation of a wheel as it traverses from the reference to the target
eel rotation is measured using angular encoders that may be digital or analog in nature. 

5 Magnetic Positioning System: Transmitting Circuit (Ascension Technologies).

6 Magnetic Positioning System: Receiving Circuit (Ascension Technologies).
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tical Encoders
s encompass a light source, optics to shape and guide the light, a coded wheel with transparent
sections, and a light detector array. There are two types of optical encoders: incremental and

 Angular Optical Encoders. A schematic is shown in Fig. 19.87. The wheel is opaque except
 along the circumference. Two rows of slots displaced by a 90° phase are used to determine
 direction. As the wheel rotates, two pulse chains 90° out of phase with each other are
hannels A and B). Distance is determined by counting the number of pulses (and quarter

creased resolution) from the initial arbitrary zero position. The reference is lost when power
d. The direction of motion is defined by determining which pulse chain leads the other. 
pulse that appears once per revolution is also usually available (Channel Z). The resolution
n the number of slots around the circumference. Larger wheels can accommodate higher
he total distance traveled depends upon the system used to count pulses. Since pulse counting
ide the sensor, distances in the meters may be measured. 
 of the pulses (Channels A, B, and Z) to obtain angular displacement is done using specialized
ett Packard makes a family of chips), or full-fledged integrated circuit boards. Data acquisition
 counters may also be programmed to decode range from these sensors. 
ially available units have a maximum operating speed of about 6000 rpm, maximum counts

on of about 360,000, a maximum resolution of 0.001°, and a frequency response of up to

gular Optical Encoders. These encoders have a wheel which is coded in such a way that each
represents a number of bits that may be either on (transparent) or off (opaque) (Fig. 19.88).
he angular position of the wheel has an absolute value given by the code of the angular
ly aligned with the optics. Its position is known even after turning the power off and on
 the optics crosses the line between two slots, the pattern changes to indicate an increment
 However, the position is uncertain if the wheel stops with the optics right on the line. To
 uncertainty, the patterns are defined according to the Grey Code. In this coding scheme, only
e pattern changes from one slot to the next. Thus, the uncertainty is minimized to one unit.

7 Optical Incremental Angular Encoder.

8 Absolute Optical Encoder.
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s are suitable to measure small ranges, in the order of hundreds of millimeters. Larger wheels
odate more slots and more bits per slot. Commercial units of 11 bits are available, with a

f ±1/2 of the least significant bit, and a frequency response of 100 K 11-bit words per second.

cal Encoders. These are the same as angular encoders, except that instead of a coded wheel,
oded bar and a slider that carries the optical and electronic components. Distance is measured
r. In commercial units, the maximum measuring distance is about 2.150 m, the maximum
.08 µm, and the maximum operating speed 508 mm/s.

ers
ers are variable electrical resistance transducers. They consist of a winding and a sliding
the sliding contact moves along the winding, the resistance changes in linear relationship
tance from one end of the potentiometer (Fig. 19.89). The variable resistance is wired as a
er so that the output voltage is proportional to the distance traveled by the wiper (Fig. 19.90).
on is defined by the number of turns per unit distance, and loading effects of the voltage
it should be considered.

ble Differential Transformers
ariable differential transformer (LVDT) generates an AC signal whose magnitude is related
cement of a moving core (Fig. 19.91). As the core changes position with respect to the coils,
e magnetic field, and thence the voltage amplitude in the secondary coil.

9 Potentiometer: Principle of Operation.

0 Potentiometer: Circuit Representation.

1 Linear Variable Differential Transformer.
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ialized electronics for demodulation or a data acquisition system to process the signal using

ariable differential transformer (RVDT) operates under the same principle as the LVDT and
ith a range of approximately ±40°.

y Sensors

nsors, used to determine the presence (as opposed to actual range) of nearby objects, were
 extend the sensing range beyond that afforded by direct-contact tactile or haptic sensors.

nces in electronic technology have significantly improved performance and reliability, thereby
e number of possible applications. As a result, many industrial installations that historically
echanical limit switches can now choose from a variety of alternative noncontact devices for
between a fraction of an inch and a few inches) sensing needs. Such proximity sensors are
o several types in accordance with the specific properties used to initiate a switching action:

etic

tive

sonic

wave

al

citive

ility characteristics displayed by these sensors make them well suited for operation in harsh
 adverse environments, while providing high-speed response and long service lives. Instru-

e designed to withstand significant shock and vibration, with some capable of handling forces
Gs and pressures of nearly 20,000 psi (Hall, 1984). Burreson (1989) and Peale (1992) discuss
nd tradeoffs associated with proximity sensor selection for applications in challenging and
nments. In addition, proximity devices are valuable when detecting objects moving at high

 physical contact may cause damage, or when differentiation between metallic and nonme-
is required. Ball (1986), Johnson (1987), and Wojcik (1994) provide general overviews of
native proximity sensor types with suggested guidelines for selection.

roximity Sensors

t form of magnetic proximity sensor is the magnetic reed switch, schematically illustrated in
 pair of low-reluctance ferromagnetic reeds are cantilevered from opposite ends of a her-
led tube, arranged such that their tips overlap slightly without touching. The extreme ends

 assume opposite magnetic polarities when exposed to an external magnetic flux, and the
attractive force across the gap pulls the flexible reed elements together to make electrical
mlin, 1988).
in both normally open and normally closed configurations, these inexpensive and robust devices
ly employed as door- and window-closure sensors in security applications. Some problems

2 The hermetically sealed magnetic reed switch, shown here with normally open contacts, is filled with
impervious to dust and corrosion.
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untered with this type of sensor due to contact bounce, structural vibration, and pitting of
urfaces in the case of inductive or capacitive loads (Burreson, 1989), prompting most designers
d for the more reliable solid-state Hall-effect magnetic sensor.
effect, as it has come to be known, was discovered by E.H. Hall in 1879. Hall noted a very
e was generated in the transverse direction across a conductor carrying a current in the
an external magnetic field (Fig. 19.93), in accordance with the following equation (White,

 voltage,
rial-dependent Hall coefficient,

ent in amps,
netic flux density (perpendicular to I) in Gauss, and
ent thickness in centimeters.

t until the advent of semiconductor technology (heralded by the invention of the transistor
t this important observation could be put to any practical use. Even so, early silicon imple-
were plagued by a number of shortcomings that slowed popular acceptance, including high
ature instabilities, and otherwise poor reliability (McDermott, 1969). Subsequent advances
 circuit technology (i.e., monolithic designs, new materials, and internal temperature com-
ave significantly improved both stability and sensitivity. With a 100-mA current flow through
nide (InAs), for example, an output voltage of 60 mV can be generated with a flux density
 (Hines, 1992). Large-volume applications in the automotive industry (such as distributor

ectronic ignition systems) helped push the technology into the forefront in the late 1970s
8). Potential robotic utilization includes position and speed sensing, motor commutation
93), guidepath following, and magnetic compasses.

r relationship of output voltage to transverse magnetic field intensity is an important feature
 to the popularity of the modern Hall-effect sensor. To improve stability, linear Hall-effect

enerally packaged with an integral voltage regulator and output amplifier. The output voltage
 above and below a zero-field equilibrium position (usually half the power supply voltage
e magnitude and direction of the offset determined by the field strength and polarity,

(White, 1988). (Note also that any deviation in field direction away from the perpendicular
ct the magnitude of the voltage swing.) Frequency responses over 100 kHz are easily achieved
).

ion of a Schmitt-trigger threshold detector and an appropriate output driver transforms the
ffect sensor into a digital Hall-effect switch. Most commercially available devices employ
ivers that provide an open-circuit output in the absence of a magnetic field (Wood, 1986).

3 In 1879, E.H. Hall discovered a small transverse voltage was generated across a current-carrying
 the presence of a static magnetic field, a phenomenon now known as the Hall effect (adapted from
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 trip point is set to some nominal value above the zero-field equilibrium voltage, and when
d is exceeded, the output driver toggles to the on state (source or sink, depending on whether
 transistor drivers are employed). A major significance of this design approach is the resulting

 of the Hall-effect switch to reverse magnetic polarity. While the mere approach of the south
rmanent magnet will activate the device, even direct contact by the north pole will have no
itching action, as the amplified output voltage actually falls further away from the Schmitt-
int. Switching response times are very rapid, typically in the 400-ns range (Wood, 1986).

Proximity Sensors

oximity switches are today the most commonly employed industrial sensors (Moldoveanu,
tection of ferrous and nonferrous metal objects (i.e., steel, brass, aluminum, copper) over
ces. Cylindrical configurations as small as 4 mm in diameter have been available for over a
th, 1985). Because of the inherent ability to sense through nonmetallic materials, these sensors
d, potted, or otherwise sealed, permitting operation in contaminated work areas, or even
n fluids. Frequency responses up to 10 kHz can typically be achieved (Carr, 1987).
 proximity sensors generate an oscillatory RF field (i.e., 100 kHz to 1 MHz) around a coil of
ly wound around a ferrite core. When a metallic object enters the defined field projecting
nsor face, eddy currents are induced in the target surface. These eddy currents produce a
agnetic field that interacts with field of the probe, thereby loading the probe oscillator. The
edance of the probe coil changes, resulting in an oscillator frequency shift (or amplitude

 is converted into an output signal proportional to the sensed gap between probe and target.
iagram of a typical inductive proximity sensor is depicted in Fig. 19.94(A). The oscillator

n active device (i.e., a transistor or IC) and the sensor probe coil itself. An equivalent circuit
)) representing this configuration is presented by Carr (1987), wherein the probe coil is

an inductor Lp with a series resistor Rp, and the connecting cable between the coil and the
nt shown as a capacitance C. In the case of a typical Collpitts oscillator, the probe-cable
 is part of a resonant frequency tank circuit. 
uctive target enters the field, the effects of the resistive component Rp dominate, and resistive
 tank circuit increase, loading (i.e., damping) the oscillator (Carr, 1987). As the gap becomes
amplitude of the oscillator output continues to decrease, until a point is reached where
an no longer be sustained. This effect gives rise to the special nomenclature of an eddy-
d oscillator (ECKO) for this type of configuration. Sensing gaps smaller than this minimum
ypically from 0.005 to 0.020 in.) are not quantified in terms of an oscillator amplitude that
ith range, and thus constitute a dead-band region for which no analog output is available.
g the oscillator output amplitude with an internal threshold detector creates an inductive
itch with a digital on/off output (Fig. 19.95). As the metal target approaches the sensor face,

r output voltage falls off as shown, eventually dropping below a preset trigger level, whereupon
d comparator toggles from an off state to an on state. Increasing the gap distance causes the

4 (A) Block diagram of a typical ECKO-type inductive proximity sensor (adapted from Smith, 1985),
alent oscillator circuit (adapted from Carr, 1987).
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gain rise, and the output switches off as the release level is exceeded. The intentional small
etween the trigger level and the release level, termed hysteresis, prevents output instabilities
ection threshold. Typical hysteresis values (in terms of gap distance) range from 3% to 20%

um effective range (Damuck & Perrotti, 1993).
ensing range is approximately equal to the diameter of the sensing coil (Koenigsburg, 1982)
nced by target material, size, and shape. The industry standard target (for which the nominal
nce is specified) is a 1-mm-thick square of mild steel of the same size as the diameter of the
ree times the nominal sensing distance, whichever is greater (Flueckiger, 1992). For ferrous

eased target thickness has a negligible effect (Damuck & Perrotti, 1993). More conductive
arget materials such as copper and aluminum result in reduced detection range, as illustrated
. For such nonferrous metals, greater sensing distances (roughly equivalent to that of steel)

ved with thin-foil targets having a thickness less than their internal field attenuation distance
). This phenomenon is known as the foil effect and results from the full RF field penetration
ditional surface eddy currents on the reverse side of the target (Damuck & Perrotti, 1993). 

 two basic types of inductive proximity sensors: (1) shielded (Fig. 19.96(A)) and (2) unshielded
B)). If an unshielded device is mounted in a metal surface, the close proximity of the
 metal will effectively saturate the sensor and preclude operation altogether (Swanson, 1985).
 this problem, the shielded configuration incorporates a coaxial metal ring surrounding the
cusing the field to the front and effectively precluding lateral detection (Flueckiger, 1992).
associated penalty in maximum effective range, as shielded sensors can only detect out to
he distance of an unshielded device of equivalent diameter (Swanson, 1985).
terference between inductive proximity sensors operating at the same frequency can result if

 installed with a lateral spacing of less than twice the sensor diameter. This interference typically
elf in the form of an unstable pulsing of the output signal, or reduced effective range, and is
o occur in the situation where one sensor is undamped and the other is in the hysteresis range
). Half the recommended 2d lateral spacing is generally sufficient for elimination of mutual

Above Attenuation Factors (Smith, 1985)

Material Attenuation Factor

Cast Iron 1.10
Mild Steel 1.00
Stainless Steel 0.70–0.90
Brass 0.45
Aluminum 0.40
Copper 0.35

5 A small difference between the trigger and release levels (hysteresis) eliminates output instability as
ves in and out of range (adapted from Moldoveanu, 1993).
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n the case of shielded sensors (Gatzios & Ben-Ari, 1986). When mounting in an opposed
uration, these minimal separation distances should be doubled.

 Proximity Sensors

ve proximity sensor is very similar to the previously discussed inductive proximity sensor, except
acitive type can reliably detect dielectric materials in addition to metals. Effective for short-
ion out to a few inches, such sensors react to the variation in electrical capacitance between
plate) and its surrounding environment. As an object draws near, the changing geometry
ctric characteristics within the sensing region cause the capacitance to increase. This change
ce can be sensed in a number of different ways: (1) an increase in current flow through the
 1984), (2) initiation of oscillation in an RC circuit (McMahon, 1987), or (3) a decrease in
y of an ongoing oscillation (Vranish et al., 1991). Typical industrial applications include level
various materials (i.e., liquids, pellets, and powders) and product detection, particularly
metallic packaging.

 Proximity Sensors

eceding proximity sensors relied on target presence to directly change some electrical charac-
operty (i.e., inductance, capacitance) associated with the sense circuitry itself. The ultrasonic
nsor is an example of a reflective sensor that responds to changes in the amount of emitted
ned to a detector after interaction with the target of interest. Typical systems consist of two
(one to transmit and one to receive the returned energy), although the relatively slow speed
kes it possible to operate in the transceiver mode with a common transducer. The transmitter
tudinal wave in the ultrasonic region of the acoustical spectrum (typically 20–200 kHz), above
imits of human hearing.
 proximity sensors are useful over distances out to several feet for detecting most objects,

olid. If an object enters the acoustical field, energy is reflected back to the receiver. As is the
y reflective sensor, maximum detection range is dependent not only on emitted power levels,
he target cross-sectional area, reflectivity, and directivity. Once the received signal amplitude
set threshold, the sensor output changes state, indicating detection. Due in part to the advent
microcontrollers, such devices have for most situations been replaced by more versatile
nging systems that provide a quantitative indicator of distance to the detected object (section
TOF Systems”).

 Proximity Sensors

roximity sensors operate at distances of 5–150 ft or more (Williams, 1989) and are very similar
onic units discussed above, except that electromagnetic energy in the microwave region of
gy spectrum is emitted. The FCC has allocated 10.50–10.55 GHz and 24.075–24.175 GHz
ve field-disturbance sensors of this type (Schultz, 1993). When the presence of a suitable

6 Shielded inductive sensors (A) can be embedded in metal without affecting performance, while the
riety (B) must be mounted on nonmetallic surfaces only (Flueckiger, 1992).
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eld of view. An alternative configuration employing a single transmit/receive antenna mon-
ppler shift induced by a moving target to detect relative motion as opposed to presence.

rs are usually larger than inductive and capacitive sensors, and they are best suited to detect
s.

oximity Sensors

toelectric) sensors commonly employed in industrial applications can be broken down into
roups: (1) opposed, (2) retroreflective, and (3) diffuse. (The first two of these categories are
roximity” sensors in the strictest sense of the terminology.) Effective ranges vary from a few
o several hundred feet. Common robotic applications include floor sensing, navigational
and collision avoidance. Industrial applications include sensing presence at a given maximum
unting, or to work on a part), sensing intrusion for safety systems, alignment, etc. Modulated

d energy is typically employed to reduce the effects of ambient lighting, thus achieving the
al-to-noise ratio for reliable operation. Visible-red wavelengths are sometimes used to assist
n alignment and system diagnostics.
rformance depends on several factors. Effective range is a function of the physical character-
ze, shape, reflectivity, and material) of the object to be detected, its speed and direction of
design of the sensor, and the quality and quantity of energy it radiates or receives. Repeatability
is based on the size of the target object, changes in ambient conditions, variations in reflectivity
terial characteristics of the target, and the stability of the electronic circuitry itself. Unique
characteristics of each particular type can often be exploited to optimize performance in
ith the needs of the application.

de
called an “electric eye” at the time, the first of these categories was introduced into a variety
ns back in the early 1950s, to include parts counters, automatic door openers, annunciators,
 systems. Separate transmitting and receiving elements are physically located on either side
 of interest; the transmitter emits a beam of light, often supplied in more recent configurations

that is focused onto a photosensitive receiver. Any object passing between the emitter and
ks the beam, disrupting the circuit. Effective ranges of hundreds of feet or more are routinely
 often employed in security applications.

ve Mode
e sensors evolved from the opposed variety through the use of a mirror to reflect the emitted
to a detector located directly alongside the transmitter. Corner-cube retroreflectors (Fig. 19.97)
placed the mirrors to cut down on critical alignment needs. Corner-cube prisms have three

rpendicular reflective surfaces and a hypotenuse face; light entering through the hypotenuse
cted by each of the surfaces and returned back through the face to its source. A good
e target will return about 3000 times as much energy to the sensor as would be reflected
 of white typing paper (Banner, 1993). In most factory automation scenarios, the object of
tected when it breaks the beam, although some applications call for placing the retroreflector
itself.

7 Corner-cube retroreflectors are employed to increase effective range and simplify alignment
 Banner, 1993).
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e
imity sensors in the diffuse category operate in similar fashion to retroreflective types, except
is returned from the surface of the object of interest, instead of from a co-operative reflector
 This feature facilitates random object detection in unstructured environments.
 several advantages of this type of sensor over ultrasonic ranging for close-proximity object
here is no appreciable time lag since optical energy propagates at the speed of light, whereas
second can be required to update a sequentially fired ultrasonic array of only 12 sensors. In
tical energy can be easily focused to eliminate adjacent sensor interaction, thereby allowing
sors to be fired simultaneously. Finally, the shorter wavelengths involved greatly reduce
e to specular reflection, resulting in more effective detection of off-normal surfaces. The

e, of course, is that no direct range measurement is provided, and variations in target
an sometimes create erratic results. One method for addressing this limitation is discussed
ection.

Mode
imity sensors can employ a special geometry in the configuration of the transmitter with
e receiver to ensure more precise positioning information. The optical axis of the transmitting
ed with respect to that of the detector, so the two intersect only over a narrowly defined
strated in Fig. 19.99. It is only at this specified distance from the device that a target can be
o reflect energy back to the detector. Consequently, most targets beyond this range are not
is feature decouples the proximity sensor from dependence on the reflectivity of the target
is useful where targets are not well displaced from background objects.

s
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ight Detection, Image, and Vision Systems

S. Ipson

ion

ors span a broad spectrum of complexity. The simplest are single sensors whose output
asy to interpret and to interface to other components like microprocessors. In contrast, the
rs in video and digital cameras, incorporating arrays of up to several million detectors,
put signals which are complicated to interface and require powerful processors to interpret.
f complexity, the purpose of a light detector is to measure light, and the section ‘‘Basic

’’ introduces a number of radiometric terms that are employed in the characterization of
urces, and detectors. However, manufacturers often specify the performance of their devices

metric units, which take into account the human visual response to light, and so it is necessary
d both radiometric and photometric measures of light. Sources of light are briefly discussed
ight Sources.” There are several types of light detector in common use and the principles
 and characteristics of the most widely used, including pyroelectric, photoresistive, photo-

phototransistor are summarized in section ‘‘Light Detectors.” Vision systems have optical
 to form an image and an image sensor to convert the light image into an electrical signal.
ation is reviewed in section ‘‘Image Formation,” before introducing the most widely used
sed on charge-coupled device (CCD) technology and complementary metal oxide semicon-
OS) technology, in section ‘‘Image Sensors.” The elements required to complete a vision
iscussed briefly in the final section.

iometry

 is electromagnetic energy radiated with very short wavelengths in the range between about
 nm. At shorter wavelengths, to about 30 nm, is invisible ultraviolet light and at longer wave-
o about 0.3 mm, is invisible infrared radiation. Although electromagnetic radiation displays
or including interference and diffraction, it can also behave like a stream of particles and is
 absorbed by matter in discrete amounts of energy called photons. The energy ε of a light
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 wavelength λ is given by 

 (19.74)

anck’s constant (6.6 × 10−34 J s), c is the speed of light (3 × 108 m s−1) [1]. The most fundamental
he measurement of light is radiant power, sometimes called radiant flux (F), which is the
gy (photons) per unit time across a specified region in space. It is measured in watts and
lly to visible and invisible radiation. The corresponding photometric unit is the lumen (lm),
into account the varying sensitivity of the eye to light of different wavelengths. One watt of
th a wavelength of 555 nm is defined equal to 683 lm. At other wavelengths the number of
duced (half response at 510 and 610 nm) according to the bell-shaped CIE standard eye-
ve. The remaining radiometric terms, irradiance, intensity, and radiance, are measures of the
n of light flux. Irradiance (E) is the total radiant power falling on unit area of a surface and
in W m−2. The corresponding photometric quantity is illuminance, measured in lm m−2(lux).
nsity (I) is a measure of a point source’s ability to illuminate a surface, which decreases as
f the distance d to the surface. It is measured in Wsr−1 and its photometric equivalent is
tensity measured in candelas (lm sr−1 or cd). The irradiance from a point source of intensity
a small area A of a surface at distance d with normal inclined at an angle θ to the source as
g. 19.100, is given by

(19.75)

w real sources would seem to be good approximations to a point source (stars in the night
ptions), it is often a good approximation to calculate the irradiance of a surface (detector)
 the source has a specified intensity. The error caused by ignoring the spatial extent of the

s than 1%, if the distance to the source is greater than ten times the largest dimension of the
hen the distance is five (three) times the source size, the error is nearer 4% (9%). Radiant

he most easily measured property of a light source and is often quoted as the performance
f a source. Some point sources radiate uniformly in all directions and have an intensity which
ent of direction. Other point sources emit nonuniformly. A Lambertian point source is a
e intensity varies with direction as I0cosθ, where θ is the angle between the measurement
d the direction of maximum intensity I0. Many light sources have an intensity which falls off
ore rapidly than in the case of a Lambertian emitter, which has half intensity at an angle of

e forward direction.
ource has appreciable spatial extent, its radiance (R) in a given direction is defined as the
sity of the source in that direction divided by the area of the source projected in the same
d is measured in W sr−1 m−2. Conversely, the intensity of a source is the product of its area

00 A point source of intensity I emits
r F into the solid angle subtended by the
rradiance at distance d from the source is
e dimensions of A are small compared with
gle can be approximated by Acos(θ)/d2.

�
hc
λ
-----=

E
F
A
--- I θcos

d2
--------------= =
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his fact is used to calculate the image illuminance from an object of specified radiance using
ns. The photometric equivalent of radiance is luminance, sometimes loosely called brightness,
red in cd m−2. Apart from color, brightness is the only property of light that we can perceive.

 normalized by size, the radiance of sources with different sizes can be compared. For example,
 of the sun is about 1.3 × 106 W sr−1 m−2, the radiance of a 1000 W mercury arc lamp is about

−2, and the radiance of a 1-mW He–Ne laser with beam diameter of 1 mm and a beam
f 1 mrad is about 1.6 × 109 W sr−1 m−2. The radiance of most sources increases as the viewing
proaches the direction normal to the source surface. An extended Lambertian source is an
e intensity and projected area vary in the same way with viewing direction, so the radiance
nt of viewing direction.
 necessary to estimate the response of a light detector to different light sources. Exact

 are difficult because the required information may not be available, so it is often better to
le estimate and then adjust the equipment to produce the required response. If the source
ll compared with its distance d from the detector then the radiation falling on the detector
ated by assuming that the source is a Lambertian point source of intensity I equal to the

ts brightness B and its area S. The irradiance falling on the detector is then given by [2]

(19.76)

 φ are the angles between the normals of the source and detector, respectively, and the line
ource and detector. If the source is circular, its solid angle S/d2 can be approximated by πα2,

 the angle in radians equal to the radius of the source divided by its distance from the detector
ht detectors have a directional response to radiation, which may be too wide or too narrow
ded application. The extent of the angular response of a detector to light can be reduced

mating tube. Alternatively, if the detector is placed at the focal point of a lens the angular
 be decreased or increased using positive or negative lenses. If the source is effectively a point

ight brought to focus by the lens falls on the detector, then there is the added advantage of
ty increasing by a factor equal to the ratio of the lens-to-detector area.

rces

of a light detector should take into account the nature of the light source, which might be
ngsten filament lamp, a quartz halogen lamp, a fluorescent tube, a light emitting diode, etc.

 properties of light sources arise partly from their construction and partly from the physical
ich lead to the emission of light [3]. Many sources are thermal in nature; that is, their light

due to their high temperature. An object heated to incandescence, such as the filament in a
ment lamp, emits a broad continuous spectrum of electromagnetic radiation, with an
t depends on the temperature and its surface emissivity. At any given temperature, no surface
radiation than a completely black surface, which has emissivity 1.0 at all wavelengths. It can
t when designing light detecting systems to be aware that the visible light from such lamps
orescent lamps) is often accompanied by significant amounts of invisible radiation, which

ay be sensitive to, even if the eye is not. Many light sources operate at temperatures near
rature and hence are not in thermal equilibrium. Luminescence is the general term used to
 production of light at a greater rate than that due to the temperature of the body. Common
 such sources are light-emitting diodes (LEDs), zinc-sulfide electroluminescent panels, and
-beam excited phosphors in computer monitor and TV screens. The major properties of
de: total radiant or luminous power output; efficiency in converting electrical power into

er; spectral composition of the output; directionality of the output radiation; area of the

E
I φcos

d2
-------------- BS θ φcoscos

d2
-------------------------------= =
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face; lamp size and operating temperature. Table 19.5 lists characteristics of a number of
es of light sources taken from the lamp suppliers data sheets. 

tectors

ctor converts the radiant power it absorbs into a change of a device parameter such as
rface charge, current, or voltage. A number of light detectors are shown in Fig. 19.101. Some

tioning electronics may also be needed to convert the basic output from the detector into a
 voltage signal, for example, for digitization by an analog-to-digital converter (ADC). This
rated into the detector or require external components. Light detectors can be divided into
pes, thermal or photon devices. In thermal detectors, the heating effect of the absorbed

sults in a change in a temperature dependent parameter, such as electrical resistance (in
 or thermoelectric emf (in thermopiles). The output of thermal detectors is usually propor-
 radiant power absorbed in the detector, and provided the absorption efficiency is the same
ngths, the output is independent of wavelength. The most widely used type of thermal
e pyroelectric detector, which is discussed in the next section. Photon detectors, in contrast
etectors, depend on the generation of free charge by the absorption of individual photons.
-induced charge causes a change in device resistance, in the case of photoresistors, or an

Size Input Light Output View Angle Spectral Type

ellow LED 10 mm dia. 20 mA, 2.1 V 14 cd 4° Peak at 590 nm
As LED 5 mm dia. 0.1 A, 1.9 V 16 mW sr−1 80° Peak at 880 nm

5 mm dia. 0.1 A, 1.9 V 135 mW sr−1 8° Peak at 880 nm
 lamp 11 mm dia. 6 V, 0.3 A 11 lm 360° Black body
rescent tube 300 × 16 mm dia. 8 W 480 lm 360° White
escent tube 1500 × 26 mm dia. 58 W 4800 lm 360° White
gen dichroic 51 mm dia. 12 V, 20 W 3300 cd 12° 3000 K
gen dichroic 51 mm dia. 12 V, 20 W 460 cd 36° 3000 K

01 A collection of light detectors is shown. Along the top row from left to right are four silicon
with areas of 1, 5, 41.3, and 7.5 mm2, the last with a photometric color correction filter. Along the
om left to right are a CdS photoresistor, a pyroelectric detector, a phototransistor, and a quadrant silicon
ontaining four separate sensing elements. Along the bottom row from left to right are a 256-element
 64-element charge integrating CMOS array, and a 16-element linear silicon photodiode in a 24-pin
 The diode pitch is 1 mm.
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nt or output voltage, in the case of photodiodes and transistors. All these photon detectors
nimum photon energy to create mobile electrons and consequently have a maximum wave-
ndent on the detector material, beyond which they do not operate. On the other hand,
ctors generally respond faster to changes in radiation level than thermal detectors and are
ve.

c Detectors

 detectors employ a ferroelectric ceramic material (such as lead zirconate or lithium tantalate)
olecules with a permanent electric dipole moment [4]. Below a critical temperature, known
 temperature, the dipoles are partly aligned and give rise to a net electrical polarization for
ystal. As the material is heated and its temperature rises, increased thermal agitation of the
duces the net polarization, which falls to zero at the Curie temperature. The basic detector,
g. 19.102, consists of a thin slab of ferroelectric material fabricated so that the polarization
 the large area faces on which transparent electrodes are evaporated. These are connected
 a load resistor (up to 1011 Ω). An increase in radiation falling on the detector makes its
 rise and causes the captive surface charge, which is proportional to the polarization, to
 causes a change in the charge induced in the electrodes and a current to flow in the load
ecause of the large value of the load resistor used in pyroelectric detectors, an impedance

rcuit, such as a JFET source following circuit, is usually built into the detector as shown in
Pyroelectric detectors only respond to changing irradiation and typically can detect radiation
n to about 10−8 W at 1 Hz. Because they respond to the heating caused by absorption of the
ey have a wide spectral response. They are useful as low-cost infrared detectors, intruder
fire detectors. 

tectors

idely used photon detectors are made from a semiconducting material. In semiconductors,
s fill the available energy levels in the material up to the top of the valence band (VB), which
 from the bottom of the empty conduction band (CB) by an energy gap Eg, which is
c of the material. These energy bands are completely full or empty, respectively, only at a
 of absolute zero (0 K). At a higher temperature, an equilibrium is reached between the
tation of electrons across the gap (producing free electrons in the CB and positively charged
 the VB) and the recombination of pairs of free electrons and holes. The equilibrium number
rons and holes increases rapidly with temperature (T) according to the Boltzmann factor
, where k is Boltzmann’s constant (1.38 × 10−23 J/K). This equilibrium is disturbed when

th energy greater than Eg, are absorbed by electrons which are excited across the gap. When
 source is removed, the number of excess electrons and holes quickly falls back to zero over
d governed by the recombination time of the material. While excess free charge is present

easurable change in the electrical conductivity and this is used in photoresistive (also called
ctive) detectors. Alternatively, in junction detectors, the rate of generation of photocharge is
 an output current, or voltage. All semiconductor photon detectors have a relatively narrow

02 The basic components within a pyroelectric detector are indicated. An increase in radiation falling
ectric material causes its temperature to rise and the charge on its surface to change. A transient current
 the resistor RL which is of the order of 1011 Ω. The JFET reduces the output impedance to R.
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ress LLC



spectral resp
discussed in

Photoresisto
The electrica
and the othe

Each term i
(valence) ba
The increase
operation of
of which ele
The photon
to their sepa
Because the
power PD is 

where a and
it is low cost
lead sulfide,
out to 7000
The wavelen
near and abo
atmosphere.
be cooled be
rule of thum
temperature

Junction De
In photoresi
with recomb
electrical co
generated el

FIGURE 19.1
causes the re
typically empl
spacing result

Evaporated
metal electrodes

0066_frame_C19  Page 124  Wednesday, January 9, 2002  5:32 PM

©2002 CRC P
onse, which peaks at a wavelength about hc/Eg. Photoresistors and junction detectors are
 more detail in the following sections.

rs
l conductivity of a semiconductor is the sum of two terms [5], one contributed by electrons
r by holes, as follows:

 (19.77)

s proportional to n(p) the number of electrons (holes) per unit volume in the conduction
nd, the electron (hole) mobility µn(µp), and the magnitude of the charge of the electron e.
 in conductivity, caused by the absorption of photons increasing n and p, is the basis for the
 the photoresistive detector. This consists of a slab of semiconductor material on the faces
ctrodes are deposited to allow the resistance to be monitored, as illustrated in Fig. 19.103.
-induced current is proportional to the length of the electrodes and inversely proportional
ration, hence the typical comb-like electrode geometry of photoresistors, shown in Fig. 19.73.
 resistance RC is inversely proportional to conductivity, the variation of RC with incident
very nonlinear and is often expressed in the form

(19.78)

 b are constants. Cadmium sulfide is commonly used as a detector of visible radiation because
 and its response is similar to that of the human eye. Other photoconductive materials include
 with a useful response from 1000 to 3400 nm, indium antimonide with a useful response
 nm, and mercury cadmium telluride with peak sensitivity in the range 5000–14,000 nm.
gth range 5000–14,000 nm is of importance because it covers the peak emission from bodies
ve ambient temperature and also corresponds to a region of good transmission through the

 Photoconductive devices used for the detection of long wavelength infrared radiation should
cause of the noise caused by fluctuations in the thermal generation of charge. As a rough
b, because of the Boltzmann factor, a detector with energy gap Eg should be cooled to a

 less than Eg/25k.

tectors
stors, the rate of generation of electron–hole pairs by the absorption of radiation, combined
ination at a rate characteristic of the device, results in an increase in free charge and therefore

nductivity. In junction photodetectors [6], such as photodiodes and phototransistors, newly
ectron–hole pairs separate before they can recombine so that a photon-induced electric

03 A simple light detector circuit employing a photoresistor is shown. An increase in light illumination
sistance of the photoresistor to decrease and the output voltage to increase. The comb-like pattern
oyed in photoresistors gives a relatively large active area of photoconducting material and a small electrode
ing in high sensitivity. 
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be detected. The separation of electrons and holes takes place in the electric field associated
unction fabricated in a semiconductor material, which is usually silicon. The structure of a
n photodiode is shown in Fig. 19.104. The substrate material is lightly doped n-type silicon,
e group IV silicon into which has been added a small amount of a group V impurity element.
utes free electrons to the conduction band of the silicon leaving the impurity atoms ionized
positive charge. A region of heavily doped p-type silicon is formed on the top face of the
adding a group III impurity element, by diffusion or ion implantation for example. The group
ntribute free holes to the valence band leaving negatively charged impurity ions. The P-N
he boundary surface between the p-type and n-type regions on which the opposite impurity
ns are equal. The mobile electrons and holes diffuse across the boundary from the side
re in the majority, to the side where they are in the minority. There they recombine leaving
taining unscreened positive impurity ions on one side of the junction and a region containing
negatively charged impurity ions on the other. The charged region is called the space charge
 region, because it is depleted of free charge. The movement of mobile charge continues until
 driving force is balanced by the opposing electric field created in the depletion region by
n of charge. When equilibrium has been established, the voltage across the depletion region,
ilt-in voltage, is about 0.6 V (for silicon). The depletion region extends much further into

licon than into the p-type silicon for the photodiode shown in Fig. 19.104 because of the very
ing concentrations. The p-type region is made very thin, so that radiation can pass through

llic contacts are made to the p-type and n-type materials. An ohmic contact forms between
heavily doped silicon and to ensure a good ohmic contact to the lightly doped n-type material,
iate more heavily doped n-type region is included as shown.
hole pairs formed in the depletion region when light with wavelength less than hc/Eg is
 separated by the electric field in this region and can be detected in two ways. If the photodiode
circuit, a voltage Vp appears across the diode, varying logarithmically with the incident

D as follows:

(19.79)

he probability of a photon being absorbed, A is the active area of the photodiode, and i0 is
rent due to thermal generation. This is the photovoltaic mode of operation. If the diode is

th a reverse bias, a photon-generated current ip flows given by the following expression:

 (19.80)

04 The basic structure of a typical silicon photodiode is illustrated. A space charge, or depletion
med by the diffusion of mobile charge across the surface between the p-type and n-type silicon. It
est into the n-type silicon because this is more lightly doped than the p-type silicon. Any electron hole
d in this region are prevented from recombining by the presence of the electric field, which sweeps

llowing them to contribute to the photon generated current. The p-type region is made thin to allow
netrate into the depletion region.
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oconductive mode, the current through the photodiode varies linearly with light irradiance.
rrent i0 varies rapidly with temperature and limits the sensitivity of the device but the photo-
ode generally has faster response, better stability, and wider dynamic range than the photovoltaic

esponsivity KD of the detector is defined by the relation ip = KDPD and is less than 1 A W−1 for
de. In the ideal case, KD varies linearly with wavelength, according to Eq. (19.80), up to the
lue set by the energy gap. Photodiodes are available with a wide variety of characteristics
ensitivity (area), speed of response, spectral response, and acceptance angle. They are available
evices or multiple devices (quad, linear array) in a single package.
t signals from photodiodes needs amplification for many applications. This may be provided
 amplifier or by providing internal gain as in the phototransistor. This is constructed so that

n fall on the base region of the transistor and the resulting base current is then internally
ften there is no external connection to the base and the amplified photocurrent is monitored
ple circuit shown in Fig. 19.105. A typical phototransistor has a responsivity several hundred
 than that of a photodiode but the frequency response is relatively poor. Phototransistors

tegrated with a spectrally matched LED into a single sensor package to act as a proximity
 end-of-tape sensors, coin detectors, and level sensors. For reference, the characteristics of
rent types of discrete light detector are listed in Table 19.6.
ating many small light detectors in a closely spaced array, it is possible to measure light
an array of points over a region. This is ideal for electronic imaging applications involving
ill cameras. Image sensors designed for this purpose are discussed in the section titled ‘‘Image
t first it is useful to consider the formation of the images which the detectors sense. 

Active Region Response Spectral Response Dark Current Time Angle

41.3 mm2 0.5 A W−1 
peak

800 nm peak, range 
350–1100 nm

4 nA 25 ns NA

 
0.5 mm2 0.35 A W−1 800 nm peak, range 

400–1000 nm
10 nA 1 ns NA

n 7.5 mm2 7 nA lux−1 560 nm peak, range 
460–750 nm

2 nA 3.5 µs 100°

e Each diode 
0.66 mm2

0.6 A W−1 900 nm peak, range 
400–1100 nm

0.1 nA 4 ns NA

tor
0.7 mm2 9 µA lux−1 880 nm peak, range 

450–1100 nm
0.3 µA 15 µs 30°

tor
0.7 mm2 2 µA lux−1 880 nm peak, range 

450–1100 nm
0.3 µA 15 µs 80°

ctor
6.3 mm dia. 9 kΩ at 10 lux, 

400 Ω at 
1000 lux

530 nm peak NA 100 ms NA

05 A simple phototransistor light detec-
shown. Photon-generated current flowing
llector diode may be amplified several hun-
y transistor action. Although the photon-
rent is much larger than in an equivalent
response time of the phototransistor is R L
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rmation

rfect images are formed by small pinholes, lenses are needed to form bright images and
simple single-component lenses used to increase the amount of light falling on a single
n low-cost cameras to complex zoom lenses, with between 14 and 20 components, capable
g high quality images of varying size. The two most important properties of a lens are its
f, which determines the imaging behavior, and its light-gathering power or speed, specified
ber f#. A lens has an optical axis passing through the central axis of each of its components
 a ray of light passes without deviation. A lens is characterized, regardless of its complexity,
al points [2] spaced along the optical axis as illustrated in Fig. 19.106, for a positive converging
sition and magnification of the image of an object can be determined using these cardinal
h include two focal points, two nodal points, and two principal points. The nodal points
perty that a ray outside the lens travelling towards one nodal point emerges from the lens
direction, appearing to come from the other nodal point. The focal point is the point which
t incident on the lens parallel and close to the optical axis converges to (positive lens) or
 (negative lens) after passing through the lens. The point where the lines colinear with the

wo sides of the lens intersect defines a point on the principal plane. The point where the
intersects the principal plane is called the principal point. There are two nodal points, focal
rincipal planes, because light can be incident on the lens from either side. The front and

engths of the lens are the distances between the front and back focal points and their
ng principal planes. In the normal situation, when the lens is operating in a single medium,
he positions of the nodal points and principal points coincide and the front and back focal
qual. In general, when the lens construction is asymmetric, the front and back focal points
nt distances from the corresponding external lens surface. In the case of an ideal thin lens,
l planes coincide with the lens center but in multi-element lenses they may be separated by

m, depending on the lens design. A lens of focal length f produces an image in best focus
 v when the object is at distance u where

(19.81)

nces are measured to the corresponding principal planes. The image magnification m, defined
f image to object sizes, is equal to the ratio of the image to object distances and is related to

06 The cardinal points of a multi-element lens operating in a single medium (usually air) are indicated.
 points and nodal points then coincide at N1 and N2 and the front and rear focal lengths are equal (f ).
m an object point are traced through the lens to the corresponding image point using the properties
l points. In the case shown the image magnification is 0.5, so the image is some distance behind the

nt F2. For distant objects the image plane would coincide with the plane transverse to the optical axis
gh F2. Lenses are normally corrected for aberrations assuming that the object distance will be greater
e distance. In this case, for close-up work when the image distance is greater than the object distance,
lity is improved by reversing the lens.

1
u
--- 1

v
--+ 1

f
--=
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(19.82)

 the separation between the principal planes. Lenses generally have a focusing range around
he focal length giving a maximum magnification of 0.05–0.1. For larger magnifications
ngs can be fitted between the lens and sensor mounting. The extension size required, with
sed at infinity, is simply the product of the magnification and the focal length, since image
m + 1). When a lens is focused to produce an optimally sharp image for a particular object
here is range of closer and further object distances over which the image is still acceptably
range is called the depth-of-field or depth-of-view Fo and its size depends on the f-number
he magnification, and the acceptable blur spot size C in the image plane [7]. The blur spot
 on the image sensor and for 35 mm film C is usually assumed to be between 0.02 and 0.033
r an image sensor array C is the separation between the individual detector elements, typically
m. Depth-of-field decreases with magnification and for m greater than 0.1 is calculated

llowing formula:

 (19.83)

y of alignment required of the image sensor depends on the depth-of-focus Fi, which is the
 range of image positions over which the image is acceptably sharp. Sensor alignment is most
 the lens f-number is small and the image magnification is also small. When m is small Fi

Cf# v/f and equals m2Fo. When m is large, the depth-of-focus is not so critical.
ently necessary to relate the lighting of a scene to the image irradiation falling on a sensor.
calculations are difficult, it is usually best to make a simple estimate and then make fine
 to the lighting or lens aperture. When the object of interest in the scene is not a light source
 because it is reflecting light, then its luminance must be estimated from the radiation falling
 reflection coefficient Ro of its surface [3]. For example, if the object is a Lambertian surface,
ation Lo, then its luminance is given by

(19.84)

s is used to form an image of the object, the illuminance on the optical axis in the image
ux is related to the luminance of the object B in cd m−2 by

(19.85)

efined as the ratio of the focal length to diameter of the effective lens aperture and losses in
characterized by a transmission coefficient T[7]. Due to a number of geometrical factors,
umination falls off with angle θ from the optic axis as cos4θ. Near the axis, the illuminance
lowly with angle but at an angle of 30° it has fallen by 44%. Equation (19.85) is the basis
e speed of lenses by their f-numbers and indicates that the smaller the f-number, the greater
luminance. This formula is appropriate when the magnification is small, but for close-up
 the image distance is significantly greater than the focal length, the f-number f# should be
(m + 1)f# when calculating image illuminance.

DT
f m 1+( )2

m
----------------------= DN+

Fo 2f#
C m 1+( )

m2
----------------------=

B Lo

Ro

π
-----=

Ls
TBπ

2f# m 1+( )[ ]2
--------------------------------=
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Lenses are manufactured to match standard image sizes such as the 36 mm × 24 mm 35 mm photo-
graphic format and the standard television sensor sizes 1″, 2/3″, 1/2″, 1/3″, and 1/4″. These sizes are
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example, a 1
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e twice the horizontal dimension of a rectangular image with 4:3 aspect ratio so that, for
″ sensor has a width of 12.7 mm, a height of 9.5 mm, and a diagonal length of 15.9 mm.
e similarly specified to allow easy matching of lenses to sensors. The maximum angular field-
of a lens focused at infinity is given by 

 (19.86)

the diagonal of the sensor format. For example, a 35-mm lens with a focal length of 55 mm
f view of 43°. Because image distortion and sharpness worsen towards the edges of the field
acceptable, for example, to use a 2/3″ lens with a 1/2″ sensor, but not the converse. A 35-mm
 generally performs much better, at relatively low cost, than a corresponding C-mount lens
 a TV camera but a C-mount to Pentax, Cannon, or Nikon mount converter is then required. 

nsors

ion of an output signal from a standard image sensor involves up to four operations: the
f the spatial distribution of light irradiance in the image plane into a corresponding spatial

 of charge; the accumulation and storage of this charge near the point where it is generated;
or read-out of this charge; and the conversion of the charge to an output voltage signal. Each
rations can be achieved in many ways. Vacuum tube sensors such as vidicons, for example,
onductive detector material and a scanning electron beam for read-out while CMOS sensors
iode detector and a readout bus. Solid state devices are currently the most widely used types,
 and CMOS sensors are considered here. In these devices the image irradiance is measured
r two-dimensional array of sample regions with positions fixed during fabrication. Each

lled a picture element or pixel and the greater the number of pixels, the higher the resolution
the image can be recorded. Area sensors are manufactured with numbers of pixels ranging
f thousands to several million. Color sensors are achieved by placing color filters over the
ixels, in a mosaic or stripe pattern, and interpolating the color values at pixels where necessary
ighboring values. In such color devices the color resolution is lower than the luminance
ut this is not important for many applications because the resolution of the human eye is
lor than for luminance. More expensive color cameras use three precisely aligned sensors,
 primary color. Cameras incorporating such sensors generally produce either a television

nal [8] (RS-170 monochrome and NTSC color for 525 American television or CCIR mono-
 PAL color for European television) or a digital signal such as RS-423, USB or IEE 1394 Fire
 can be readily connected to a computer. 

upled Devices

coupled device [9] an isolated packet of charge, of between 10 and 106 electrons, is moved
semiconductor, from a position in one CCD cell to a position in an adjacent cell, by applying
of voltage pulses to gate electrodes. In CCD-based light sensors, photon generated charge
mulate in photosites, which are modified CCD cells, and are then transported through other
 another modified cell with a readout amplifier attached. A CCD is fabricated on a single

r of P-type silicon and consists of a one- or two-dimensional array of charge storage cells,
pically about 10 µm apart. The operation of a 3-phase CCD cell is illustrated in Fig. 19.107.

s three closely spaced electrodes (gates) on top, insulated from the silicon by a thin layer of
de. A positive voltage applied to one of these gates will attract and store any free charge
 the silicon due to light or thermal action while free holes are repelled and collected by the
ctrode. Lower voltages on the adjacent gates isolate it from the neighboring cells, creating a

FOV 2tan−1=
CF

2f
------ 

 
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tential well within the cell. A cell of size 8 µm × 8 µm can hold about 200,000 electrons
ating. Cells designed to be light sensitive have electrodes made of semitransparent polysilicon
 can penetrate into the storage region, while cells intended only for charge transport are
 a surface layer opaque to light. During operation, the voltages on the electrodes are held

 a time (integration time) to allow packets of charge to accumulate on the photosites in
o the local irradiance. At the end of this time a sequence of voltage pulses are applied to the
 transfer the packets of charge from one storage cell to the next until they reach a sensing

hich generates a voltage which is about 0.6 µV per electron. The charge transfer efficiency
l devices is less than 100% and between 99.95% and 99.999% of the stored charge is moved
ell, depending on the precise construction and clocking frequency. This allows devices to be
d with a line of many hundreds or thousands of storage cells feeding a single amplifier. 

 there are many variations in CCD construction, the basic characteristics of CCDs from
nufactures are similar. CCD light sensors have an inherently linear variation of output voltage
ce, from the minimum useful level set by noise to the maximum useful level set by saturation
t amplifier or by the limited capacity of the charge storage cells. The dynamic range of the
ned as the ratio of the maximum output signal to the output resulting from noise. Manu-
etimes quote noise figures as peak-to-peak or as root-mean-square values (typically five

r), but the former value is more relevant for imaging applications. Due to manufacturing
the photosites do not have identical sensitivity and dark signal characteristics. For example,
se nonuniformity (PRNU) is easy to measure using uniform sensor illumination and is
0%. Its effects can be removed, if necessary, by calibration. The basic spectral response of a
r extends from 200 to 1100 nm, with a maximum sensitivity of about 1 µA of generated
icrowatt of incident radiation, but this is modified by the electrode structures formed on

of the silicon. Longer wavelength photons penetrate more deeply than shorter wavelength
 the short wavelength response is typically worsened to 450 nm by absorption in the surface
ed photons may generate electrons some distance from the point of entry into the silicon,
ult that the charge may be collected by a different cell. This reduces the resolution of the
 infrared operation is not required, but the illumination contains infrared (for example, from
amp), an infrared reflecting filter (a hot-mirror filter) is often used. If the widest possible
onse is required, devices have the substrate thinned and are operated with the illumination
e back surface, which is free of electrodes. Back illuminated devices are fragile and costly but
pecialist low-light applications like astronomy and biology.

07 The movement of charge from one potential well to the next in a 3-phase CCD is illustrated. Each
 three gate electrodes. In the upper potential diagram, the well is formed under the first electrode in
l by voltage applied to the phase 1 line. As the voltage is reduced on the phase 1 line and increased on
ne, the original potential wells collapse and new ones form under the second gate in each cell, causing
esent in the wells to move sideways as indicated. Two more cycles are required to complete the movement
 the first well of the next CCD cell.
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 be compensated for by calibration. These thermally generated contributions are most sig-
low-light level applications and can be reduced by cooling the sensor using either a thermo-
er, a Joule Thomson cooler, or a liquid nitrogen dewar. The dark signal reduces by 50% for
duction in temperature and at −60°C, produced by a Peltier cooler, the dark signal is typically
bout one electron per pixel per second. Another important temperature dependent charac-
e CCD sensor, which improves with cooling, is the noise floor of the output amplifier which
nal to T1/2 and typically equivalent to about 300 electrons at room temperature. A CCD
in astronomy illustrates the performance achieved by cooling. Operated at about –110°C,
as a readout noise of about 10 electrons, a dark current less than 0.3 electrons per minute,

um efficiency for converting visible photons into electrons of between 70% and 80%. Light
rated for periods of hours compared with the approximately 1/8 s to 1/4 s integration period

adapted eye. Compared with photographic film previously used for low-light level imaging
y, cooled CCDs are from 10 to 100 times more sensitive, linear in response rather than

nd have a much greater dynamic range so that both faint and bright objects can be recorded
exposure.
fer of charge from one cell to the next takes time and the CTE worsens with increasing
ed and with cooler temperatures. This limits the number of cells which can be used to
arge from a photosite to the readout amplifier. It also limits the rate at which data can be
ut of the CCD and the resulting image transfer rate. However, there are many variations in
logy aiming to improve performance. For example, virtual-phase CCDs [10] have some of

es replaced by ion-implanted regions resulting in improved blue response and higher sensi-
se of the removal of some of the blocking surface gates and simpler drive circuitry due to
mber of gates per cell. The biggest contribution to the dark signal is defects at interfaces
acturing technique known as pinning can be used to passivate the interface states, producing
magnitude improvement in a dark signal as well as improved quantum efficiency and CTE.
 noise performance can be improved by a signal-processing technique called correlated double
his involves taking the output as the difference between two signals, one with the charge
t and one without, so that major noise components are cancelled. A number of architectures

d in CCD devices [11]. Several of these, including linear devices and area devices of the full-
e transfer, and interline transfer types, are discussed in the following sections.

ge-Coupled Devices
 sensor consists of a line of up to several thousand photosites and an adjacent parallel CCD

 terminated by a sensing amplifier. Each photosite is separated from a shift register cell by
te. During operation a voltage is applied to each photosite gate to create empty storage wells,
accumulate amounts of charge proportional to the integral of the light intensity over time.
ulse at the end of the integration period causes all the accumulated charge packets to be
hrough the transfer gates to the shift register cells. The charges are clocked through the shift
e sensing amplifier producing a sequence of voltage pulses with amplitudes proportional to
d light falling on the photosites. In practice it is common for shift registers to be placed on
f the photosites with alternate photosites connected by transfer gates to the right and left
ese halve the time required to clock out all the data. There is a limit to the number of electrons
00–2000 times the area of the photosite in µm2) which can be stored in a cell, before electrons
 over into adjacent cells. This blooming effect is a problem with images containing intense
 is reduced by about a factor of 100 by adding antiblooming gates between adjacent photosites
 gates and channel stops between adjacent photosites. The voltage on the antiblooming gates
lue which allows surplus charge to drain away instead of entering the transfer gates and shift
locking this voltage, variable integration times which are less than the frame pulse to frame
re time can also be attained.
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-Coupled Devices
architectures are used in area CCDs and are illustrated in Fig. 19.108. The full-frame CCD
n imaging area separated from a horizontal CCD shift register by a transfer gate. In the

a each photosite is one stage of a vertical shift register separated from neighboring shift
channel stops and anti-blooming structures. During the light integration period, the vertical
topped and the photosites collect photoelectrons. At the end of this period the charge is
vertically, one row at a time into the horizontal shift register. The charge in the horizontal
 is then very rapidly shifted towards the output amplifier by the application of a horizontal
 For example, the RA1001J, 1024 × 1024 pixel full-frame CCD from EG&G Reticon achieves
te of 30 frames per second. To avoid image smear during the readout period, full-frame
t be operated with external shutters or used in low-light level applications requiring very
tion times compared with the readout time, as in astronomy.
e-transfer CCD greatly reduces the need for an external shutter by providing a light-shielded
on into which the entire image charge is shifted at a rate limited primarily by CTE consider-
harge is read from the storage region during the next integration period without any further
ing. In some devices, such as the EG&G Reticon RA1102, the storage area is split into two

 sides of the imaging area. This improves performance by halving the maximum number of
uired to reach the nearest storage region. With sensors designed for interlaced operation, as
he non-interlaced progressive scan readout mode, this reduction occurs automatically. Each
eriod then corresponds to one video field and only half the number of rows in the frame is
ny one time. For example, to produce an interlaced video frame containing 576 image lines
ard), a frame transfer sensor with only 288 rows of storage is required. By changing the clock
dd field can be displaced vertically by half a line width relative to the even field. This ensures
 and even lines contain different information and reduces aliasing because the cell width is
aration between the lines in the frame. Many companies produce frame-transfer CCD sensors
 including Cohu, Dalsa, EG&G Reticon, EEV, Kodak, Philips, and Thomson-CSF.
line-transfer (ILT) architecture virtually eliminates image smear by providing each column
 with an adjacent light-shielded vertical CCD shift register into which the charge is transferred
 pulse. The contents of all the vertical shift registers are then shifted simultaneously one pixel
to a horizontal shift register where they are rapidly shifted to an output amplifier. This
akes it easy to achieve short integration times and true “stop-motion” exposure control with
scan. It also increases the “dead space” between the active pixels reducing the sensitivity of

08 The three basic architectures used in area CCDs are illustrated. In the full-frame transfer CCD
evice area is employed as photosites. Photon-generated charge is transferred down each column one
nto the horizontal shift register where it must all be transferred to the readout amplifier before another
ment of charge can take place. The frame-transfer CCD reduces the need for a mechanical shutter to
e smearing, which would otherwise occur, by providing a covered storage area into which all the photon-
rge can be rapidly shifted vertically at the end of the integration period. The interline-transfer CCD

 photon-generated charge to be transferred to the covered vertical shift registers in one step, virtually
is source of charge smearing.
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as it is usually less than 50% for interline-transfer devices. Localized bright objects tend to
tical streaks in an ILT device because strong light can leak under the narrow light shield
 vertical shift registers, causing image smearing similar to that in a full frame device. For

peration, two adjacent pixels, for example, 1 and 2, 3 and 4, etc. are transferred to a single
 cell on one field and in the next field pixels 2 and 3, 4 and 5, etc. are transferred together.
r similar to the interlaced operation of a frame transfer CCD. Many companies manufacture
nsors and cameras including, Hitachi, NEC, Panasonic, Pulnix, and Sony.

sors

e sensors are based on a technology that is older than CCD technology [12]. However, CCD
inally offered better image quality than CMOS devices could match so they came to dominate
There is now renewed interest in the older technology because it potentially offers major

over CCDs. The CMOS process used in sensors is similar to that which has been highly
 order to manufacture dynamic RAM and consequently should be able to produce cheap,
esolution, randomly addressed, low-power sensors. It is also possible to integrate image

trol, processing, and interfacing on the same chip, so that a camera on a chip is possible using
ology, but not with CCD technology. As a result of recent research and development, several
rs are now claiming to have achieved CMOS sensors providing similar quality to that of

 CCDs. Manufacturers producing CMOS sensors include Fillfactory, National Semiconductor,
icroelectronics, and Y Media.

 sensor consists of an array of photodiodes, which are connected to readout amplifiers by
 MOS switches. The principle of readout is illustrated in Fig. 19.109. Each pixel is connected

t amplifier by a switch whose control line is connected to a digital shift register. Shifting a
the register connects the photodiodes sequentially to the output amplifier. Random readout
diodes can be achieved by replacing the shift register by an address decoder connected to an
 Two-dimensional arrays of photodiodes are connected in a configuration similar to a cross-
ing matrix with a switch and diode at each cross point and separate vertical and horizontal
s. To scan the array, the vertical shift register turns on a complete row of switches and the
 in that row output their signals into vertical bus lines. These are connected, in turn, to an

09 The principle of readout in a one-dimensional CMOS sensor is illustrated. Each pixel is connected
amplifier by a MOS switch whose control line is connected to the digital shift register. Shifting a bit
egister connects the photodiodes, in turn, to the output amplifier.

10 A typical CMOS three-transistor active
. Transistor T1 is connected to the reset line
apacitance of the photodiode to be reset at
oto-current integration. In the continuous
device this transistor is connected to act as
istor. Transistors T2 and T3 allow the signal
rred from the photodiode to the column
the column bus line.
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output amplifier by a set of switches connected to the horizontal shitch register. Using two separate
vertical shift registers and separating row select and row reset functions enables a rolling curtain type of
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utter to be implemented with an exposure ratio equal to the number of rows.
de arrays generally have less extensive electrode structures over each sensing element compared
rrays and consequently the spectral response is smoother and extends further at the blue end
rum, which is an advantage for color sensors. The peak quantum efficiency is also higher
 60% to 80% compared with 10% to 60% for photogates, leading to almost twice the electrical
r for a given light input power. On the other hand, photodiodes have higher noise levels than
se of the reverse-bias leakage current. The photodiode can be operated in integrating mode
uous mode. In the former, the photodiode capacitance is reset to a reference reverse bias and
 to float. The charge on the photodiode capacitance is then discharged by photon-generated
leakage currents. After a specified integration time, the remaining charge can be read and the
om the reference value is proportional to the diode irradiance if the leakage sources are
oth passive and active pixel devices have been developed. In the latter, the charge on the photo-
 out through a MOS field effect transistor (MOSFET), which converts charge to voltage and
n. Figure 19.110 illustrates a typical three-transistor active pixel. Transistor T1 resets the
and after an integration period the pixel signal is read out through the source-follower

2 and the selection transistor T3. Two disadvantages of this approach are a low fill-factor,
e pixel area used by the amplifying transistor, and the increased pixel nonuniformity because

s in transistor characteristics. In the ibis range of CMOS sensors designed by FillFactory, a
otodiode is used which reduces dark current and kTC noise while also increasing the charge-
nversion factor (9 µV per electron at output in ibis1). The pixel architecture introduces a
ial barrier, which prevents photon-induced electrons from being collected by structures in
er than the photodiode. This allows the photodiode to collect most of the electrons generated
ate beneath the pixel effectively increasing the fill-factor [13]. In integrating devices, the fixed
e resulting from variations in MOSFET thresholds can be reduced by correlation double
he pixel is sampled at the end of the integration period and the pixel is reset and sampled
ifference in the two samples is the measure of the light intensity and is free of pixel offsets.
se nonuniformity is harder to control. It is caused by variations in the photodiode collection

ction capacitance, and gate capacitance of the MOSFET amplifier. In the ibis4 1280 × 1024
 PRNU is quoted as less than 10% peak-to-peak with half saturation in the neighborhood.
sor with a continuous pixel response has the advantage that pixels can be accessed in any order
tegration time so an image processing algorithm could decide, on-the-fly, which pixel or group

ead next. In the Fuga range of sensors designed by FillFactory, continuous mode operation is
passing the photon-generated current through a series resistance [14]. Because the photon-
ent is very small, the series resistance must be very large and it is realized by a MOSFET operated
rsion. The resulting current-to-voltage conversion is logarithmic and the devices have a very
ic range (six orders of magnitude or 120 dB) with a quoted dark limit of 10−4 W m−2. The
l of an individual pixel cannot respond instantaneously to a change in irradiance because of
 constant of the photodiode capacitance and the series resistance. A typical value for this time
 fraction of a millisecond. The fixed pattern noise of these devices due to pixel nonuniformity
, around 50–100%, and cannot be reduced by correlated double sampling because of the
response. However, it is static and can be greatly reduced using correction values stored in a
e implemented in PROM, so that fully corrected monochrome or color cameras with 1024 ×
re available with Fuga sensors.

stems

ion is used in a wide variety of applications including manufacturing operations, measure-
ence and engineering, remote surveillance, and robotic guidance. In machine vision systems
l imaging component is not just a sensor chip, but a complete camera, like those shown in
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including sensing array, associated electronics, output signal format, and lens. Depending
cation the camera could be RS-170/CCIR monochrome, NTSC/PAL color, progressive scan,
, or line scan. Five major system parameters which govern the choice of camera are field of

tion, working distance, depth of field, and image data acquisition rate. Color may also be
 the application, but otherwise monochrome images are preferred because they require less

d process faster. As a rule of thumb, for size measurement applications, the sensor should
er of pixels at least equal to twice the ratio of the largest to smallest object sizes of interest.
uld be arranged to illuminate the objects of interest so that the best possible images can be
hting might be ambient, high-frequency fluorescent, LED, incandescent, or quartz halogen. 
rabber or video capture card, usually in the form of a plug-in board which is installed in

er, is often required to interface the camera to a host computer. Camera suppliers can
 compatible frame grabbers. The frame grabber will store the image data from the camera
, or system memory, sampling and digitizing analog data as necessary. In some cases the
 output digital data, which is compatible with a standard computer interface like USB 2.0 or
re Wire, so a separate frame grabber may not be needed. The computer is often a PC or
nd should be as fast as possible to keep the time needed to process each image as short as
to allow more processing to be done in the time available. Machine vision software is needed
 program which processes the image data. This may come in many forms, including C libraries
vers and functions, ActiveX controls, and point and click programming environments which

ssembly of image processing operations. When an image has been analyzed the system must
ommunicate the result to control the process or to pass information to a database. This
igital I/O interface or network connection. The human eye and brain can identify objects
t scenes under a wide variety of conditions. Machine vision systems are far less versatile so

 of a successful system requires careful consideration of all elements of the system and precise
n of the goals to be accomplished, which should be kept as simple as possible.

s

n, J. and Hawkes, J. F. B., Optoelectronics: An Introduction, Prentice-Hall International,
n, 1983.
s, F. A. and White, H. E., Fundamentals of Physical Optics, 4th ed., McGraw-Hill, New York,

11 Three solid state cameras are shown. The nearest is an inexpensive single board camera with a
 and 4-mm lens. The middle one is a miniature CCIR interline frame-transfer CCD camera, dwarfed
75-mm C-mount zoom lens. The rear camera is a high quality Cohu 4712 monochrome frame-transfer
fitted with a 16-mm C-mount lens and 20-mm extension tube.
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tegrated Microsensors

iu 

ion

 of this section is to provide the general audience in the mechatronics field with information
-integrated sensors. It is my wish that an avid reader interested in the sensors area would be
erstand common fabrication techniques and sensing principles, and develop rudimentary
 to guide the selection of commercialized sensors and development of custom sensors in the

for this section are organized as follows. First, the general history of microsensors is discussed.
wed by a brief discussion about major fabrication methods for microsensors. Commonly
les for sensors are reviewed next. Sensing of a physical parameter of interest can be achieved
s structures and under different sensing principles. Examples of sensors, along with their
d fabrication techniques, are provided to familiarize the readers with the configurations and
ethods for each. 

osensors research area covers diverse disciplines such as materials, microfabrication, elec-
 mechanics. A comprehensive coverage of all aspects is beyond the scope of this book. We
 a few primary sensing principles and frequently used sensors examples. A reader would be
 a glimpse of the sensors field from the perspectives of sensing principles and of application
nces for further in-depth studies are provided when appropriate.

 of Integrated Microsensors

icrosensors refer to sensors or arrays of sensors that are developed using microfabrication
The characteristic length scale of individual microsensors ranges between 1 µm and 1 mm.
s refer to sensors with characteristic length scale on the order of 1 nm to 1 mm. In this text,
ly concerned about sensors for detecting physical variables such as force, pressure, tactile
leration, rotation, temperature, and acoustic waves. Chemical sensors, used for sensing the
n of chemicals or pH values, are beyond the scope of this book.
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A brief historical overview of microsensors development is presented here. The microsensors are made
possible by using integrated microfabrication technology, first developed for making integrated circuits.
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vention of the first transistor in 1947 and the successful demonstration of the integrated
971, technologies and equipment for building integrated and miniature circuit components
ductor substrates (e.g., silicon and GaAs) have improved rapidly. The integration density
ry 12–18 months following the empirical Moore’s law. The integrated circuit technology
ed the modern society by enabling low cost analog signal processors, digital logical units,
emories, and CCD cameras. These achievements should serve as evidence of the power of
nd miniaturization technology.
 signal processors such as analog ASIC (application specific integrated circuits) and CPU
cessing units) are merely one aspect of a highly intelligent mechtronics system. Sensors are
portance for mechantronics systems to interact with the physical world. In the 1970s, a few

experimented with using IC fabrication technology to realize mechanical transduction ele-
silicon chip. H. Nathansan [1] developed floating gate transistors where the gate is made of
 cantilever beam and its distance to the conducting channel can be adjusted using electrostatic
 by several pioneering researchers resulted in the first commercial pressure sensors [2],

ers [3], integrated gas chromatometers, as well as the ink jet printer nozzle array [4,5]. 
 several important advantages associated with integrated microsensors compared with con-
acroscopic sensors. Miniaturization of sensors means that such sensors offer better spatial
n many cases, reduced inertia and thermal mass translate into higher mechanical resonant
d lower thermal time constants. Since such sensors are fabricated using photolithography

eir costs can be low, as many identical units are made in parallel (if the demand is sufficiently
er, since the geometric features of sensor components are defined by precision photolithog-
niformity and repeatability of the performance of such sensors are significantly improved
tional sensors. The capability to monolithically integrate sensors and integrated circuits
path length between sensors and circuits and increases the signal-to-noise ratio. 

 Process of Integrated Microsensors

ed previously, the microfabrication technology for microsensors was developed based on
rcuits-compatible platforms. As a result, silicon has historically been a predominant material
egrated sensors. In other words, a majority of sensors are now made with silicon wafer as a
owever, in recent years, new materials such as polymers are being applied to microfabrication.
terials offer lower costs than single crystal silicon wafers and, in some cases, simpler process-
ared with semiconducting silicon. There are few examples of sensors that are entirely based

 these days, because certain key sensing elements are not yet available in polymer format.
th the advancement of polymer microfabrication technology and organic semiconductors,
sensors can be predicted for future use.
sors and mechanical elements (notably cantilevers and diaphragms) can be made from silicon
 a variety of ways. The two primary categories of fabrication methods are called bulk

ning and surface micromachining. In bulk machining, a portion of the silicon substrate is
ng chemical wet etch or plasma-assisted dry etch to render freestanding mechanical members.
substrates, the following wet chemical etchants are frequently used: potassium hydroxide
lene-diamine pyrocatecol (EDP), or tetramethyl ammonium hydroxide (TMAH). Dry etch-
 use AC-excited plasma as an energetic source to selectively and anisotropically remove the
terials. A review of etching solutions commonly used in the silicon microfabrication industry

spective etch rates on various materials can be found in [6]. 
 micromachining methods, a freestanding structure typically resides within a thin region

strate surface. The fabrication process involves only layers on the surface of a substrate, hence
rface micromachining. The fabrication process is typically referred to as a sacrificial etching
ell. First, a thin-film solid layer called the sacrificial layer is placed on the wafer surface. This
by the deposition of a structural layer, which constitutes the mechanical structure (e.g.,
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cantilever or membrane). An etchant that selectively etches the sacrificial layer with a much greater rate
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tructural material freestanding.
uing section, the fabrication process related to specific examples of sensors will be discussed
specific uses of bulk and surface micromachining methods. Both surface and bulk micro-
echniques offer advantages and disadvantages. For example, the surface micromachining
nerally compatible with established integrated circuit foundries because no substrate etching
The bulk micromachining also involves somewhat lengthy substrate removal. However, a
micromachining process is capable of realizing single crystal silicon structures with extremely
c mechanical stress and bending. For development of custom sensors, the selection of a
rocess must be done carefully to achieve desired device characteristics and fabrication yield

ce overall sensor costs.

Regarding Sensors

nity that develops microfabrication methods and microintegrated sensors frequently pub-
al results in the Journal of Microelectromechanical Systems (MEMS), Journal of Sensors and
d the Journal of Micromechanics and Microengineering. Major conferences in this area include:
 workshop on solid-state sensors and actuators (held biannually at the Hilton Head island,
ina); (2) the International Conference on Solid-State Sensors and Actuators (held biannually
nal venues); and (3) International Conference on Micro-Electro-Mechanical Systems (held

international venues).
 readers can find more in-depth discussions on microsensors in a number of reference books

ebsites [9].

 of Micro- and Nanosensors

ing Principles

s are based on a number of transduction principles, including electrostatic, piezoresistive,
, and electromagnetic (including optical sensing). The fundamental principles of these sens-
 are discussed in the following.

 Sensing
tic sensing, a physical variable of interest, such as force or vibration, is transduced into
displacement of a cantilever beam or a membrane. A schematic diagram of a typical trans-
cture is shown below (Fig. 19.112). The moving cantilever or membrane forms a capacitor
ence, typically immobile, electrode. For the structure shown in the diagram below, the
t of the top plate induces changes of the capacitance. The electrostatic sensing is also com-
red to as capacitive sensing. The changes in capacitance are used to provide information
arameter of interests. The electrostatic sensing principle can be used for accelerometers,
sors, rotation gyros, pressure sensors, tactile sensors, and infrared sensors. Respectively in
les, the external excitations responsible for member movements are inertia force, air mass
oriolis force, pressure, contact force, and thermal bimetallic bending due to absorbed energy
d temperature. 

romechanical model of a simple capacitive sensor shown in Fig. 19.112(a) is illustrated in
b). The top electrode is supported by two suspension beams with a combined equivalent
nt (spring constant) of k. The capacitance value of a parallel plate capacitor is expressed as

he area of the electrode, d is the distance between two electrodes, εr and ε0 are the relative
of the media and the permitivity of vacuum, respectively. When the distance between the

C
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d
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es changes by ∆d, the first-order estimate of the change in capacitance is

e F is applied to the top plate, the change of capacitance value is

e Sensing
sistive sensor, the magnitude of a mechanical displacement is measured by the amount of
ces in a mechanical member. A stress-sensitive resistor (called a piezoresistor) located strate-
e mechanical member experiences a change of resistance as a result of the applied stress.
ials, including metals, alloys, and doped silicon, exhibit piezoresistive characteristics. The
s causes the lattice of a material to deform, thereby inducing changes in the resistivity as
imensions of a resistor. The change of resistance (∆R) as a function of applied strain ε is

the value of the resistor in the unstressed state, and G is the piezoresistive gauge factor.
ed silicon as a piezoresistive sensor, the overall footprint of the sensor can be made quite
t have a respectable value, i.e., 1 kΩ. Unlike the capacitive sensor method, which requires
late area to achieve significant capacitance value, the piezoresistive sensor is more area
a result, the piezoresistive sensing is more likely to be used for sensors with characteristic
 10 mm. However, the capacitive measurement method is more generally applicable, whereas
piezoresistive sensors involve silicon with proper doping concentration. 

c Sensing
ric material is one that produces electrical polarization (internal electric field) when an
chanical strain is applied. A piezoelectric material also exhibits reverse piezoresistivity.
echanical strain (or displacement) will result when a voltage (or electric field) is applied on
 itself. The reverse piezoelectricity is commonly used as an actuation principle for producing
movement or force.
ntage of piezoelectric sensing over piezoresistive sensing lies in the fact that piezoelectric
self-generating, i.e., a potential difference will be created without external power supply.
h quality piezoelectric films with consistent and uniform performance characteristics require
achinery and calibrated processes. Such a technical barrier prevents thin film piezoelectric
 be as widely used as piezoresistive elements. However, high quality piezoelectric films are

12 Schematic diagram of a parallel plate capacitor: (a) perspective view, (b) electromechanical model.
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increasingly becoming available through commercial services. Commonly used piezoelectric materials in
microfabricated sensors include sputtered zinc oxide and lead zirconate titanate (PZT). 
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e Sensing
 sensing is used not only for measuring the temperature of the ambient but also for inferring
. Temperature sensors can be made of thermal resistors or thermal couples. A thermal resistor
 resistive element whose resistance changes as a function of the temperature. This is explained
n resistivity as well as dimensions. Doped semiconductor materials (e.g., single crystal silicon
alline silicon) exhibit temperature coefficients of resistors (TCR, denoted α) on the order of
 5%/°C. For a thermal resistor, the normalized changes in resistance (R) are related to the
mperature (T) by

uples are made of two different materials with different Seebeck coefficients. The voltage
a single thermal couple junction is proportional to the difference in temperatures at the
 of the ambient. For more information about thermal couples, readers can refer to references.

ure sensing is also commonly achieved using a thermal bimetallic beam. A composite beam
 materials with different thermal expansion coefficients will bend as the two parts expand
t speed. The amount of mechanical bending, sensed electrostatically or using piezoresistors,

 to the applied temperature. Such sensing principle has been used for making uncooled
sors.

ensors

sors are important for industrial and automotive control and monitoring. Existing micro-
sors consist of diaphragms that deform in response to pressure differences. Using microma-
nology, the diaphragms can be made very thin, hence greatly increasing the sensitivity of
 conventional pressure sensors with thick diaphragms. Integrated microfabrication technol-
bles sensors to be made in conjunction with signal-processing circuits. Since the distance
 sensor diaphragm and the signal processors are close, the noise is generally much lower
ith conventional sensors. 
ragm is a critical element in a pressure sensor. It can be made by either surface microma-
ulk micromachining techniques. Hence, we classify micropressure sensors according to the

 forming the diaphragms. In each category of pressure sensors, the displacement of the
an be determined by using piezoresistive sensing or capacitive sensing. 
past two decades, many micromachined pressure sensors have been developed, some com-
successfully for automotive and machinery applications. The intent of this section is not to
xhaustive summary of all the work that has been accomplished, but rather discuss several
e devices with the purpose of (1) providing the readers with a general overview of the

hnologies; and (2) providing leads to the existing body of literature in this area.

achined Pressure Sensors
atic diagram of a bulk micromachined pressure sensor is illustrated in the diagram below.

gm will bend when a differential pressure is applied across it. A common technique for
diaphragm displacement is by using piezoresistors embedded in the diaphragms. However,
 noted that other sensing principles are also feasible. 
gram below (Fig. 19.113), four piezoresistors are embedded near the edge of the diaphragm.
s of sensors are selected carefully such that under a given displacement at the center of the
the magnitude of the stress is the greatest at the sensor locations. There are a number of
the diaphragms and the piezoresistors. A number of possible materials and their relative
mmarized in the Table 19.7. Three distinct pressure sensor architectures and their respective
rocesses are discussed in the following paragraphs. 

∆R
R

------- aT=

ress LLC



The fabri
Fig. 19.114. 
piezoresistor
thin film (b
etched to ex
in an anisot

TABLE 19.7 A List of Possible Materials for Diaphragm and the Piezoresistive Sensors

Diaphragm material Piezoresistor material Relative merits

Sing

Silic

FIGURE 19.1

FIGURE 19.1
chined pressu

0066_frame_C19  Page 141  Wednesday, January 9, 2002  5:32 PM

©2002 CRC P
cation process for a pressure sensor using plain silicon wafer as the substrate is shown in
In the first step, the wafer is selectively doped with boron or phosphorous atoms to create
s on the front side (a). The wafer is then passivated with a thermally grown silicon dioxide
). In the ensuing step, the silicon dioxide film on the backside is patterned and selectively
pose the silicon (c). The exposed silicon material will be etched when the wafer is immersed
ropic silicon etchant (d). In order to form the silicon diaphragm with desired thickness,

le crystal silicon Doped single crystal silicon Relatively difficult to control the 
thickness of the diaphragm

on nitride thin film Polycrystalline silicon Easy to form thin diaphragms; 
involved LPCVD polysilicon

13 Schematic diagram of a bulk micromachined pressure sensor.

14 Schematic diagram illustrating major steps in the microfabrication process of a bulk microma-
re sensor.
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rt to timed etch with precise knowledge of calibrated wafer thickness and etch rates. However,
st be performed with caution as the etch rate may vary with time and locations on a wafer.
e resultant thickness of the diaphragm is large (30–50 µm) to ensure sufficient yield of devices.
step, the oxide on the front side of the wafer is patterned to provide contact vias for metal
). 
vent the problem of process uncertainty of the aforementioned process, wafers with barrier
 used (Fig. 19.115). For example, it is possible to use a silicon-on-insulator (SOI) wafer with
f silicon on top of a silicon dioxide layer. The silicon and the oxide layers lie on top of the

substrate (a). Following steps similar to the ones discussed above, one can form piezoresistors
 windows in silicon oxide on the backside of the wafer (d). The anisotropic etchant of silicon

l etch rate on the silicon oxide, hence the through-wafer etch will automatically stop when
xide layer is exposed. This allows a professional engineer to perform adequate overetch to
diaphragms on all devices reach the same thickness (e). This self-limiting etching behavior
complexity of process control and is conducive to reducing the process costs. The oxide layer
tively removed using hydrofluoric acid, which does not etch silicon. Hence a thin silicon
with the thickness defined by the thickness of the epitaxial silicon layer specified during the
anufacturing, can be formed efficiently. Finally, via holes are opened on the frontside and

are deposited and patterned (g).
 this process is advantageous over the one introduced earlier, it has a few shortcomings. For
hough the process discussed above is much more efficient in terms of controlling the dia-
kness, the SOI wafers used in the process are more expensive than ordinary silicon wafers.
OI wafers, the thickness of the silicon diaphragm is typically 2–10 µm. In order to further

15 Schematic diagram of an alternative process for realizing bulk micromachined pressure sensors.
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 pressure sensitivity, it is advantageous to reduce the thickness of the diaphragm further.
is would be difficult to achieve if silicon is the diaphragm material. In the following, a process
on nitride thin film will be discussed.

ative sensor structure uses silicon nitride thin film as the diaphragm and deposited and doped
ne silicon as the piezoresistive sensor. The process is described in Fig. 19.116. Starting with
n wafer (a), a layer of silicon nitride film is deposited using LPCVD methods (b). The wafer
ed with a layer of polysilicon with suitable doping concentration (c). The polysilicon is
d defined. This is followed by the deposition of yet another thin film silicon nitride to protect
on film during the ensuing silicon etching (d). The thickness of the two LPCVD silicon
s is the thickness of the finished diaphragm. A window is opened on the backside of the
ose the silicon material. The silicon is etched in an anisotropic etchant, which does not attack
itride film. In other words, the selectivity between silicon and silicon nitride is high. Following
n of the diaphragm, the silicon nitride on top of the polysilicon resistors is selectively
d metal leads are formed (g).

romachined Pressure Sensors
micromachining process does not require the removal of silicon substrate, which is time-
nd not fully compatible with integrated circuit processes at the present because of the silicon
d. For producing low-cost, high-performance integrated sensors, surface micromachining

16 Schematic diagram of major process steps for realizing a bulk micromachined pressure sensor
 nitride diaphragm.
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tant advantages. An examplary surface micromachining process is described in the following

cation process for a surface micromachined pressure sensor is shown in Fig. 19.117. It starts
n substrate (a) with the front side polished. A local thermal oxidation process is performed
a silicon oxide well with a typical thickenss of 1.3 µm. The thermal oxide is part of the sacrificial
ll be removed at a later stage. Using a process called low-pressure chemical vapor deposition
 thin layer of oxide is again deposited over the wafer surface. This oxide layer is patterned
otolithography method (c). The entire wafer is coated with a silicon nitride thin film deposited
echnique as well (d). The silicon nitride film is patterned and etched to produce an access

 of the underlying oxide layer (e). Through this access hole, hydrofluoric acid removes the
ials inside the cavity. The etch rate of the acid on silicon nitride is negligible (f). After the
ptied and dried, another layer of LPCVD silicon nitride is deposited to seal the opening
al silicon nitride layer (g). Following this step, polycrystalline silicon with suitable doping
n is deposited on top of the wafer and patterned to form the piezoresistors (h).
be noted that piezoresistive sensing, though dominant in the methods reviewed, is not the
 mechanism available. Capacitive sensing and piezoelectric sensing are also feasible and have
strated in the past. However, discussions of these methods are beyond the scope of this text. 

17 Schematic diagram of major steps for making a surface micromachined pressure sensor with silicon
ragm.
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sors Made of Non-Silicon Materials
pplications such as monitoring of internal combustion engine, pressure sensors are required
gh temperature of operation. In such cases, silicon is not the optimal material because high
 causes doped silicon junctions to fail.
 also been done to implement polymer materials for pressure sensors. Though such devices
 few, they represent an important development trend for future sensors. 

eters

achined Accelerometers
 sensors (or so-called inertial measurement units, IMU) are important for monitoring
 and vibration experienced by a subject, such as an automobile, a machine, or a building.
elerometers used in automobile airbag deployment systems can reduce the costs and enhance
. Micromachined sensors can be made small and sufficiently low-cost to be used in smart
or example, concrete penetrating bombs. Small, multi-axial accelerometers can also be applied
struments (smart pens) for handwriting recognition.

ntative bulk micromachined accelerometer is illustrated in Fig. 19.118. A SEM micrograph
pe sensor is shown in Fig. 19.119. A silicon proof mass is attached to the end of a cantilever
e base of the cantilever beam lies a piezoresistive element. Supposing the mass of the proof
nd the magnitude of the acceleration is a, one can estimate the sensor output following a
nalysis steps. First, a concentrated force with a magnitude of F = ma is applied in the center
 mass according to Newton’s first law. Secondly, the force translates into a torque loading at
he cantilever with the magnitude being

de of the strain experienced at the surface of the cantilever beam, where the piezoresistors
is 

18 Schematic diagram of a bulk micromachined accelerometer.
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m t is the thickness of the beam, E is the modulus of elasticity of the cantilever beam material,
momentum of inertia associated with the beam cross section. Supposing the cross section
ever beam is a rectangle with a width w and a thickness t, the moment of inertia is 

e moment of inertia is strongly related to the thickness of the beam. If the thickness of beam
 half, the magnitude of I is reduced by eight times, and the sensitivity of the sensor increases
.

romachined Accelerometers
romachined accelerometers offer the potential advantage of ready integration with signal
ircuits. As a result, various types of surface micromachined versions have been made in the
 A successful commercial product has been made by analog devices for sensing automobile
 to deploy airbags in the events of collision. The structure, operational principle, and fabri-
ss for such a sensor is briefly discussed in this section.
r consists of two sets of interdigited comb-finger-shaped electrodes as shown in Fig. 19.120.
ngers is stationary and fixed to the substrate. Another set if suspended by cantilever springs

trate. Capacitors are formed between each pair of comb-like fingers. When an external
 is applied along the horizontal axis, an inertia force is applied to the moving set of fingers
he moving fingers to displace. The amount of displacement is related to the magnitude of
ion and the force constant of the supporting springs. The relative motion of the two sets of
t in changes of the overall capacitance value between the two sets of fingers. The minute
change is sensed and processed by a signal-processing circuit consisting of an Σ − ∆ A/D
tage [10].
ation process for such a sensor according to the A-A cross-section is illustrated in Fig. 19.121.
tors for signal processing circuits are first made on a silicon substrate (a). A sacrificial silicon
 is deposited onto the wafer surface (b), followed by the deposition of a polycrystalline silicon

19 A SEM micrograph of a prototype bulk micromachined pressure sensor (Junjun Li).
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e polycrystalline silicon is patterned and etched to form the comb fingers (e). Subsequently,
yer is removed by using a web etchant (hydrofluoric acid) that etches polycrystalline with
tes. In areas where the polysilicon is anchored to the substrate, a via hole is patterned and
e sacrificial layer before step (c).

sors

rs are most widely used for robotics applications to provide tactile sensations for object
e sensor density on a human fingertip is on the order of 100/cm2. Such a high sensor density
ved using microfabrication technology. 
d tactile sensor is illustrated in Fig. 19.122. A two-dimensional array of individual sensor
ovides two-dimensional mapping of contact force and shear force. The schematic cross-
gram of an array in contact with an arbitrary object is shown in Fig. 19.122(b). As an object
ensor beam, the amount of displacement corresponds to the contact force as well as the
logy. 

cation process of the tactile sensor is discussed in the following and illustrated in Fig. 19.123.
h a silicon wafer (a), a local ion implantation is first conducted to produce piezoresistors
al oxide film is grown to provide passivation to the entire wafer. The oxide layer on the
e wafer is patterned and etched to expose silicon substrates (c). An anisotropic silicon etch
 to remove silicon from the backside of the wafer (d). The oxide film on the front of the

n patterned and etched using plasma anisotropic etch to create free-standing cantilever
d f). Metal thin film is then deposited and patterned to provide lead wires (g). 

20 Schematic diagram illustrating the operation principle of a surface micromachined accelerometer.
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rs

onitoring the flow rate of fluid (air or liquid) and for measuring the drag force exerted on
oving in a fluid have important applications in robotics applications. Existing flow sensors
 a number of principles, notably thermal and momentum transfer principles. 

21 Schematic diagram of the fabrication process for a surface micromachined accelerometer illus-
previous figure.

22 Schematic diagram of an array tactile sensor: (a) perspective view, (b) cross-sectional view.
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s Based on Heat Transfer Principles
based on thermal transfer principles, a heated element is used with temperature slightly
mperature of the ambient fluid (Fig. 19.124). The heat is generally created by passing

ough a resistive element. An ideal element to serve as the heating element is doped
resistor. The resistivity is generally lower than what can be achieved using metal resistors
 dimension, hence the resistance value is greater and the heating element can be made

ment of the fluid creates velocity-dependant forced convection of heat, thereby reducing the
 of the heated element accordingly. The temperature of the element is therefore used to
rmation about the flow rate and direction. Such sensors are commonly referred to as hot-
meters. Micromachined hot-wire anemometers have been demonstrated by several groups

23 Schematic diagram of the microfabrication process for realizing a tactile sensor.

24 Perspective diagram of a thermal-
 flow sensor (anemometer).
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s Based on Momentum Transfer Principles
based on momentum transfer principles, a mechanical member is bent by the momentum
 a moving fluid (Fig. 19.125). The amount of the bending is used to decipher the strength
flow. The schematic diagram of an exemplary flow sensor is shown in the figure below. It
a vertical shaft attached to the end of a cantilever beam (a). When an external flow is
ill apply a distributed force onto the vertical shaft, hence causing the cantilever to bend.

of the bending, as sensed by the embedded piezoresistor, is proportional to the average

cation process is similar to the tactile sensor except for the attachment of the integrated
t. A number of techniques for assembling three-dimensional microstructures using efficient
rocesses have been developed in the past. For example, three-dimensional structures can be
g hinged microstructures and using solder joints or polymer joints. Recently, a process called
eformation magnetic assembly (PDMA) has been developed. In the following paragraph the
ess is briefly discussed.
A technique is discussed using a simple surface micromachined cantilever as an example.

n the diagram below (Figs. 19.126 and 19.127), a single-clamped cantilever made of a
al (e.g., gold or aluminum) is suspended from the substrate. A piece of Permalloy, a
tic alloy made by electrodeposition, is attached to the cantilever. When a magnetic field
om underneath the wafer, the magnetic piece will be magnetized and will experience a
rque M. The torque lifts the cantilever beam away from the substrate. If the amount of
ignificant, the ductile metal will be displaced permanently due to plastic deformation at
gion.

25 Schematic diagram illustrating the operation principle of a momentum-transfer based flow sensor.

26 Schematic diagram of the plastic deformation magnetic assembly (PDMA) process.
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evelopment Trends

ion and integration of circuits has resulted in revolution in the society so far. It drastically
costs and increased the performance of circuits. Without the integrated circuits technology,
tion age would not have dawned on the human society. 
ctured that integrated microsensors are likely to produce as broad and deep an impact on
s the integrated circuits. Sensors can be used for robotics sensing, smart buildings, smart

27 SEM micrographs of cantilever beams (a) while in plane, and (b) after PDMA assembly.
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toys, automotive safety and control, and industrial control. However, in order to realize the advantages
of integrated sensors, a number of technical barriers must be overcome. Two important barriers are (1)
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osts of integrated sensors and (2) reliable and robust packaging of sensors.
lopment of microintegrated sensors involves high development costs and long time-to-
 surface micromachined accelerometer developed by analog devices costs tens of millions of
ook more than 5 years to produce. Why do integrated sensors cost so much to build? Sensors
d using a group-up approach. The development cycle of a sensor begins at the level of physical
he cost of sensor development includes expertise for material selection, design generation,

rocess development, and characterization. 
velopment cost and speed is not tolerable in applications where only a small amount of
ors is required. Standard sensing modules, low-cost, flexible foundry fabrication processes,
d computer simulation and prototyping tools are required to advance the state-of-the-art
grated sensors.

nsors will involve more non-silicon materials. For example, polymer materials can be used
e costs while high-temperature materials maybe used for high-temperature sensing applica-

onitoring of conditions in engines). 

ons

orical overview of the development of microfabrication technology and microintegrated
esented. Common sensing principles, including capacitive, piezoresistive, and piezoelectric
discussed. Four important case studies of sensors are undertaken. For each type of sensor
—pressure sensors, acceleration sensors, tactile sensors, and flow sensors—the sensor archi-
 fabrication processes are reviewed. Interested readers may find more in-depth information
nces provided in this section. 
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d or physical environment. In addition, we will look at the electronic components that are
 modulating the necessary electrical energy.
energy perspective, a mechatronic system can be separated into a relatively higher energy
tion that interacts with the physical world and a relatively low energy (power) portion that
ata, see Fig. 20.1. Sensor and actuators are the interfacing devices that accomplish the tasks
odulation and energy conversion. Therefore, an actuator can be viewed as having the

picted in Fig. 20.2. Typically, actuators are considered only as energy conversion devices.
th the proliferation of power electronics, we will take a more inclusive view of actuators that
s power amplification. An electrohydraulic linear actuator, see Fig. 20.3, can also be similarly

ere the spool valve is the power amplification/modulation block with spool position as the

Mechatronic system.

Actuator functional diagram.

Electrohydraulic and electromechanical actuators.
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, such as a DC motor (Fig. 20.3), the power amplification block is the motor driver that
nal level (low current/power) control signal to the higher power (large current) signal that
nvert electrical energy to mechanical energy through the electromagnetic principle.
apter, we will first present an overview of common types of electromechanical actuators.

 classified by the respective energy conversion mechanism. The power electronic components,
es, thyristors, and transistors, which are used for power amplification and modulation, will
 followed by discussion of common power amplification building blocks. We will conclude
g some issues related to interfacing with electromechanical actuators.

lectromechanical Actuators—Operating Principles

electrical energy to mechanical energy is the common thread among different electrome-
ators. Physics provided us with many different mechanisms either through direct conversion

oelectric or through an intermediate medium such as a magnetic field. We will present an
 the more common electromechanical actuators by their energy conversion mechanism:
etic, electrostatic, and piezoelectric. The following discussion is intended to provide intro-
rmation about the types of electromechanical actuation and is by no means exhaustive.

cussion of each can be found in subsequent chapters, where they will be discussed in more

netics—Magnetic Field

etic is the most widely utilized method of energy conversion for electromechanical actuators.
asons for using magnetic fields instead of electric fields is the higher energy density in magnetic
ir gap that separates a stationary member (stator) and a moving member of an electrome-
uator is where the electromechanical energy conversion takes place. The amount of energy
me of air gap for magnetic fields can be five orders of magnitude higher than that of electric

law of electromagnetic forces and Faraday’s law of electromagnetic induction are the two
l principles that govern electromagnetic actuators. Before going into the detail of electro-
e will first introduce the concept of magnetic field and flux. 

 flux φ exists due the presence of a magnetic field. The magnetic field strength  (in A/m)
netic flux density  (in tesla [T]) are related by the permeability of the material. In a vacuum,
c flux density is directly proportional to the magnetic field strength and is expressed by

(20.1)

4[T m/A] is the permeability constant. For other magnetic or ferromagnetic materials the
 is given by

(20.2)

) is the relative permeability of the material. Figure 20.4 shows typical B-H and µ-H curves.

w of Electromagnetic Force
ent carrying conductor is placed in a magnetic field, it will be subjected to an induced force

(20.3)

H
B

B µ0 H⋅=

B µr H( ) µ⋅ 0 H⋅=

F i B×=
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he force vector, is the current vector, and is the magnetic flux density. The force is called
agnetic force or the Lorentz force. If a conductor of length L carrying constant current i is
constant (independent of location) field B, as shown in Fig. 20.5, the magnitude of the
rentz force  exerted by the field B on the conductor is 

(20.4)

w of Electromagnetic Induction
 of a conductor in a magnetic field will produce an electromotive force (emf), or electric
ross the conductor given by

(20.5)

 is the magnetic flux. For a conductor of length L moving at a constant speed v in a
dependent of location) magnetic field that is perpendicular to the area A, as shown in Fig. 20.6,
de of the induced electromotive force (electric potential) is

(20.6)

 two methods to generate a desired magnetic field , or equivalently, a desired magnetic
. One is to use a permanent magnet and the other is to utilize the Boit–Savart law. 

 Law
ite), straight, current carrying conductor induces a magnetic field around the conductor, see
e flux density at a perpendicular distance r from the conductor is

(20.7)

µ-H diagram and B-H diagram.

Lorentz’s electromagnetic force.

H H

i B

F

F |F | BLi= =

emf E −dφ
dt
------= =

B dA⋅

emf E BLv= =

H
B

B
µrµ0

2πr
---------- i⋅=
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he electric current. If we bend the straight current carrying conductor into a helical coil
ith N turns, it will induce a corresponding magnetic field as depicted in Fig. 20.8. If the
 coil L is much greater than its diameter D, the flux density follows the right-hand rule and
de inside the coil is approximately

(20.8)

r · µ0 is the permeability of the material inside the coil and i is the current through the
is field can be intensified by inserting a ferromagnetic core into the solenoid by increasing
ility. Coil induced magnetic fields is widely utilized in electromagnetic devices for generating
agnetic fields and are often referred to as electromagnets.

Motion induced electromotive force.

Magnetic field generated by current carrying conductor.

Coil (solenoid) induced magnetic field.

B µ N
L
---- i⋅=
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pe Devices
e Fig. 20.9, is the simplest electromagnetic actuators that are used in linear as well as rotary
r valves, switches, and relays. As the name indicates, a solenoid consists of a stationary iron

r), a coil (solenoid), and a ferromagnetic plunger (armature) in the center of the coil, see

il is energized, a magnetic field is induced inside the coil. The movable plunger moves to
flux linkage by closing the air gap between the plunger and the stationary frame. The magnetic
ted is approximately proportional to the square of the applied current i and is inverse
l to the square of the air gap δ, which is the stroke of the solenoid, i.e.,

(20.9)

 in Fig. 20.11, for strokes less than 0.060 in., the flat face plunger is recommended with a
 force three to five times greater than 60° plungers. For longer strokes up to 0.750 in., the

 offers the greatest advantage over the flat face plunger. When the coil is de-energized, the
es and the plunger will return to the original location either by the load itself or through a
g.
 solenoids basically pull the plunger into the coil when energized. Push-type solenoids are
d by extending the plunger through a hole in the back-stop, see Fig. 20.12. Therefore, when
e plunger is still pulled into the coil, but the extended producing a pushing motion from
 of the solenoid. Return motion, upon de-energizing the coil, is provided by the load itself

ght of the load) and/or by a return spring, which can be provided as an integral part of the
embly.

Assorts of solenoid actuators. (Courtesy of Shih Hsing Industrial Co., Ltd.)

0 A typical solenoid.

F
i2

δ2
----∝
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lenoids utilize ball bearings that travel down inclined raceways to convert linear motion to
n. When the coil is energized, the plunger assembly is pulled towards the stator and rotated
rc determined by the coining of the raceways, see Fig. 20.13. An electromechanical relay (EMR)
hat utilizes a solenoid to close or open a mechanical contact (switch) between high power
ds. A relay performs the same function as a power transistor in that relatively small electrical
ed to switch a large amount of currents. The difference is that a relay has the capability of
much larger current level. Variations on this mechanism are possible: some relays have
tacts, some are encapsulated, some have built-in circuits that delay contact closure after
d some, as in early telephone circuits, advance through a series of positions step by step, as

rgized and de-energized.
lection Considerations. Force, stroke, temperature, and duty cycle are the four major design/
nsiderations for solenoids. A linear solenoid can provide up to 30 lb of force from a unit
 in. long. A rotary solenoid can provide well over 100 lb of torque from a unit also less than
 As shown in Fig. 20.11, the relationship between force and stroke can be modified by
e design of some internal components. Higher performance, e.g., force output, can be

1 Typical force-stroke curve of solenoids. (Courtesy of Magnetic Sensor Systems.)

2 Push and pull type solenoids. (Courtesy of Ledex® & Dormeyer® Products.)

3 Rotary solenoid. (Courtesy of Ledex® & Dormeyer® Products.)
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 increasing the current to the coil winding. However, higher current tends to increase the
perature. As the winding temperature increases, the wire resistance increases. This will
utput force level. Solenoids are often rated as operating under continuous duty cycle or

 duty cycle. A solenoid rated for 100% duty cycle may be energized at its rated voltage
y because its total coil temperature will not exceed maximum allowable ratings, while an
 duty cycle solenoid has an associated allowable “on” time which must not be exceeded.
 duty coils provide considerably higher forces than continuous duty solenoids. The maxi-
ting temperature for a solenoid is determined by the rated temperature of the insulation
d in the winding (see Table 20.1).

otors (VCMs)
 indicates, the voice-coil motor was originally developed for loudspeakers. It is now extensively
ing read/write heads in hard disk drives. Since the coil is in motion, VCM is also referred to
coil actuator. The VCM consists of a moving coil (armature) in a gap and a permanent magnet
 provides the magnetic field in the gap, see Fig. 20.14. When current flows through the coil,
 Lorentz law, the coil experiences electromagnetic (Lorentz) force F

oice-coils are designed so that the flux is perpendicular to the current direction, the resultant
e can be written as

(20.10)

e coil length per turn, B is the flux density, N is the number of turns in the coil, i is the
 γ is a coil utilization factor. It is important to know that the force is proportional to the
ent amplitude and the proportional constant KF is often called the force constant. 

Class A Class 105 105°C 221°F
Class E Class 120 120°C 248°F
Class B Class 130 130°C 266°F
Class F Class 155 155°C 311°F
Class H Class 180 180°C 356°F
Class N Class 200 200°C 392°F

4 Voice-coil motor.

F i B×=

FVCM γ BNl i⋅ KF i FVCM i∝⇒⋅= =
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s usually suspended in the gap by springs and attached to the load such as the diaphragm
speaker, the spool of a hydraulic valve, or the read/write head of the disk drive. The linear

 between the output force and the applied current and the bidirectional capability makes the
ore attractive than solenoids. However, since the controlled output of the voice coil is force,
f closed loop control or some type of spring suspension is needed. 
lection Consideration. From Eq. (20.10) we see that the force constant depends on the flux
the amount of wires that can be packed into the gap. There are two options to increase the
nt. One is to increase the flux density, which can be achieved by using stronger magnetic
 the other is to increase either N or l, i.e., to pack more turns and/or make a larger diameter

xed gap volume, using higher gauge (thinner) wires is the only way to increase the number
wever, higher gauge wires have larger resistance, which will increase the resistive heating of
 and limit the allowable current. In addition, the additional insulation will also occupy more
 tends to reduce the effect of increasing N. In summary, to improve the performance of the
designer can either choose a better magnetic material or to make the motor bigger by either
coil wider (increase D) or longer (increase N).

ors
ors are the most widely used electromechanical actuators. They can either be classified based
ality or electromagnetic characteristics. The differences in electric motors are mainly in the
 and the method of generating the magnetic field. Figure 20.17 shows the composition of a

agnet DC motor. Some common terminologies for electric motors are:
he stationary outer or inner housing of the motor that supports the material that generates
iate stator magnetic field. It can be made of permanent magnet or coil windings.
system) is the portion of the stator that is responsible for generating the stator (field) magnetic

e rotating part of the motor. Depending on the construction, it can be a permanent magnet
agnetic core with coil windings (armature) to provide the appropriate armature field to
 the stator field to create the torque.

 is the rotor winding that carries current and induces a rotor magnetic field.
 the small gap between the rotor and the stator, where the two magnetic fields interact and
 output torque.
he part of a DC motor through which the current is supplied to the armature (rotor). For
s AC motors, this is done by slip rings.

5 Permanent magnet DC motor. (T. Keujo and S. Nagamori, Permanent-Magnet and Brushless DC
 by permission of Oxford University Press.)
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directions in the stator and/or the armature coils so that a desired relative stator and rotor
x direction is maintained. For AC motors, commutation is done by the AC applied current
e design of the winding geometry. For stepping motors and brushless DC (BLDC) motors,
ns are done in the drive electronics and/or motor commands.
eneration in an electric motor is either through the interaction of the armature current
tor magnetic field (Lorentz Law) or through the interaction of the stator field and the
ld. Table 20.2 summarizes the common classification of electric motors. The next chapter
etailed discussion of the operation of various electric motors and the associated design
ns. 

Electric Motor Classification

Classification

Magnetic Field Description

Permanent magnet Permanent magnets are used to generate the stator magnetic field. 
Electrical current is supplied directly into the armature winding of 
the rotor through the brushes and commutators.

Electro-
magnets

Shunt wound A stator (field) winding is used as electromagnet. Stator winding is 
connected in parallel with the armature winding.

Series wound A stator (field) winding is used as electromagnet. Stator winding is 
connected in series with the armature winding. 

Compound wound Two stator (field) windings are used as electromagnet. The stator 
windings are connected, one in series and one in parallel, with the 
armature winding. 

Separate wound A stator (field) winding is used as electromagnet. Both the stator and 
armature fields are individually energized. 

Single-phase Induction Single stator winding with squirrel-cage rotor. No external connection 
to the rotor. Torque generation is based on the electromagnetic 
induction between the stator and rotor. AC current provides the 
commutation of the fields. Rotor speed is slightly slower than the 
rotating stator field (slip).

Synchronous Permanent magnet rotor or rotor winding with slip ring commutation. 
Rotating speed is synchronized with the frequency of the AC source. 

Poly-phase Induction Similar to single-phase induction motor but with multiple stator 
windings. Self-starting.

Synchronous Similar to single-phase synchronous motor but with multiple stator 
windings for smoother operation.

Universal Essentially a single-phase AC induction motor with similar electrical 
connection as a series wound DC motor. Can be driven by either AC 
or DC source.

Permanent magnet Permanent magnet rotor with stator windings to provide matching 
magnetic field. By applying different sequence (polarity) of coil 
current, the rotor PM field will align to match induced stator field.

Variable reluctance Teethed ferromagnetic rotor with stator windings. Rotor motion is the 
result of the minimization of the magnetic reluctance between the 
rotor and stator poles.

Hybrid Multi-toothed rotor with stator winding. The rotor consists of two 
identical teethed ferromagnetic armatures sandwiching a permanent 
magnetic.

Poly-phase Synchronous Essentially a poly-phased AC synchronous motor but using electronic 
commutation to match rotor and stator magnetic fields. Electronic 
commutation enables using a DC source to drive the synchronous 
motor.
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ics—Electrical Field

cal fields have lower energy density than magnetic fields, typical applications of electrical field
ited to measurement devices and accelerating charge particles, where the required energy
all. Recently, with the proliferation of microfabrication technology, it is possible to apply

ctrostatic forces to microelectromechanical actuators, such as comb actuators (see Fig. 20.16).
ge of electrostatic actuation is the higher switching rate and less energy loss as compared to
agnetic actuation. However, the limitation in force, travel, and high operating voltage still
addressed. Electrostatic actuation is the main actuation for moving charged toner particles
otographic (xerographic) processes, e.g., laser printers.

ic

c is the property of certain crystals that produces a voltage when subjected to mechanical
, or undergoes mechanical deformation when subjected to a voltage. When a piezoelectric
nder mechanical stress, it produces an asymmetric displacement in the crystal structure
arge center of the affected crystal ions. The result is charge separation. An electric potential
l to the mechanical strain can be measured. This is called the direct piezoelectric effect.
the material will have deformation without volume change when electric potential is
s reciprocal piezoelectric effect can be used to produce mechanical actuation. There are two
f piezoelectric materials: sintered ceramics, such as lead-zirconate-titinate (PZT), and
ch as polyvinylidence fluoride (PVDF). Piezoceramics have a larger force output and are

as actuators. PVDFs tend to generate larger deformation and are used more for sensor
.

6 MEMS comb actuator uses electrostatic actuation. (Courtesy of Sandia National Laboratories,
ovel Si Science and Technology Department, SUMMIT Technologies, www.mems.sandia.com.)
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ling between the electrical and mechanical property of the material can be modeled by the
ts of linear constitutive equations:

(20.11)

lectric field strength [V/m]
harge-density (dielectric) displacement [C/m2]
tress [N/m2]
train
ompliance
ermittivity [F/m]
iezoelectric coupling coefficients

tion Considerations
 shows the common orientation for piezoelectric actuation. With a typical strain of less
the amount of deflection or deformation is usually the limited factor for piezoelectric
he most common architectures are the stacked and bending actuation. Piezoelectric actu-
ost suited for high bandwidth, large force, and small stroke/deflection applications. They
sed in noise and acoustical applications, as well as optical applications, where precision
itical.
ric actuators are usually specified in terms of their free deflection and blocked force. Free

f) refers to displacement attained at the maximum recommended voltage level when the actuator
 free to move and is not asked to exert any force. Blocked force (Fb) refers to the force exerted
um recommended voltage level when the actuator is totally blocked and not allowed to move.

 shows the static performance curve of a typical piezoelectric actuator (force vs. deflection).
piezo actuator must deform a specified amount and exert a specified force, which determines
 point on the force vs. deflection line. An actuator is considered optimized for a particular

7 Common piezoelectric actuation geometries. (Courtesy of Piezo Systems, Inc.)
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f it delivers the required force at one half its free deflection. High operating voltage, hysteresis,
tigue are the main mechanical design considerations.

 one of the major considerations for any energy conversion process. In most cases, the wasted
nverted to heat and increases the device temperature. For electromechanical actuators, heat
e) is one of the most prominent performance-limiting factor as well as failure mode. As
erature increases, the underlying conversion efficiency will suffer and dump more energy
hich further increases the device temperature. This is often referred to as thermal runaway.
 is very important when designing electromechanical actuators to prevent thermal runaway
ee that under normal operating condition the actuator system achieves thermal equilibrium.
ium temperature should be maintained below the lowest rated temperature of the compo-
s the electrical insulation for the windings. The temperature rating for electrical insulations
Table 20.1. 

plification and Modulation—Switching Power Electronics

 in the previous section and depicted in Fig. 20.2, there are two main functions in an extended
 an actuator for mechatronics systems. We have introduced a few energy conversion mech-
the associated actuators. In the second part of this chapter, we will focus on the power

n and modulation portion of the actuator. This part of the actuator is traditionally called
plifier or the driver for the corresponding actuator. However, as miniaturization and system
ecome more pervasive, power electrics are being embedded into either the controller (infor-
essing unit) or the actuator. It is also the portion where intelligence and additional func-
ture can be incorporated. For electromechanical actuators, the unmodulated energy source
. The power amplifier acts as a buffer between the low energy part of the system, where
mmand is given in low energy electrical signals, and the high energy density electrical signal
converted.
plification can roughly be categorized into two methods, linear and switching. The main
 linear power amplification is the “cleanness” of the signal as compared to the switching ampli-
ain drawback is in efficiency, where linear amplifiers tend to run hotter than similar sized
plifiers. However, as with any engineering design, this is only a rule-of-thumb; the designer

lyze the application and select or design the appropriate driver. 
 amplifiers are made of semiconductor components such as diodes and transistors. These
tor devices either function as a switching element that controls the current flow to the energy
lement such as a winding coil, or as an amplification element that modulates the amount
owing into the winding coil. Another advantage of using switching type power amplifiers is
itching, the amplifier stage can be directly controlled by a digital signal from an information
evice (see Fig. 20.1) such as a microcontroller or a microprocessor. This eliminates the need

8 Static performance curve of a typical
actuator. (Courtesy of Piezo Systems, Inc.)
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 which reduces the cost and size of the required electronics. Pulse-width modulation (PWM)
example using binary signal to control electromechanical actuators. Figure 20.19 shows one
ple of using a switching device to interface with a PMDC motor. As discussed in the previous
ue is generated when current is flowing into the armature winding of a PMDC motor. To
tor on and off, we can connect the motor with a DC power source in series with a switch.
itch is closed, current flows through the motor and the motor turns. If the switch is opened,
s and the motor will eventually stop. Of course, more sophisticated circuit and switching

eded for actual implementation. 
ess, this example illustrates the fundamentals of switching power amplification. In this section,
s on switching amplifiers by introducing the fundamental building blocks.

ctors

tors are typically materials consisting of elements from group IV of the periodic table, e.g.,
germanium (Ge), and cadmium sulfide. Unlike conductors and insulators, semiconductors’
ying capability is significantly affected by the temperature and the amount of incident photons
 and amount of impurities in the material. By introducing carefully controlled group V or

 (called dopants) into the semiconductors, we can increase or decrease the number of valence
 the semiconductors, respectively. Depending on the type of the dopants, semiconductors
ated into:

e semiconductors: semiconductors doped with donor elements (e.g., arsenic or phosphor group
ments ) that result in one additional electron freed ( free electron) from the crystal lattice as
rge carrier that is available for conducting.

e semiconductors: semiconductors doped with acceptor elements (e.g., boron or gallium group
ments) that results in a missing electron in the lattice structure, which is called a hole. Holes
e viewed as positive charge carriers or places that accept free electrons.

e discussed shortly, the interaction between the n-type and p-type semiconductors under
ientation forms the basis for all the semiconductor electronic devices. One of the more
spects of modern electronics is the variety of features that can be obtained with a simple
vice that opens or closes a connection in a controlled manner. We will discuss a few electronic
t are widely used, mainly as a controlled switching element, in power electronics for con-

wer amplifiers/drivers for electromechanical actuators.

a two-terminal electronic device that is constructed by joining a p-type and an n-type
tor together to form a pn junction. Figure 20.20 shows the schematic symbol of a generic
erminal associated with the p-type material is called the anode and the terminal associated
ype material is called the cathode. If the anode has higher electrical potential (>0.7 V) than

9 DC motor under switching control.
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 the diode is said to be forward biased, i.e., VD > 0.7 V. Conversely, if VD < 0.7 V, the diode
sed.
 in Fig. 20.21, depending on the applied voltage, a diode can operate in three different regions:

rd biased region: VD > Vγ , where Vγ  is called the forward bias voltage and is typically around
 for silicon and 0.3 V for germanium. The diode acts as a closed switch, and the anode and
de become short-circuited with a slight reverse potential (forward voltage drop) that is equal
 see Fig. 20.22.

se biased region: VZ < VD < Vγ , where VZ is the reverse breakdown voltage of the diode. The
 acts as an opened switch and the circuit is open, see Fig. 20.22.

down region: VD < VZ . The diode again acts as a closed switch and a large current flows
gh the diode. This is called the avalanche effect. If the magnitude of the reverse current iD

er than the critical reverse bias current, the device will fail.

nalogous to a fluid check valve, which allows fluid (current) to flow in only one direction if
 pressure is sufficient to overcome the spring force, see Fig. 20.23. Table 20.3 summarizes
f some typical diodes.

 allowable current through a diode and the reverse breakdown voltage are the two major
iderations for diodes. The voltage across a diode times the current it carries is the power
the diode that is completely converted into heat. The temperature of a diode can rise
to its small size and mass. For safe operation, the temperature of the diode junction should
200°C. To improve heat transfer, diodes are commonly mounted on metallic heat sinks.
es are rated between 1/2 and 1 W. Power diodes can be rated as high as several hundred

1 Diode characteristics.

2 Approximating a diode in a circuit.
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hing applications, the reverse-recovery time is another important design parameter. The
very time imposes an upper bound on the frequency at which the diode can be switched on
mpts to operate a diode above this frequency will result in a decrease in switching efficiency
se severe overheating.

e widely used in electronic power circuits. They are most widely used for rectification and peak
igure 20.24 illustrates some of the common diode applications. If multiple diodes are to be

Maximum 
Average Forward 

Current [A]

Voltage Drop at 
Maximum Average 

Forward Current [V]

Maximum 
Peak Forward 
Current [A]

Reverse 
Breakdown 
Voltage [V]

Junction 
Temperature 

[°C]

1 0.8 30 1000 175
12 0.6 240 1000 200

100 0.6 1600 1000 200
1000 1.1 10,000 2000 200

ildi, Electrial Machines, Drivers and Power Systems, Prentice Hall, 2000.

3 Analogy between diodes and check valves.

4 Common diode applications.
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r packages are the single inline package (SIP), the flat pack, and even a surface mount
 Although multiple diode arrays can incorporate different type diodes, the most popular
porate a fast, small signal diode such as the 1N4148, and the core driver arrays, which employ
ing, higher current, 100-mA diode.

rrent–voltage curve of a diode shown in Fig. 20.21.
s reverse biased to the breakdown region, a large
ent will flow through the diode. For most diodes,
is usually larger than 50 V and may exceed kilovolts.
nche) diodes are a class of diodes that exhibit a steep
urve with a well-defined reverse breakdown voltage

ique breakdown characteristic makes Zener diodes
ates for building voltage regulators, since they can maintain a stable source voltage under

ply as well as varying load impedance. Figure 20.25 shows the special symbol that represents
e.

e Zener diode as a voltage regulator, it should be reverse biased with a supply voltage higher
d reverse breakdown voltage VZ, see Fig. 20.26. For an ideal Zener diode, in Fig. 20.26, VS >
ge across the load will equal to VZ; hence the load current i load and the Zener diode current
en as

.

s are often rated by their power dissipation, which is

.

hen selecting Zener diode for voltage regulation applications, it is important to ensure that
t exceed the allowable limit. The most common range of the reverse breakdown voltage for

s is from 3.3 V to 75 V. However, voltages out of this range are available. Some typical power
ener diodes are 1/4, 1/2, 1, 5, 10, and 50 W.

or a silicon-controlled rectifier (SCR), is a 4-layer semiconductor switch, similar to a diode,
additional terminal to control the instant of conduction. A thyristor has three terminals: an
hode, and a gate, see Fig. 20.27. One can think of a thyristor as a controllable diode that the
l provides as a mean of precise control of the instance when the thyristor is to be turned on,
ntrolled switch. 

6 Use zener diode as simple voltage regulator.

FIGURE 20.25 Zener (avalanche) diode.
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.28 shows the current–voltage characteristics of a thyristor. To turn on (short or conduct) a
o conditions have to be satisfied:

node (A) and cathode (K) terminal has to be forward biased, i.e., the anode voltage needs
 higher than the cathode voltage.
e current IG has to flow into the gate for a sufficient amount of time, typically, a few
seconds. The gate current can be generated by a short positive voltage pulse applied across
te (G) and cathode (K) terminal. The minimum amount of gate current that is required to

on a thyristor is called the latching current.

 thyristor is turned on, the amount of current flowing through the device ISCR is limited by
e circuit impedance. Once the thyristor is turned on, the gate terminal loses control of the

we cannot use the gate to turn off the device. The thyristor will only turn off if the anode
goes to zero, after which the gate terminal can assert control to turn on the device again.
he thyristor can also be switched on by exceeding the forward breakdown voltage VFB.
is is usually considered a design limitation and switching is normally controlled with a gate
e gate (G) terminal is shorted with the cathode (K), the thyristor cannot be turned on, even
ard biased. One can think of the thyristor as a normally opened switch with a detent. Once

s closed, no additional control is needed. Figure 20.29 shows the operation of a thyristor
ple resistive load under a sinusoidal bipolar source voltage VS. In Fig. 20.31, the gate voltage
e command or control input.
 thyristor is reverse biased, the gate (G) to cathode (K) terminals should not be forward

event reverse breakdown of the first pn junction of the thyristor, see Fig. 20.27. The reverse
oltage VRB, the latching current, the current and power rating, and the rate of rise of voltage
 important design parameters for selecting a thyristor. When the voltage across the thyristor
applied or increased rapidly, the thyristor may turn on even if the gate current (voltage) is

7 Thyristor and its schematic symbol.

8 Thyristor (SCR) characteristics.
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cal rate of voltage change that will induce thyristor turn-on is about 50 V/µs. To prevent
nduction due to a large rate (high frequency) of voltage variation, a snubber circuit, see

s often connected in parallel with the thyristor to filter out the high frequency voltage
he snubber circuit is essentially a passive RC low-pass filter. The selection of the snubber

S and capacitance CS can use the following formula:

(20.12) 

d LL are the load inductance and load resistance, respectively. VAmax is the maximum anode
(dV/dt)max is the maximum expected rate of raise of voltage across the anode and cathode.
odes used in rectifier circuits that can only rectify the input AC voltage to an average DC
istors can be used to build controlled rectifiers that can rectify AC sources and modulate the
ut DC voltage by modulating the firing timing of the gate voltage/current, see Fig. 20.31.

9 Thyristor driving a resistive load.

0 Snubber circuit.

1 Controlled (thyristor) and uncontrolled (diode) rectifications.

CS

VAmax
2

LL dV/dt( )max
2

-------------------------------- and RS 2
LL

CS

----- RL–= =
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r can only be turned on in the forward biased direction. A triac is a controlled switch that
t to a pair of thyristors that are connected in an anti-parallel configuration, see Fig. 20.32.
in Fig. 20.32, a triac can be turned on in both the reverse and forward directions.

s

is a semiconductor device that has three or more terminals and can provide power amplifi-
witching. As we have seen in the previous discussions, electronic switching can be accom-
ugh either diodes or thyristors. Diode switching does not provide any control freedom. A
 three-terminal device and the third (gate) terminal can be used to control and switching
ever, one drawback of thyristor switching is that the switching control is only in one direction,
 terminal can only be used to turn on the device. The thyristor switch can only be turned
ing the anode current to zero. 
or is a special semiconductor device that can be used for power amplification by modulating
rge current between or voltage across two terminals using a small control current or voltage,
g by effectively opening and closing the connection between two terminals using a controlled
e third terminal. 
s form the basis of modern electronics and are the fundamental building blocks for digital

operational amplifiers, and power electronics. There are three common types of transistors,
tion transistors (BJTs), metal-oxide field effect transistors (MOSFETs), and insulated gate
sistors (IGBTs).

ction Transistors (BJTs)
nction transistor is a three-layer device that is made of the p-n-p or the n-p-n combinations
uctors, see Fig. 20.33. BJTs have three terminals connected to each of the three layers called

2 Triac characteristic.

3 Biploar junction transistors (BJTs).
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), emitter (E), and base (B). Figure 20.34 shows the operation of an n-p-n type BJT under a
itter type connection. BJTs can operate in three regions:

f—When the base-emitter voltage is less than the turn-on voltage Vγ , the base current iB will
gligible. The transistor is in the cutoff region and no current will flow through the collector
mitter terminal, i.e.,

 

ally, Vγ  = 0.6 − 0.7 V. In this mode, the transistor from C to E can be viewed as an open
ection. This is analogous to the closed flow control valve.
 Linear—When VBE = Vγ , the transistor is in the active linear region, where 

is mode, the transistor can be viewed as a current-controlled current amplifier, where the
tor current iC is proportional to the base current iB. The proportionality constant (current
ification factor or current gain) β = 20 ~ 200, is often denoted as h, hf, or hFE in the data
s. In this mode, the connection between the terminals C and E can be viewed as closed. This
logous to a partially opened flow control valve, where the amount of the fluid (current) flow
portional to the size of the valve opening (base current magnitude). The power dissipation
s the transistor PBJT is

PBJT = iC · VCE

ation—When the base current iB is larger than the maximum available collector current iC,
ansistor is in the saturation region, where

 (20.13)

s mode, the transistor can be viewed as a closed switch between the terminals C and E. The
tor current iC is controlled (determined) by the collector circuit. This is analogous to a
letely opened flow control valve, where the flow is determined by the source and the load.
also that when the transistor is in saturation, the collector-emitter voltage drop is maintained
mall value called the saturation voltage VSAT. 

4 Characteristics of a common emitter n-p-n BJT.

VBE Vγ<
iB 0=

  
iC 0≈
VCE 0≥




⇒




VBE = Vγ and
iC β iB⋅=
VCE Vγ>




iB iC /β>
VBE Vγ=




and VCE VSAT 0.2 V≈=
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, when the transistor is saturated, it acts as a closed switch. When a transistor is in the cutoff
s as an open switch. When it is in the active region, it acts as a current (iB) controlled current
r. Although this is a very simplistic approximation, it is very useful for designing and

ng power electronics and interfacing electromechanical systems. Figure 20.35 illustrates some
 BJT devices and applications.
efully controlling the base-emitter voltage VBE and base current iB, the transistor can be made
etween the cutoff and the saturation region, which act as a switch, see Fig. 20.38. Realistically,
itching is not instantaneous (see Fig. 20.37). The turn-on time tON of the transistor is the

5 Some examples of using BJT.

6 BJT as a current controlled switch.

7 BJT switching characteristics.
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elay time tD and the rise time tR. Similarly, the turn-off time tOFF is the sum of the storage
he fall time tF . The turn-on and turn-off time of a transistor limits the maximum switching
ypical switching frequency for a power BJT is between 2 and 20 kHz. Generally speaking,
itch at a higher frequency than thyristors but can handle less power. Power BJTs can handle
to several hundred amperes and VCE up to about 1 kV.
sipation is a key design constraint for BJTs. Recall that if the BJT is used in the active linear
r amplifier), the power dissipation is PBJT = iC · VCE with VCE > Vγ . With a large collector current
ing the small volume and thermal mass of the device, the transistor is not very efficient when
 the active linear region. On the other hand, when the BJT is switching between saturation
he collector current will be small (during cutoff) and VCE will be small (during saturation).
g power dissipation is much smaller compared with the active linear mode of operation. This

hing much more efficient.
n consideration working with BJT is to supply adequate base current, especially when the
to operate in the saturated region, see Eq. (20.13). This may require large input power and
d the input stage. As will be discussed later, this is also the main reason that BJTs are less used
 power electronics and are being replaced by devices such as MOSFET and IGBT, which require
ntrol current. One solution to this constraint is to increase the current gain β. A simple and
ementation to increase the effective current gain of a BJT is the Darlington pair configuration.

ransistor Pairs
 transistor pair connects two BJT transistors to form an effective three terminal device that

d current gain, see Fig. 20.38. In Fig. 20.38, let β1 and β2 be the current gains of the two
hen the relationship between the base current of transistor Q1 and the collector current of
2 is

, the effective current gain for the Darlington transistor pair is the product of the two
urrent gains, i.e., βD = β1 · β2. For a typical Darlington pair, this can be in the range of
 The trade-off for using Darlington pair configuration is the additional space (real estate)
wo transistors instead of one.

e-Semiconductor Field Effect Transistor (MOSFET)
a type of field effect transistor (FET). FETs are voltage controlled three terminal devices respec-
drain (D), source (S), and gate (G). The terms come from the analogy of overhead tank system
ate valve to control the water flow from source to drain. MOSFET uses a metal plate as the gate
 it is insulated from the p- or n-type silicon substrate by a thin layer of oxide (see Fig. 20.39).
 voltage VG is applied to the gate plate, an electrostatic field induces reverse charges at the

 substrate. The charges at the substrate initiate transistor type characteristics by forming either
annel or a p-type channel. Hence, the n- or p-type MOSFET classifications (see Fig. 20.39).

8 Two type of Darlington transistor pairs.

Q1

Q2

bb1

bb2
B

E

Q1

Q2

1

2

B

E

iC2 β2 iB2⋅ β2 β1 iB1⋅( )⋅ β2 β1⋅( ) iB1⋅ βD iB1⋅= = = =
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ty of the power amplification and modulation applications, MOSFETs are designed to operate in
ent mode. Figure 20.42 illustrates the enhancement mode characteristic of an n-channel MOSFET:

f—When the potential across the gate and the substrate (source) VGS is less that the turn-on
hold) voltage VT , the MOSFET is in the cutoff region and there is negligible current flow
gh the drain (D) terminal, i.e.,

ally, VT ≈ 1–2 V. In this mode, the transistor from D to S can be viewed as an open connection.
 Region—When the VGS > VT, the MOSFET is in the active region, where 

is mode, the transistor can be viewed as a voltage-controlled current amplifier, where the
 current iC is proportional to square of the difference between the gate-source voltage and
reshold voltage. The drain current is controlled by the gate-source voltage VGS. The power
ation across the transistor PFET is

PFET = iD · VDS 

c State—When VGS is large enough so that the drain current is determined by the drain
e circuit, the MOSFET is in saturation and 

>> (20.14) 

9 Metal-oxide-semiconductor (MOS) field effect transistor (FET).

0 Enhancement mode MOSFET characteristic.

VGS VT<
iG 0=

  
iD 0≈
VDS VDD≈




⇒




VGS VT> and
iD VGS VT–( )2∝
VDS VGS VT–>




VGS VT and
iD VDD /RD=

VDS iD RON VDS( ) VGS VT–<⋅≈


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s mode, the transistor can be viewed as a closed switch between the terminals D and S with
age controlled resistance RON. The drain current iD is controlled (determined) by the drain
t. At rate current, the VDS drop during saturation ranges from 2 to 5 V.

ting in the enhancement mode, a MOSFET behaves very similar to a BJT. Instead of base
 MOSFET behavior is determined by the gate voltage. When carefully controlling the gate
MOSFET, the transistor can be made to operate as a voltage controlled switch (Fig. 20.41)
s between the cutoff (point A) and the Ohmic (point B) region. 
ntage of a MOSFET device is that the MOSFET has significantly larger input impedance as
 BJT. This simplifies the circuit that is needed to drive the MOSFET since the magnitude of
rent is not a factor. This also implies that a MOSFET is much more efficient than BJTs as
 be switching at a much higher frequency. Typical MOSFET switching frequency is between
kHz, which is an order of magnitude higher than BJTs. Power MOSFETs can carry drain
to several hundreds of amperes and VDS up to around 500 V.
ct is one of the key reasons why MOSFET has better switching performance than BJT.
tic field is also one of its main failure modes. MOSFETs are very sensitive to static voltage.
ide insulating the gate and the substrate is only a thin film (in the order of a fraction to a
eter), high static voltage can easily break down the oxide insulation. A typical gate breakdown
out 50 V. Therefore, static electricity control or insulation is very important when handling
vices. 
g BJT with MOSFET, we can conclude the following:

can be used as current amplifiers.

 is a current-controlled amplifier where the collector current iC is proportional to the base
rrent iB.

SFET is a voltage-controlled amplifier where the drain current iD is proportional to the
are of the gate voltage VG.

can be used as three terminal switches or voltage inverters.

: switching circuit give rise to TTL logics.

SFET: switching circuit give rise to CMOS logics.

sually has larger current capacity than similar sized MOSFET.

FET has much higher input impedance than BJT and is normally off, which translates to less
ting power.

FETs are more easily fabricated into integrated circuit.

FETs are less prone to go into thermal runaway.

FETs are susceptible to static voltage (exceed gate breakdown voltage ∼50 V).

as been replaced by MOSFET in low-voltage (<500 V) applications and is being replaced by
 in applications at voltages above 500 V.

1 MOSFET as a voltage controlled switch.
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ate Bipolar Transistor (IGBT)
ltage-controlled transistor that has the terminals identified in the same way as BJTs. IGBT

yer device that has the similar construction of a MOSFET with an additional p layer.
 shows the schematic symbol and equivalent circuit for an IGBT. IGBT has the combined
cs of the BJT and MOSFET. Similar to MOSFET, it has high input impedance and high
equency. It also has high power handling capacity like the BJT.

wer Amplifiers for Electromechanical Actuators

ification and modulation for electromechanical actuators are classified into two basic cate-
 on the methods the respective power electronics are driven. Linear amplifiers drive the BJTs
e linear region. Switching amplifiers drive the transistors in on-off switch mode. Depending
ol objective, the command signal (Fig. 20.2) to the amplifier can be either a voltage or current
at intends to modulate the electric energy delivered to the energy conversion device. Since

electromechanical actuator involves driving an inductance load such as a coil winding of an
et or the rotor of a DC motor, in the following discussion, we will use the DC motor as an
an inductance load for the power amplifier. 

lifiers
 shows the basic drive circuit for linear voltage and current control amplifiers. Both schemes
owing commonalities:

nput command voltage Vi(t) is applied to the base of the transistor.
lectric power needed to driver the load is provided by a DC supply.
ransistors are driven in the active linear region.

rol (Mode) Amplifier
(a), the motor is driven as a load of an emitter circuit. If the base-emitter voltage is ignored,
cross the motor VM is directly controlled by the input voltage VIN and the current is supplied
r supply. The amount of current, on the other hand, depends on the applied voltage, speed,
or parameter.

2 Insulated gate bipolar transistor (IGBT).

3 Two basic linear motor amplifiers.
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e adjustable voltage gain, Fig. 20.44 shows a variable gain voltage-mode amplifier, where the
plifier gain from the command input VIN to the applied motor (winding) voltage VM can be
d by (RA + RB)/RA, which can be adjusted by proper selection of the resistors RA and RB. If
r current is required, transistor Q2 can be replaced by a Darlington transistor pair.
ifiers shown in Fig. 20.43 and Fig. 20.44 can only drive the current through the motor (load)
tion. Hence, they are also called unipolar amplifiers. To provide bidirectional current flow,
rs can be connected with the motor in a push-pull type configuration, as shown in Fig. 20.45.
des in the circuit are used to eliminate the dead-zone created by the base-emitter voltage

 transistors. Notice that a bipolar voltage source is needed for this configuration. Figure 20.46
olar voltage-mode driver with variable gain (RA + RB)/RA. Similarly, if larger motor current
transistors Q3 and Q4 can be replaced by Darlington transistor pairs.

4 Variable gain voltage-mode amplifier.

5 Bipolar voltage-mode amplifier.

6 Bipolar variable gain voltage-mode amplifier. 

ress LLC



Current Con
As previousl
strong corre
actuator, the
control appl
at the power
the motor (w
between the

If the bas
input voltag

Figure 20
loop. The re
the Op-Amp
power rating
order appro
the negative

which impli

Although
winding cur
voltage is ±V
source can s

FIGURE 20.4

0066_Frame_C20  Page 28  Wednesday, January 9, 2002  5:41 PM

©2002 CRC P
trol (Mode) Amplifier
y discussed, in many electromagnetic actuators, the output force or torque of the device has
lation with the winding current, e.g., for a permanent magnet DC motor and a voice coil
 output torque and force are proportional to the input current. Therefore, in many motion
ications, it is more desirable to have a voltage-to-current conversion (current-mode amplifier)
 stage, where the input voltage command is proportional to the current flowing into/out of
inding). Figure 20.43(b) shows a basic circuit for a current-mode amplifier. The relationship

 emitter (motor) current iM and the input voltage command VIN is 

e-emitter voltage is ignored, the voltage across the motor current iM is proportional to the
e VIN, i.e., iM ≈ (1/RS) · VIN.
.47 shows a basic bipolar current-mode amplifier. An Op-Amp is used to close the current
sistor RS, often called the sensing resistor, is used to sense the motor current for feedback to
. Depending on the desired current magnitude, the sensing resistor needs to have adequate
 to dissipate the heat ( ) generated by flowing current through the resistor. For a zeroth

ximation, at steady state, the Op-Amp will try to equalize the potential at the positive and
 terminals, i.e., it will try to make

,

es

.

 a current amplifier tends to have a linear relationship between the command input and the
rent, there is practical limitation due to the limited source voltage. In Fig. 20.47, the supply
. Assuming that the motor winding has resistance RM, the maximum current iMAX the voltage
upply is upper bounded by 

.

7 Bipolar variable gain current-mode amplifier. 

iM

VIN VBE–
RS

----------------------=

iM
2 RS⋅

VS −
R2

R1

----- 
  VIN⋅≈

iM −
R2

RS R1⋅
--------------- 

  VIN⋅≈

iMAX
V

RM RS+
-------------------<
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e bound has not considered the effect of the back-emf that will be induced in the winding
g is moving. Hence, the amount of current available for a current-mode amplifier is limited
 be considered when working with a current-mode amplifier.

mplifiers
ifiers are simple and do not generate electrical noises. However, since the final stage transistors
g in the active linear region, significant power is dissipated into heat; this reduces the efficiency
 as well as requires large heat sinks to protect the components. However, as shown in Fig. 20.48,
ing in the saturation region, if the collector-emitter voltage drop is in the order of 1 V or less,
ss across the transistor is significantly less, given the same amount of current flow. The trade-
ditional circuits are needed to provide the modulation for current or voltage control. 
.49 shows a simple switching amplifier that is simply a transistor connecting a load. It is
e same as the basic linear amplifier shown in Fig. 20.43(a). The difference is in the way the

controlled. For a switching amplifier, the input (base) voltage only takes on two values (states),
. When the base (input) voltage is high, the transistor is turned on in the saturation mode

will flow through the load. If we neglect the collector-emitter voltage drop, the voltage across
pproximately the supply voltage. When the base voltage is low, the transistor is turned off
f state and no voltage is applied to the load. If the load has a low pass characteristic, the
ent/voltage across the load will be proportional to the turn-on time. Therefore, if the switching
 sufficiently high (relative to the load impedance), the effective voltage/current across the
 modulated by the percent high input voltage, e.g., if the VIN is high 80% of the time, the
age across the load will be close to 80% of the supplied voltage V. This is the so-called pulse-
ation (PWM). Another benefit of using switching amplifiers is that VIN can be directly interfaced
l device without the need for a DAC.

lass B) Power Amplifier
g amplifier shown in Fig. 20.49 is unipolar, i.e., it can only drive current through the load

ion. Figure 20.52 shows a simple push-pull (Class B) type power stage to supply bi-directional
e load. The circuit in Fig. 20.50 is very similar to the bipolar voltage-mode amplifier shown

8 Power dissipation in transistors. 

9 Simple switching amplifier with switching input. 
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. The difference is also in the way the transistors are controlled. When the base voltage VIN

y positive (+V), the push transistor Qpush will be turned on and the pull transistor Qpull will
ff. This results in a load current flowing from positive supply to ground. If the base voltage
y negative (−V), Qpush will be turned off and Qpull will be turned on, which results in a current
ound to the negative supply. To modulate the load voltage/current, PWM can also be used.
ration is also called a half H-bridge driver or half-bridge driver for short. From an imple-
erspective, this device requires both a positive supply and a negative supply, which tends to
 complexity and cost of the circuit.

iver
nfiguration is a neat solution to achieve bipolar operation with unipolar supply. Figure 20.51
le H-bridge circuit driving a load. An H-bridge consists of four transistors that are connected

one bridge configuration. By turning on/off different pairs of transistors (Q1-Q3) or (Q2-Q4),
ge across the load can be achieved using a unipolar supply, see Fig. 20.51. In many applications,
rs pairs in the H-bridge can be directly driven by the output of a digital device (TTL or
 n-p-n or n-channel transistors can be turn on to saturation by a high output from the digital
ned off by a low output. If large amount of current is required for the load, Darlington pairs
in place of the individual transistors. Since MOSFETs have larger input impedance and faster
aracteristics, they are replacing BJTs in almost all switching applications.

 Modulation (PWM)
 of the more common ways of encoding analog information using digital signal. A PWM

ave of fixed frequency and varying duty cycle (pulse width). The duty cycle in PWM context
 percentage of time that the signal is in the active state—usually this means a state of logic 1,
2. In essence, PWM encodes (modulates) the information in the time domain rather than the
ain as with analog signals.
uation has several advantages over the use of D/A converters and linear components. One
cy where the switching amplifiers are more efficient than their linear counter parts. Another

0 Switching push-pull amplifier. 

1 H-bridge driver. 
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 there is no need for D/A conversion. Digital signal is maintained from the microprocessor/
ller to the power amplifier. In additional to having better noise rejection capability, this also

need for a DAC and tends to make the circuit simpler and more cost effective. One drawback
M and switching amplifiers as a whole is that the high frequency switching induces radio

terference (RFI) and electromagnetic interference (EMI).
PWM carrier frequency is one main design consideration. Ideally, the PWM frequency should
ugh to avoid generating audible switching noise, which mean that it should be greater than
ever, there are a few factors that put an upper bound on the carrier frequency. Switching losses
 devices tends to increase as the switching frequency increases. This reduces the efficiency of
mponents and amplifiers. Higher PWM carrier frequency requires faster switching compo-
st more. The amount of current going through the device also limits the switching rate. In

-horsepower devices and office/desktop equipments usually use PWM at 20–40 kHz. For
ndustrial applications, the PWM frequency tends to be less than 500 Hz. Another commonly
ign parameter is the PWM resolution. This is required for generating PWM from a digital

PWM resolution is equivalent to the quantization resolution for ADC. An 8-bit PWM means
e 28 = 256 different pulse widths per PWM carrier signal period.
e widely adopted in the field and almost all microcontrollers and microprocessors have at
M output port. PWM signal can be easily generated from analog signal by comparing the

l with a periodic triangular signal through a comparator, see Fig. 20.53.

 Considerations

clude this section by discussing some issues relating to interfacing between the electrome-
uator and the power amplification device. 

uctive Load
f the electromechanical actuators use coils (windings) to convert electrical energy to magnetic
 a power driver viewpoint, windings are resistive and inductive loads. Inductors are energy

2 Pulse-width modulation signals. 

3 Generating PWM signal from analog signal. 
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ents, where the energy is stored in the induced magnetic field. The voltage across an ideal
t) is 

(20.15)

s the current going through the inductor and L is the inductance. When the current to the
uddenly switched off, e.g., by switching off a driving transistor, Equation (20.15) indicates
ill be a large transient voltage build-up across the inductor. If not properly suppressed this
ltage can shorten or even damage the driving transistor. This is sometimes called inductor

method of reducing the instantaneous switching voltage surge is to create a loop for the
y to flow. This can be done by placing diodes in parallel with the load, see Fig. 20.54.
 illustrates two methods of using flyback or free-wheeling diodes to suppress switching voltage
driving inductive loads.

tor Output
gital devices, the output stage (pin) is simply the collector of a transistor. This is called an
r output, see Fig. 20.55. Since the output of the device is only the collector of a transistor,
utput drive capacity. The output value can be measured through a pull-up resistor, see

pen-collector output is convenient for driving electromechanical devices if the output
n sink adequate current, see Fig. 20.57.

e power amplification/modulation part of an electromechanical actuator contains both low-
ergy signals, see Fig. 20.2. For safety and reliability reasons, it is desired to prevent transients
es in the high power side of the system from the signal processing (low power) side of the
anical relay is one option. Optoisolators or optocouplers use light to couple the high and low

4 Using diodes to reduce swithcing voltage when driving inductive loads. 

5 Open-collector output. 

VI t( ) L
d
dt
-----iI t( )⋅=
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energy side of the device. Typically, an LED source is combined with either a phototransistor or photo
thyristor, see Fig. 20.35. In addition to signal isolation, optoisolators also help to reduce ground loop
issues betwe
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en the logic and power side of the circuit.

nt to provide common ground among the different devices. For electromechanical actuators,
rgy side is often switching at high frequency; if the ground point of the high energy side of
 directly connected to the ground of the low energy side of the circuit, switching noise may
rough the ground wire and negatively affect the operation of the low energy side of the

 recommended that separate common grounds are established for the high and low energy
 two grounds are then connected at the power supply. In addition, an adequate-sized ground
to be provided to minimize the possibility of differences among grounding points. 

lectrical Machines

ser 

on of electric motors as the power source in a mechatronic application is substantial. Electric
refore, often feature as the prime mover in a variety of driven systems. It is usually the
features of the application that determines the type of electric motor to be employed. The
d characteristics of the motor and the driven system are therefore very important. It is perhaps
ox that while the torque–speed characteristics of the motor are readily available from the

 torque–speed characteristics of the driven system are often quite obscure.

otor

nal electric motors consist of a stationary element and a rotating element, which are separated
p. In dc motors, the stationary element consists of salient “poles,” which are constructed of
ssemblies with coils wound round them to produce a magnetic field. The function of the
 is to reduce the losses incurred by eddy currents. The rotating element is traditionally called
re” and this consists of a series of coils located between slots around the periphery of the
he armature is also fabricated in laminations, which are usually keyed onto a location shaft.
le form of dc motor is illustrated in Fig. 20.56.
e coil is located between the opposite poles of a simple magnet. When the coil is aligned in
lane, the conventional flow of electrons is from the positive terminal to the negative terminal.
s through the brushes, which make contact with the commutator segments. From Faraday’s
romagnetic induction, the “left-hand rule,” the upper part of the coil will experience a force
right to left. The lower section will be subject to a force in the opposite direction. Since the

6  Single-coil, 2-pole dc motor.

Magnet

N

+ve

-ve

Brush

Commutator S

Coil

ress LLC



    

coil is constr
the anti-cloc
always in th
commutator
sliding conta

When the
minimum ra
is zero flux 
in torque ac

If two co

  

displaced by

  

the commut
36 coils, wh

The simp
of coils can 
magnetic po
wired in suc
neighboring
one side of 
With a two-
the other. In

  

the other. Th
each coil wh

 

Armature

 

If a conduct
at the rate o

    

coil and two

For a ma

         

poles, the to

 

FIGURE 20.5

  

0066_Frame_C20  Page 34  Wednesday, January 9, 2002  5:49 PM

©2002 CRC P
ained to rotate, these forces will generate a torque, which will tend to make the coil turn in
kwise direction. The function of the commutator is to ensure that the flow of electrons is
e correct direction as each side of the coil passes the respective poles of the magnet. The
 incorporates brass segments, separated by insulating mica strips. The carbon brushes make
ct with the commutator.
 coil lies in the horizontal direction, there is maximum magnetic flux linking the coil but a
te of change of flux linkages. On the other hand, when the coil is in the vertical plane, there

linking the coil but the rate of change of flux linkages is a maximum. The resultant change
ting on the coil through one revolution is as shown in Fig. 20.57.
ils physically displaced by 90° are used in conjunction with two separate magnets, also
 90°, then the output torque is virtually constant. With the introduction of a second coil,
ator needs to have four separate segments. In a typical dc machine there may be as many as
ich would require a 72-segment commutator.
le dc motor of Fig. 20.56 can be improved in perhaps three obvious ways. Firstly, the number
be increased, the number of turns in each coil can be increased, and finally the number of
les can be increased. A typical dc machine would therefore normally incorporate four poles,
h a way that each consecutive pole has the opposite magnetic polarity to each of its immediate
 poles. If the torque generated in the armature coils are to assist one another then while
the coil is passing under a north pole, the other side must be passing under a south pole.
pole machine the armature coils are wound with one side of the coil diametrically opposite
 a four-pole machine the coils are wound such that one side of the coil is displaced 90° from
e size of the machine will generally determine how many coils and the number of turns on
ich can be accommodated.

 Electromotive Force (emf)

or cuts a magnetic flux, a voltage of 1 V will be induced in the conductor if the flux is cut
f 1 Wb/s. Denoting the flux per pole as Φ and the speed (in rev/s), as N, for a single turn
-pole machine, the emf induced in the coil is given as

(20.15)

chine having Zs armature conductors connected in series, i.e., Zs/2 turns, and 2p magnetic
tal induced emf is 

 (20.16)

7 Torque variation through one revolution.

Torque

0 180 360

Angle of rotation [degrees]

Ecoil
flux per pole

time for half rev
-------------------------------------- Φ

1/2N
------------ 2NΦ= = =

E
2NΦZs2p

2
------------------------ 2NΦZsp= =
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The induced emf or back emf will oppose the applied voltage. Since the emf is directly proportional
to the motor speed then on startup, there will be no back emf generated. This will have consequences
on the curre
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nt, which will be drawn by the coils, and some measures will have to be taken to counteract
his topic will be considered later.

 Torque

 a current carrying conductor is given as

(20.17)

e magnetic flux density under a pole, I is the current flowing in the conductor, and L is the
of the conductor.
e on one armature conductor is, therefore, 

(20.18)

e radius of the armature conductor about the center of rotation, Ia is the current flowing in
e conductor, L is the axial length of the conductor, and Bav is the average flux density under

t  the resultant torque per conductor is

(20.19)

ature conductors connected in series, the total torque (in Nm) on the armature is given by

(20.20)

 Voltage

e terminal voltage by V , in normal running conditions we have a balanced electrical system

(20.21)

number of poles and number of armature conductors are fixed, then from Eq. (20.16) we
ortionality relationship between the speed, the induced emf, and the magnetic flux, i.e.,

 (20.22)

 (20.21)

(20.23)

 value of IaRa is normally less than about 5% of the terminal voltage then to a reasonable
on 

(20.24)
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Similarly Eq. (20.19) provides a proportionality relationship between the torque, the armature current,
and the magnetic flux, i.e.,
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 (20.25)

(20.24) shows that the speed of the motor is directly proportional to the applied voltage and
portional to the magnetic flux. All methods of speed control for dc motors are based on

ionality relationship.
(20.25) indicates that the torque of a given dc motor is directly proportional to the product
ure current and the flux per pole. It is obvious therefore that speed control methods which
 altering the magnetic flux will also have an effect on the output torque.

of Connection

-Wound Motor

ound motor (Fig. 20.58) is wired such that the armature and field coils are connected in
 the supply.
rmal operating conditions, the field current will be constant. As the armature current

e armature reaction effect will weaken the field and the speed will tend to increase. However,
voltage will decrease due to the increasing armature voltage drop and this will tend to decrease
he two effects are not self cancelling and overall the motor speed will fall slightly as the
rrent increases.
r torque increases approximately linearly with the armature current until the armature
ts to weaken the field. These general characteristics are shown in Fig. 20.59 where it can also
 no torque is developed until the armature current is large enough to overcome the constant
 machine. Figure 20.60 shows the derived torque-speed characteristic.
torque increases dramatically for a slight decrease in speed, the shunt-wound motor is partic-
le for driving equipment like pumps, compressors, and machine tool elements where the
remain “constant” over a wide range of load conditions.

-Wound Motor

ound motor is shown in Fig. 20.61. As the load current increases, the induced voltage, E, will
 to the armature and field resistance drops. Because the field winding is connected in series
ature, the flux is directly proportional to the armature current. Equation (20.24) therefore

8 The shunt-wound motor.
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t the speed–armature current characteristic will take the form of a hyperbola. Similarly,
indicates that the torque–armature current characteristic will be approximately parabolic.
al characteristics are illustrated in Fig. 20.62, along with the derived torque–speed charac-
g. 20.63. The general characteristics indicate that if the load falls to a particularly low value

9 The shunt-wound motor load characteristics.

0 The shunt-wound torque–speed characteristics.

1  The series-wound motor.
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ed may become dangerously high. A series-wound motor should never be used, therefore,
 where the load is likely to be suddenly relaxed.
 advantage of the series-wound motor is that it provides a large torque at low speeds. Series-
rs are eminently suitable, therefore, for applications where a large starting torque is required.
s, for example, lifts, hoists, cranes, and electric trains.

ound-Wound Motor

wound motors are produced by including both series and shunt fields. The resulting char-
 the compound-wound motor fall somewhere in between those of the series-wound and the
d machines.

c Motors 

ature stationary, the induced emf is zero. If while at rest, the full voltage is applied across the
ding then the current drawn would be massive. A typical 40-kW motor might have an armature

 about 0.06 Ω. If the applied voltage is 240 V, the current drawn is 4000 A. This current would
 blow the fuses and thereby cut off the supply to the machine. To limit the starting current a
rnal resistance is connected in series with the armature. On start-up the full resistance is
 series. As the machine builds up speed and increases the back emf, the external resistance can
ntil at rated speed the series resistance is disconnected. Alternatively, a series resistance can be
 activated in conjunction with the starter switch.

2 The series-wound motor load characteristics.

3  The series-wound motor torque–speed characteristics.
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Speed Control of dc Motors 
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x. A change in either one of these parameters will therefore effect a change in the motor

lator 

ound and compound-wound motors a variable resistor, called a “field regulator,” can be
 in series with the field winding to reduce the flux. For the series-wound motor the variable

nnected in parallel with the field winding and is called a “diverter.” Figures 20.64–20.66 show
methods of weakening the field flux for shunt-, compound-, and series-wound motors.
he above methods, the flux can only be reduced and from Eq. (20.24) this implies that the
ly be increased above the rated speed. The speed may in fact be increased to about three or

he rated speed. The increased speed, however, is at the expense of reduced torque since the
ectly proportional to the flux which is being reduced.

rmature Voltage 

, the speed can be increased from standstill to rated speed by varying the armature voltage
 rated value. Figure 20.67 illustrates one method of achieving this.

4 Speed control by flux reduction: shunt-wound motor.

5 Speed control by flux reduction: compound-wound motor.
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ntial divider carries the same current as the motor, and this limits this method of speed
all machines. Additionally much of the input energy is dissipated in the variable resistance,

quently renders the system inefficient.

ard Drive 

he variable dc voltage for the speed controlled motor is obtained from a separate dc generator,
tself driven by an induction motor.
coil for the dc generator is supplied from a center-zero potential divider. When the wiper
 center position, the speed controlled motor is at a standstill. By moving the wiper arm away
ter position the speed of the motor is increased in either clockwise or anti-clockwise direction.
onard drive is smooth and accurate in either direction and also provides for very responsive

e complexity, however, makes it a very expensive system, and it is only used in high quality
.

ontrol 

 shows a thyristor circuit connected in series with the armature of a dc motor. The thyristor
gered such that it operates essentially as a high speed ON/OFF switch. The output waveform
rmature terminals is depicted in Fig. 20.69. The ratio of time on to time off, i.e., the
 ratio,” can be varied with the result that the average voltage supplied to the armature is
ried between zero and fully on. The frequency of the signal may be up to about 3 kHz and

ircuit is quite complex. Speed control of dc motors using thyristors, however, is effective and
xpensive.

6 Speed control by flux reduction: series-wound motor.

7 Speed control by varying the armature voltage.
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 of dc Machines 

 dc machines can be generally classified as 

ture losses: This is the I2R loss in the armature winding, often referred to as the “copper loss.”
loss: This loss is attributable to magnetic hysteresis and eddy currents in the armature and
cores.
mutator losses: This loss is related to the contact resistance between the commutator brushes
egments. The total commutator loss is due to both mechanical friction and a voltage loss
s the brushes.
ation loss: In shunt-wound machines, this power loss is due to the product of the shunt
nt and the terminal voltage.
ng friction and windage: Bearing friction is approximately proportional to the speed, but
age loss varies with the cube of the speed. Both of these losses are fairly minor unless the
ine is fitted with a cooling fan, in which case the windage loss can be quite significant.

variety and nature of the losses associated with dc machines, they have nonetheless a very
mance with overall efficiencies, often in excess of 90%.

ines

us Motors 

s motors are so called because they operate at only one speed, i.e., the speed of a rotating
ld. The production of the rotating magnetic field may be actioned using three, 120° displaced,
upplied with a three-phase current. The rotational speed of the field is related to the frequency

8  Speed control using thyristors.

9 Voltage across armature terminals.
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nts.

(20.26)

he speed of the field in revolutions per minute and f is the frequency of the supply currents. 
anical construction is shown in Fig. 20.70. The rotor field is supplied from a dc source and
ils are supplied with a three-phase current. The rotating magnetic field is induced by the
nd the rotor, which may be likened to a permanent bar magnet, aligns itself to the rotating

ed in the stator. When a mechanical load is driven by the shaft, the field produced by the
ed out of alignment with that produced by the stator. The angle of misalignment is called
gle.” The characteristics of synchronous motors are normally presented in terms of torque
 angle, as shown in Fig. 20.71.
e characteristic is basically sinusoidal with 

(20.27)

s the maximum rated torque and δ is the load angle.
nt from Eq. (20.27) that synchronous motors have no starting torque and the rotor must
o synchronous speed by some alternative means. One method utilizes a series of short-
per bars inserted through the outer extremities of the salient poles. The rotating magnetic

 currents in these “grids” and the machine accelerates as if it were a cage-type induction
llowing section. A second method uses a wound rotor similar to a slip-ring induction motor.

e is run up to speed as an induction motor and is then pulled into synchronism to operate
nous motor.
tages of the synchronous motor are the ease with which the power factor can be controlled

stant rotational speed of the machine, irrespective of the applied load. Synchronous motors,

0 Simple synchronous motor.

1 Torque characteristic for a synchronous motor.
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 generally more expensive and a dc supply is a necessary feature of the rotor excitation. These
es coupled with the requirement for an independent starting mode make synchronous motors
mmon than induction motors.

Motors 

f an induction motor is much like that of an alternator and in the case of a machine supplied
hase currents, a rotating magnetic flux is produced. The rotor may be either of two basic
ns, which are the “squirrel cage” or the slip-ring type. In the squirrel cage motor the rotor
ated and the conductors consist of uninsulated copper, or aluminium, bars driven through
ts. The bars are brazed or welded at each end to rings or plates to produce a completely
ed set of conductors. The slip-ring machine has a laminated core and a conventional three-
ng, similar to the stator, and connected to three slip-rings on the locating shaft. Figure 20.72
matic representation of an induction motor having three stator coils displaced by 120°.
or coils are supplied with three-phase currents, a rotating magnetic field is produced in the
ider the single rotor coil shown in the figure. At standstill the rotating field will induce a
e rotor coil since there is a rate of change of flux linking the coil. If the coil forms a closed
nduced emf will circulate a current in the coil. The resultant force on the current carrying
 a consequence of Eq. (20.17) and this will produce a torque, which will accelerate the rotor.
eed will increase until the electromagnetic torque is balanced by the mechanical load torque.
on motor will never attain synchronous speed because if it did there would be no relative
een the rotor coils and the rotating field. Under these circumstances there would be no emf

the rotor coils and subsequently no electromagnetic torque. Induction motors, therefore,
t something less than synchronous speed. The ratio of the difference between the synchronous
e rotor speed to the synchronous speed is called the “slip”; i.e., 

 (20.28)

slip characteristic is shown in Fig. 20.73. With the rotor speed equal to the synchronous
 = 0, the torque is zero. As the rotor falls below the synchronous speed the torque increases
rly to a maximum value dictated by the total of the load torque and that required to overcome
ses. The value of slip at full load varies between 0.02 and 0.06. The induction motor may
as a constant speed machine. The difficulties, in fact, of varying the speed constitute one of
n motor’s main disadvantages.
up, the slip is equal to unity and the starting torque is sufficiently large enough to accelerate
 the rotor runs up to its full load speed the torque increases in essentially inverse proportion
he start-up and running curves merge at the full load position.

2 Schematic representation of an induc-
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duction Motors 

otors, the current drawn during starting of ac motors is very large, up to about five times
rent. A number of devices are therefore employed to limit the starting current but they all
se of auxiliary equipment, which is usually quite expensive.

tarter 
chine at standstill and the starter in the “start” position, the stator coils are connected in the

 As the machine accelerates up to running speed, the switch is quickly moved over to the “run”
ich reconnects the stator windings in the delta pattern. By this simple expedient, the starting
nt is reduced to about one third of what it would have been had the stator windings been
p in the delta pattern on start-up.

rmer Starter 
nsformer represents an alternative method of reducing the starting current drawn by an
otor. The autotransformer incorporates a star connection, which is supplied from a mid-point
ach phase. The voltage supplied to the stator is, therefore, one half of the supply voltage. With
ngement the supply current and the starting torque are both only one quarter of the values,
 be applied to the motor when the full voltage is supplied. After the motor has accelerated,

evice is moved to the “run” position thereby connecting the motor directly across the supply
 the star-connection of the autotransformer. Unfortunately, the starting torque is also reduced
ce is generally expensive since it has to have the same rating as the motor.

ance 
ng induction motors, it is possible to include additional resistance in series with the rotor
inclusion of extra resistance in the rotor provides for reduced starting current and improved
ue.

duction Motors 

otors may be brought to a standstill by either “plugging” or by “dynamic braking.”

ing: This is a technique where the direction of the rotating magnetic field is reversed. This
ught about by reversing any two of the supply leads to the stator. The current drawn during
ing is very large, and machines which are regularly plugged must be specially rated.
mic braking: In this braking method the stator is disconnected from the ac supply and
nected to a dc source. The direct current in the stator produces a stationary unidirectional
and as the rotor will always tend to align itself with the field, it will therefore come to a
still.

trol of Induction Motors 

al circumstances, the running speed of an induction motor will be about 94–98% of the
s speed, depending on the load. With the synchronous speed given by Eq. (20.26), it is clear
d may be varied either by changing the frequency of the supply current, or by changing the
oles.

3  Torque–slip characteristic for an induc-
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nchronous ac motors in the synthetic fiber industry and rapidly gained acceptance in that
arket. In more recent times they have been used in applications to pumping, synchronized
onveyor lines, and to a lesser extent in the machine-tool industry as spindle drives. Modern
requency motors are available in power ratings ranging from 1 to 750 kW and with speed
 10/1 to 100/1.
ronous and squirrel cage induction motors are the types most commonly used in conjunction
tate, adjustable frequency inverter systems. In operation the motor runs at, or near, the
s speed determined by the input current frequency. The torque available at low speed,
ecreased and the motor may have to be somewhat oversized to ensure adequate performance

speeds. The most advanced systems incorporate a digital tachogenerator to supply a corrective
nal which is compared against a reference frequency. This gives a speed regulation of about
uently, the ac variable-frequency drive is generally used only for moderate to high power
trol applications, where a wide range of speed is not required. The comparative simplicity
uction motor is usually sacrificed to the complexity and cost of the control electronics.

umber of Poles 
 out the ends of the stator coils to a specially designed switch it becomes possible to change
 motor from one pole configuration to another. To obtain three different pole numbers, and
different speeds, a fairly complex switching device would be required.
 the number of poles gives a discrete change in motor speed with little variation in speed
tched range. For many applications, however, two discrete speeds are all that is required and
e number of poles is a simple and effective method af achieving this.

e Rotor Resistance 
 induction motors additional resistance can be coupled in series with the rotor circuit. It
een stated that this is a common enough method used to limit the starting current of such

 can also be used as a method of marginal speed control. Figure 20.74 shows the torque
cs of a slip-ring induction motor for a range of different resistances connected in series with
ndings.
ternal resistance is increased from R1 to R3, a corresponding reduction in speed is achieved
ular torque. The range of speeds is increased at the higher torques.
od is simple and therefore inexpensive, but the reduction in speed is accompanied with a
 overall efficiency. Additionally, with a large resistance in the rotor circuit, i.e., R3, the speed
siderably with variations in torque.

tor Voltage 
 the applied stator voltage a family of torque–speed characteristics are obtained, as shown in
t is evident that as the stator voltage is reduced from V1 to V3, a change in speed is effected

4  Torque–speed characteristics for various rotor resistances.
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ular value of torque. This is provided, of course, that the torque does not exceed the maximum
available at the reduced stator voltage. This latter point is obviously a limiting factor, which
straint on this method of speed control. Generally only very small speed ranges can be
ng variable stator supply voltage.

se Induction Motors 

n of an induction motor depends upon the creation of a rotating magnetic field. A single
nnot achieve this and all of the so-called single-phase induction motors use some or other

ans of generating an approximation to a two-phase stator supply. Two stator coils are,
ed and these are displaced by 90°. Ideally the currents which supply each coil should have
rence of 90°. This then gives the two-phase equivalent of the three-phase induction motor.

 Pole Motor 
f the shaded pole motor consists of a salient pole single-phase winding and the rotor is of
cage type. One half of the stator features a copper “shading ring.” When the exciting coil is
h alternating current, the flux produced induces a current in the shading ring. The phase
tween the currents in the exciting coil and the shading ring is relatively small and the rotating
ed is far from ideal. In consequence the shaded pole motor has a poor performance and an
 efficiency due to the continuous losses in the shading rings. Shaded pole motors have a low
ue and are used only in light duty applications such as small fans and blowers or other easily
pment. Their advantage lies in their simplicity and low cost of manufacture.

tor Motor 
as two windings physically displaced by 90°. A capacitor is connected in series with the

nding such that the currents in the two windings have a large phase displacement (see
he current phase displacement can be made to approach the ideal 90°, and the performance

itor motor closely resembles that of the three-phase induction motor.

5 Torque–speed characteristics for various stator voltages.

6 Capacitor motor.
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al Motor 
all dc series-wound motors that operate at about the same speed and power on direct

n single-phase current with approximately the same root mean square voltage. If alternating
pplied, the stator and rotor field strengths vary sinusoidally in magnitude but with the same
nship. As the applied voltage changes polarity, so do the armature and field currents. Equation
ests that under these conditions the applied torque will not reverse polarity and will remain
positive. The universal, or plain-series motor, is used mainly in small domestic appliances
 dryers, electric drills, vacuum cleaners, hedge trimmers, etc.

manent Magnet (PM) Motor 

anent magnet (PM) motor is a continuous rotation electromagnetic actuator that can be
pled to its load. Figure 20.77 shows the schematic representation of a PM motor. The PM
sts of an annular brush ring assembly, a permanent magnet stator ring, and a laminated wound
re particularly suitable for servo systems where size, weight, power, and response times must
d and where high position and rate accuracies are required.
nse times for PM motors are very fast and the torque increases directly with the input current,
ly of the speed or the angular position. Multiple pole machines maximize the output torque
otor power. Commercial PM motors are available in many sizes from 35 mN m at about 25 mm
13.5 N m at about 3 m diameter.
ve rate and position systems using PM motors utilize dc tachogenerators and position sensors
rms of closed-loop feedback paths for control purposes.

er Motor 

otor is a device that converts a dc voltage pulse train into a proportional mechanical rotation
In essence, stepper motors are a discrete version of the synchronous motor. The discrete
e stepper motor makes it ideally suited for use with a digitally based control system such as

roller. The speed of a stepper motor may be varied by altering the rate of the pulse train
, if a stepper motor requires 48 pulses to rotate through one complete revolution, then an
of 96 pulses per second will cause the motor to rotate at 120 rev/min. The rotation is actually
n finite increments of time; however, this is visually indiscernible at all but the lowest speeds.
otors are capable of driving a 2.2-kW load with stepping rates from 1000 to 20,000 per
gular increments from 180° down to 0.75°.

 three basic types of stepper motor, viz. 

ble reluctance: This type of stepper motor has a soft iron multi-toothed rotor with a wound
. The number of teeth on the rotor and stator, together with the winding configuration and
tion determines the step angle. This type of stepper motor provides small to medium sized
ngles and is capable of operation at high stepping rates.
anent magnet: The rotor used in the PM type stepper motor consists of a circular permanent
et mounted onto the shaft. PM stepper motors give a large step angle ranging from 45° to

7 A dc permanent magnet motor.
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id: The hybrid stepper motor is a combination of the previous two types. Typically the stator
ight salient poles, which are energized by a two-phase winding. The rotor consists of a
rical magnet, which is axially magnetized. The step angle depends on the method of con-
ion and is generally in the range 0.9°–5°. The most popular step angle is 1.8°.

iple of operation of a stepper motor can be illustrated with reference to a variable reluctance,
achine. This motor usually has eight stator teeth and six rotor teeth, see Fig. 20.78.

 of the stator is activated alone, two diametrically opposite rotor teeth align themselves with
teeth of the stator. The next adjacent set of rotor teeth in the clockwise direction are then
tep with those of the stator. Activation of the phase 2 winding on its own, would cause the
te a further 15° in the anti-clockwise direction to align the adjacent pair of diametrically

or teeth. If the stator windings are excited in the sequence 1, 2, 3, 4, then the rotor will move
ve 15° steps in the anti-clockwise direction. Reversing the excitation sequence will cause a
tation of the rotor.

otor Terminology 

torque: The maximum torque that can be applied to a motor, running at a given stepping
without losing synchronism.
rque: The maximum torque against which a motor will start, at a given pulse rate, and reach
ronism without losing a step.
 torque: The torque developed by the motor at very slow stepping speeds.
orque: The maximum torque that can be applied to an energized stationary motor without

ng spindle rotation.
rate: The maximum switching rate at which a motor will remain in synchronism while the
hing rate is gradually increased.
te: The maximum switching rate at which a loaded motor can start without losing steps.
e: The range of switching rates between pull-in and pull-out in which a motor will run in
ronism but cannot start or reverse.

ral characteristics of a typical stepper motor are given in Fig. 20.79.

8 Variable reluctance stepper motor.
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e application of each sequential pulse, the rotor of a stepper motor accelerates rapidly towards
 position. However, on reaching the new position there will be some overshoot and oscillation
ient retarding torque is provided to prevent this happening. These oscillations can cause rotor
 certain pulse frequencies resulting in loss of torque, or perhaps even pull-out conditions. As
ctance motors have very little inherent damping, they are more susceptible to resonances than
 permanent magnet, or the hybrid types. Mechanical and electronic dampers are available,
e used to minimize the adverse effects of rotor resonance. If at all possible, the motor should
uch that its resonant frequencies are not critical to the application under consideration.
 their unique characteristics, stepper motors are widely used in applications involving posi-
ed control, timing, and synchronized actuation. They are prevalent in X-Y plotters, floppy
ives, printer carriage drives, numerically controlled machine tool slide drives, automatic teller

d camera iris control mechanisms.
 most severe limitation on the purely electric stepper motor is its power handling capability.
is is restricted to about 2.25 kW.

dc Motors 

s have position feedback of some kind so that the input waveforms can be kept in the proper
respect to the rotor position. Solid-state switching devices are used to control the input signals
shless dc motor can be operated at much higher speeds with full torque available at those
brushless motor can normally be rapidly accelerated from zero to operating speed as a PM
eaching operating speed, the motor can then be switched over to synchronous operation.
less motor system consists of a wound stator, a permanent magnet rotor, a rotor position

a solid state switching assembly. The wound stator can be made with two or more input
re 20.80 gives the schematic representation of a two-phase brushless motor.
e output of phase A is 

(20.29)

ent in phase A,
/2π) = torque constant of the motor,
ber of poles, and

ular position of the rotor.

sion for the torque constant, Z is the total number of conductors, and Φ is the magnetic flux.

9 Stepper motor characteristics.
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ar manner, the torque output of phase B is 

 (20.30)

tor currents are arranged to be supplied in the following relationships 

 

al torque for a two-pole motor becomes

(20.31)

(20.31) shows that if all of the above conditions are satisfied then the brushless dc motor
 similar manner to the conventional dc motor, i.e., the torque is directly proportional to the
rrent. Note that the armature current in this context refers to the stator windings. Excitation
s may be implemented with sinusoidal, or square wave inputs. The sine wave drive is the
t but the output transistors in the drive electronics must be capable of dissipating more

that dissipated in square wave operation. Square wave drive offers the added advantage that
ectronics can be digitally based. The brushless dc motor will duplicate the performance
cs of a conventional dc motor only if it is properly commutated. Proper commutation involves
stator windings in a sequence that keeps the magnetic field produced by the stator approx-
lectrical degrees ahead of the rotor field. The brushless dc motor therefore relies heavily on
 feedback system for effective commutation. It might also be apparent that the brushless
scribed is not strictly a dc machine, but a form of ac machine with position feedback.

lection

hatronics engineer the main concerns regarding electric motors will be those of selection for
the very least the motor must be capable of matching the power requirements of the driven
cases, therefore, the motor power available should be enough to cope with the anticipated
 the load. Other requirements are the need for the motor to have enough torque available
to overcome the static friction, accelerate the load up to the working speed, and be able to

aximum overload. Too much excess motor torque on start-up might result in a violent
ration. Some systems therefore require a “soft start” whereby the motor torque is gradually
 allow the load to accelerate gently. 

0  Two-phase brushless motor.
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celerating or decelerating. Correct matching of a motor to a driven machine can only be
accomplished if both the motor and the load torque–speed characteristics are known. The
e–speed characteristics are usually provided by the supplier. The driven machine torque–speed
cs can be something of an enigma.
evices like industrial sanders, buffers, and polishing machines have a torque–speed charac-
is initially very high, but drops sharply once motion is established. Continued acceleration
the torque requirement of the load decrease further but at a slower rate than that at start-
erence between the static and dynamic friction accounts for this behavior.
blowers have a torque–speed characteristic that increases parabolically from zero as the speed
ch machines do not, therefore, need much motor torque to enable them to start.
tia devices like machine tool drives, rolling mills, and electric lifts require a large torque on
vercome the inertia. Once motion is established the torque requirements tend to decrease

ing speed. The series-wound dc motors are ideal for these types of loads.
 discussion of rotating electrical machines is in no way comprehensive. A fuller discourse on
achines is given both by Gray [1] and Sen [2]. Orthwein [3] presents an interesting practical
n the mechanical applications of ac and dc motors and Kenjo & Nagamori [4] provide a
epth study of permanent-magnet dc motors.

s

. (1989), Electrical Machines and Drive Systems, Longmans Scientific and Technical, Harlow.
. (1989), Principles of Electric Machines and Power Electronics, Wiley, Chichester.
, W. (1990), Machine Component Design, West Publishing, St Paul, Minnesota.
& Nagamori, S. (1985), Permanent Magnet and Brushless dc Motors, Monographs in Electrical
nic Engineering, Clarendon Press, Oxford.

iezoelectric Actuators

 Bansevicius and Rymantas Tadas Tolocka

ct Phenomenon

 effect was discovered by brothers Curie in 1880 [1]. The direct piezoelectric effect consists
 certain materials to generate electric charge in proportion to externally applied force. The
electric effect of these materials consists in their expansion under the action of electric field
e direction of polarization. Effects are lasting if force or electric field is acting. Effects have
r actuating/sensing functions in engineering applications.

tive Equations

ctric and mechanical constitutive equations of piezoelectric materials for one dimension

S = sET + dE (20.31)

D = εTE + dT (20.32)
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in (m), T is stress (N/m2), E is electric field (V/m), D is dielectric displacement (charge per
/m2)), sE is the compliance of the material (m2/N) when electric field is constant, εT is the
 (F/m) under constant stress, and d is piezoelectric constant (m/V or C/N).
bers on the right side of the equations refer to the mechanical properties of an elastic body
) and to electric properties of a dielectric medium (Eq. (20.32)). Artificial piezoelectric
tain remnant polarization in the process of poling. Polarization direction coincides with one
g electric fields. This direction is referred by convention to the axis Z of orthogonal axes X,
. Indexes 1, 2, and 3 are prescribed to these axes, respectively. Piezoelectric properties of
 materials depend on directions of electrical and mechanical inputs/outputs and are identical
 and 2. Thus these properties are described by constants with two subscripts, first of which
 electrical and second to mechanical direction. Subscripts 4, 5, and 6 are used additionally
g shear distortions in respect to the directions 1, 2, and 3 (Fig. 20.81). Indexes show possible

ials operation mode—thickness expansion, transverse expansion, thickness shear, and face
ode of motion depends on the shape and orientation of the body relative to crystal axes and

of electrodes. Poling electric field direction causes elongation in this direction and contraction
ndicular ones. The reverse field causes contraction along the electric field direction and

n perpendicular directions. Mode d33 gives three times larger displacement than mode d31.
nts characterizing the piezoeffect are:

iezoelectric constant)—strain or charge coefficients expressed in M/V or C/N (according to
r/actuator piezomaterial properties). They relate to the strain developed by electric field E
 absence of mechanical stress (Eq. (20.31)), and to the electric charge per unit area by the

ed stress under zero electric field (Eq. (20.32)). Example: symbol d31 means that electrodes
erpendicular to the axis 3 (electric field along it) and stress or strain is along axis 1.

oltage or field output coefficients relate to open circuit electric field developed per applied
anical stress or strain developed per applied charge density and is expressed in V m/N. The
on between dij and gij is as follows:

(20.33)

oupling factors)—energy ratios describing conversion from mechanical to electrical energy
ice versa. Factor k2 is the ratio of stored converted energy to input energy at operating

encies far from resonant.

(20.34)

refers to the plane mode operation (strain or stress is equal in all directions perpendicular

1  

4 
Y (2) 

X (1) 

6 

5 

gij

dij

εT
-----=

k2 d2

sEεT
---------=
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portant constants are the Young modulus, relative dielectric constant (ratio of the dielectric
 of the material to the dielectric permittivity in vacuum), dielectric dissipation factor (the
s factor in the material, expressed as tangent of loss angle), Curie temperature (the temper-
ch a piezomaterial becomes completely depolarized), etc.

erials

at exhibit a significant and useful piezoelectric effect fall into three main groups: natural
helle salt) and synthetic crystals (lithium sulfate, ammonium dihydrogen phosphate), polar-
ctric ceramics, and certain polymer films. The main piezomaterial for engineering applica-
electric ceramics, Lead Zirconate Titanate (PZT) especially. The latter is characterized by high
tors, and piezoelectric and dielectric constants over extended temperature and stress ranges.
ate, lead magnesium niobate, modified lead titanate, and bismuth titanate compounds are

as other special compositions. Because of their natural asymmetric structure, crystal materials
ffect without further processing. However, ferroelectric ceramics must be artificially polarized
electric field while the material is heated above its Curie point and then slowly cooled with
. Remnant polarization being retained, the material exhibits the piezoeffect. Piezopolymers—
ne fluorides (PVDF or PVF2)—are a special class of fluoropolymer that exhibit a high degree
tric activity. They are used for manufacturing piezofilms of low thickness (less than 30 µm),
e laminated on the structural materials. 

4 shows some properties of typical PZT bulk piezomaterials produced by Ferroperm
cs [6].

ating Elements

ng elements in a wide range of sizes are produced as squares, rectangles, rings, discs, spheres,
, bars and cylinders, and special elements. Typical thickness is from 20 µm to 15 mm and
m length or external diameter. Due to unique properties of the material—quick response,
s, low power consumption, and high electromechanical conversion efficiency—they can be
 as actuators. The piezoeffect is linearly dependant on the applied electric field; its strength

1–2 kV/mm is available and depends on piezomaterial short circuit resistance. Control voltage

Relative dielectric constant, — 1.300 1.800 2.900
Dielectric dissipation factor, tan δ — 0.003 0.017 0.019
Curie temperature, Tc °C 330 350 235
Coupling factor, kp — 0.57 0.59 0.64
Coupling factor, k31 — 0.33 0.33 0.37
Coupling factor, k33 — 0.68 0.71 0.75
Charge coefficient, d31 m/V −130 × 10−12 −170 × 10−12 −240 × 10−12

Charge coefficient, d33 m/V 290 × 10−12 425 × 10−12 575 × 10−12

Voltage coefficient, g31 V m/N −11 × 10−3 −11 × 10−3 −10 × 10−3

Voltage coefficient, g33 V m/N 28 × 10−3 27 × 10−3 23 × 10−3

Frequency constant, Np Hz m 2.230 2.010 1.970
Frequency constant, Nt Hz m 2.040 1.950 1.960
Elastic compliance, m2/N 13 × 10−12 17 × 10−12 17 × 10−12

Elastic compliance, m2/N 20 × 10−12 23 × 10−12 23 × 10−12

Elastic compliance, m2/N 12 × 10−12 15 × 10−12 15 × 10−12

Elastic compliance, m2/N 11 × 10−12 12 × 10−12 10 × 10−12

Young modulus Pa 4.5 × 10−12 4.5 × 10−12 4.7 × 10−12

Poison ratio — 0.33 0.39 0.34

K33
T

s11
E

s33
E

s11
D

s33
D
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the thickness of the layer of piezomaterial. Maximum possible relative change in length is up
e shortest time of expansion is one third of the period at resonant frequency oscillations of

cal system containing piezoelement. Piezoelement resonant properties are described by fre-
tant Ni, which is the resonance frequency fr multiplied by the linear dimension governing the
able 20.5 shows the expressions for various operating modes.
eing changed (V remains constant after the change), piezomaterial continues to expand/
he same direction, decaying exponentially towards stability. This drift, known as creep, can
 by

(20.35)

0.1 s expansion after the positioning process, γ is the drift factor. It depends on the design and
load and lies between 0.01 and 0.02. Hysteresis is common in the piezomaterials as well. PZT
a fairly constant fraction of the stroke and the width of the hysteresis curve for it can be as
 of the stroke. Due to compensation strategies hysteresis errors decrease up to 3%. Piezoelement
es laminated on to it is electrical capacitor. Because of extremely high piezomaterial internal
ore than 100 MΩ) only a small discharge current flows if piezomaterial remains static in the

ate. Thus, the piezoelement being separated from the source of high voltage, its expansion is
lowly. This, in turn, causes a change in the charge, which results in a current:

(20.36)

he charge, C is the capacity, and V is the voltage.
6 shows different piezoelement sensing/actuating possibilities for some shape cases. Basic
zoactuators used are stacked and of laminar design. Laminar design actuators consist of
 strips with electrodes bonded onto them. Stacked (multilayer) actuators consist of some
of piezoactive material between metallic electrodes in parallel connection (Fig. 20.82(a)).

Operating Mode
Expression (L, length; D, 

diameter; T, width)

Transverse mode, thin bar N1 = fr × L
Radial mode, disc Np = fr × D
Thickness mode, disc Nt = fr × T
Length mode, cylinder N3 = fr × L
Shear mode, plate Ns = fr × T

(a) (b)

2  

L

E

PZT 

Steel (PZT) 

∆L t( ) ∆L 1 γ lg0.1+( )=

i
dQ
dt
------- C

dV
dt
------= =
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 connection allows greater travel at lower voltage. Usually these wafers are 0.3–1 mm thick.
often referred to operating mode d33. Total travel up to 200 µm can be achieved, and in this
proportion to the number of wafers, if no external load is applied:

∆l = Vnd33 (20.37)

e number of elements.

ness; D, diameter) Generated Voltage, V Displacement, ∆L (∆T) Capacitance, C

rse length mode: L > 3W > 3T

ess extension mode: D > 5T

ode: D > 5T Not applied

dinal mode: L > 3D

ess shear mode: W > 5T, L > 5T

 F is the force and  is dielectric permittivity of the material at constant stress in direction 3,  is
 dielectric constant ( ), and ε0 is dielectric permittivity in vacuum.
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TABLE 20.7 Properties of Some Stacked (Multilayer) Actuators

Stan
Part

Length × Width × Thickness (mm) 

A01
A06
A16
A21
A27
A37
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acked design, strong pushing force is developed:

(20.38)

e length of the stack, A is the area of elements, and s33, Y are compliance and Young’s modulus,

nce, Ferroperm Piezoceramics’ multilayer actuator supply catalog [6] extract is presented in

vel is required, piezoelement expansion can be amplified by using bimorph or levers. Bimorph
te cantilever of two layers (Fig. 20.82(b)). One of them is of structural material and the other
rial. Piezomaterials can be used for both layers. In this case, first layer will expand, the second

t. However, this results in low stiffness.

on Areas

rent properties in piezomaterials, actuators with a lot of engineering advantages can be
ome examples are compact and lightweight, large force, broad operating frequency range,

ty, solid state, displacement proportional to applied voltage, 50% energy conversion

sed in micromanipulation, noise and vibration suppression systems, valves, laser and optics,
otors, positioning devices, relays, pumps, in automotive industry, industrial automation

communications, computers, etc. Some of the applications are shown in Fig. 20.83.

ression of oscillations. Piezoactive materials-based dampers convert mechanical oscillations
 electrical energy. Generated energy is then shunted to dissipate the energy as heat, i.e.,
lation energy is eliminated. The principle scheme is given in [2].
orobot. Robot platform legs are piezoactuators. By applying voltage to the electrodes, piezo-
are lengthened, shortened, or bent in any direction in a fine movement.
opump. Diaphragm is actuated by piezoactuator, input and output check valves are subse-
tly opened for liquid or gas pumping. Advantages are fast switching and high compression

ogripper. Piezoactuator works on contraction for gripping motion based on the compliant
hanism. Gripper is of very small size and almost any required geometrical shape.
omanipulator. Due to the unlimited resolution, piezoactuators are used in numerous posi-
ing applications.
odosage device. Piezoactuators allow high precision dosage of a wide variety of liquids in a
e of nanoliters for various applications.

dard 
 No. Material Shape

or Ext. Diam. × Intern. Diam. × 
Thickness (mm)

Vmax 
(V)

Stroke 
(µm)

Fmax 
(kN)

Pz26 Rectangle 2.5 × 2.0 × 2.0 200 1.8 0.5
Pz26 Square 10 × 10 × 2.0 200 2.0 10
Pz27 Square 10 × 10 × 2.0 200 3.2 5.0
Pz26 Ring 6.0 × 2.0 × 2.0 200 1.7 2.5
Pz26 Ring 25 × 15 × 2.0 200 2.2 31
Pz27 Ring 25 × 15 × 2.0 200 3.4 16

F
∆lA

Ls33Y
-------------=
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ors (Ultrasonic Motors)

s [4] find wider and wider application as actuators based on the conversion of high frequency
oscillations (dozens of kHz) into continuous motion [7,8]. Piezoactivating elements can be
lators, and in this case vibromotors are called piezomotors [5,7,8]. Advantages of piezomotors
que, high resolution, excellent controllability, small time constant, compactness, high effi-
t operation, and no electromagnetic induction.

s of Piezomotors

 differ with respect to the methods of oscillations conversion into continuous motion. Basic
en in Table 20.8.
ors producing elliptical motion in the contact area between input and output links are mainly
is purpose oblique impact upon the output link or traveling wave is made use of.
otors, making use of oblique impact, friction force transmits motion and energy between
tput links. This may be realized by two oscillatory motions (normal and tangential compo-

d ux in the contact area with phase difference , which is used to change output link motion
th motions can be realized by one or two active links oscillating resonantly. Various oscillations
lities to develop different kinds of piezomotors: longitudinal, transversal, shear, and torsional.
 employing oblique impacts possess a very wide frequency range. Its lower limit is at lower
requencies (for elimination of acoustic action), 16–20 kHz, and its upper limit is at several
raveling wave motion piezomotors are based on frictional interaction between the traveling
 in the elastic body and the output link, i.e., its principle of operation is similar to the harmonic
smission. Wave propagating along the surface (Rayleigh wave) of the input link forms the
tion in the contact area. Rayleigh wave is a coupled wave of longitudinal and shear waves;
rface point in elastic medium moves along an elliptical locus. Flexural, shear, torsional, and
 waves are used in piezomotors. Traveling wave in piezoceramic is excited by electrical field.
wave motion piezomotor characteristics (ABB Corporate Research ITCRC/AS) are shown

 20.9.

(a) (b) (c)

(d) (e) (f)
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otion in the contact: two motion 
ts with phase difference

1. One active link 

2. Two active links

where uy0, ux0, ω, and ϕ are 
amplitudes, angular frequency, 
and phase of oscillatory motions 
of piezoelements, respectively

otion in the contact area: 
wave

where u0, λ, and c are amplitude, 
length, and velocity of wave, 
respectively

 anisotropy of contact a)
Usually  

where τc and T are the duration of 
contact and oscillation period, 
respectively

b)

c)

tput link 

ut link Eliptic motion
X

Ux Uy 

Input link

w
Output link

uy uy0 ωt ϕ+( )sin=
ux ux0 ωtsin=

Output link 
Uy 

Ux 

c 

V 

Pad

Ux 

Uy 

V 

uy uy0 ωt ϕ+( )sin=
ux ux0 ωtsin=

Y

X

Z

l 

wave V c 

U* 

u u0 2π/λ u∗ ct–( )cos=

Z

Y
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T
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wave excitation is achieved simultaneously by excitating different phase oscillations of the
ncy and mode. This is accomplished by dividing the electrodes of the converters into n equal
nnecting them to the n-phase generator of electrical vibrations, where  phases are shifted
acent electrodes being 2π/n, or by using discrete converters.
ors with frictional anisotropy of contact are based on oscillatory motion variations in normal
ontact direction in the cycle of oscillations. This is achieved by superposing additional periodic
e contact. The distinguishing feature is time τc/T ratio of the reduced duration of the contact
tions period in contact parameter. The contact anisotropy can be achieved in two ways: (a)
e active link in a specified segment of the trajectory (Table 20.8, case C, a), (b) by superimposing
of higher frequencies (Table 20.8, case C, b), in the direction of basic oscillations, or in
r direction of basic oscillations (Table 20.8, case C, c) normal or tangential plane.

ors with asymmetrical oscillations are based on the asymmetry of inertia forces in nonhar-
frequency oscillations, multiple frequency oscillations (Table 20.8, case D, a), or forces of
with nonlinear relationship between force and velocity (Table 20.8, case D, b). Asymmetric
illations are generated by summing harmonics of multiple frequencies. The amplitude of
ic is chosen by variating electrode shape and area of divided electrodes or variating amplitude
e supplied. Shift in voltage supply phases is used. Piezomotor efficiency in this case is lower,
of devices are characterized by higher—up to 0,002 µm—resolution in translational drive.
 permits piezomotors of limited dimensions in both coordinates, which, in turn, is very
 a number of applications.

rical oscillations cycles a)

b)

TABLE 20.9 Properties of Some Traveling Wave Piezomotors

Motor Unit USR60 USR45 USR30

Operating frequency kHz 40 43 42
Operating voltage Vrms 100 100 100
Rated torque Nm 0.38 0.15 0.04
Rated output W 4 2.3 1.0
Rated rotational speed rpm 100 150 250
Mechanical time constant ms 1 1 1
Weight g 175 69 33
Rotation irregularity % 2 2 2
Lifetime h 1000 1000 1000
Operating temp. range °C −10 + 50 −10 + 50 −10 + 50

1 

2

ϕ

f

ϕ′

n 3≥
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Piezomotors are easily miniaturized; thus, micromotors are successfully developed. The rotational
motor [5] of this type is a good example. It is 2 mm in diameter, 0.3 mm in height, and its volume is
0.49 mm3. T
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he motor stably rotates at any posture and the starting torque is about 3.2 µNm.

ators with Several Degrees of Freedom

 actuators with several degrees of freedom allow new class of mechanisms, capable of
eir parameters or kinematic structure under control. If one or both links of the kinematic
e from piezoactive material, it is possible to generate static displacement of its elements and
or resonant oscillations, resulting in generating forces or torque in contact area of links.
ne link relative to the other is obtained. Such kinematic pairs can be defined as active. Active
airs are characterized by

rol of number of degrees of freedom. The simplest one is to control friction in the pair,
ly when the elements of the pair are closed by force. Here either the friction coefficient or
itude of the force executing the closure can be varied. This is achieved by excitation of high
ency tangential or normal vibrations in the contact area of the pair.

ration of forces or torque in the contact area between links. The direction of generated forces
rque is controlled by special shift of oscillations, e.g., by activating specific by sectioned
odes of the transducer.

bilities to realize additional features: self-diagnostics, multifunctionality, self-repair, self-
ation.

ple is a robot’s eye (Fig. 20.84(a)) in which miniature CCD camera 1 is fixed in the passive
ntacting with piezoelectric ring 3. Constant pressure in the contact zone is realized by

(a)

(b)

4  
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agnet 4. The system is a kinematic pair possessing three degrees of freedom. Electrodes 5
electric ring are sectioned (in this case - into three symmetric parts); activating any of them
esonant frequency results in the rotation of the sphere around its axis, position of which is
y changing the activated electrode. Traveling wave oscillations generated in the ring (by
ee-phase AC to all three electrodes) result in the rotation of the sphere around the axis of
h type actuators possess approximately two angular seconds resolution in every direction––
the requirements for robot vision systems.
ng methods to control types and forms of resonant oscillations make it possible to design mech-
the same active link being used in two kinematic pairs to increase redundancy in the system. A
 robot, based on active kinematic pairs, is shown in the Figure 20.84(b). It consists of passive
., steel) spheres 1 and 3, with piezoelectric transducer 2 between them. Springs ensure contact
inks. A robot with two spherical kinematic pairs possess six degrees of freedom. Kinematic pairs
 piezomotor design methods. The electrodes on active links are sectioned. Figure 20.84(b) shows
nd the distribution of the three component oscillations in the contact area. High frequency
nent oscillations generated at the contact points (certain electrodes “A” of link 2 are actuated)
in relation to link 1. A π/3 change in the position of oscillation pattern (a change of position of
des in contact points) results in the rotation of link 3 in relation to link 2. Using direct piezoeffect,
to extract additional information (with the help of electrodes “B”) on forces and torque, acting
d on the state of contacting surfaces. This information is used to reduce positioning errors and
otion trajectory. 
, by increasing accuracy and stiffness of system elements, static and dynamic errors in

pports, and guides are decreased or eliminated completely. By integrating unique properties
e transducers and actuators in the control system it is possible to sharply reduce or even fully

(a)

(b)
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eliminate most errors in bearings, supports, and guides used in high precision measuring devices. This
is due to active bearings and supports possessing several degrees of freedom, in which one or both contacting
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 made from piezoactive material with predetermined excitation zones. Radial or axial play,
 dead zones—traditional errors—are minimized in these devices. The schematic of active
own in Fig. 20.85(a) where number of axial n and radial m electrode sectors is n = m = 3.
gs are used in precision component surface and profile measuring systems to scan the surface.
 is outer ring errors evaluation in high precision ball bearings. Here rotating the component
s measurements of profile and surface are obtained. This is possible due to piezoelectric
(Fig. 20.85(b)) contacting with the component in two areas with the same pattern of oscil-
ution and phase shift between normal and tangential components of oscillations. There being
orces, it is evident that errors caused by torque, generated in the contact zone, are negligible.
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ydraulic and Pneumatic Actuation Systems

 Sorli and Stefano Pastorelli

ion 

 function of an actuation system is to influence the controlled system so as to obtain the
ement or action. This objective is made possible by the actuation system, which converts the
rgy with which the actuator operates into the final mechanical energy.
 three main types of power with which actuation systems work: electric power, hydraulic
neumatic power. The first envisages the use of electric actuators such as motors, solenoids,
agnets. The remaining two envisage the use of cylinders (linear motors) and rotary motors,

 similar in form and dimensions, the motion of which is respectively governed by a fluid
ncompressible in an initial approximation (a hydraulic liquid, mineral oil generally, or a

ower viscosity) and by a compressible fluid (compressed air or a generic gas).
es of energy are available but are fairly unusual in automatic systems. Chemical energy and
rgy, which cause a change of phase in a material or the thermodynamic expansion of the
 a mechanical movement, can be considered in this category.
acteristics of fluid servosystems are examined below, with particular reference to systems
it continuous control of one of the two physical magnitudes which express the fluid power:
 flow rate. In general, pressure control is carried out in cases in which it is necessary to create
d force or torque law, while flow rate control is used to carry out controls on kinematic
such as position, speed, and acceleration.
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Continuous control of a force or of a speed can be effectively realized with a fluid actuation device,
with evident advantages compared with electric actuation, such as the possibility of maintaining the
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r load without any limitation and with the aid of adequate control devices, the possibility
ut linear movements directly at high speeds, without devices for transforming rotary motion

d the possibility of having high bandwidths, in particular in hydraulic systems, as these have
ensions and therefore low inertia.

uation Systems

 system, which is part of an automatic machine, consists of a power part and a control part
 in Fig. 20.86. The power part comprises all the devices for effecting the movements or

 control part provides for the processing of the information and generates the automated
e laws of variation of the reference signals, in accordance with the governing procedures
d and with the enabling and feedback signals arriving from the sensors deployed on the
rt. The order signals coming from the control part are sent to the operative part by means
ace devices which convert and amplify the signals, where necessary, so that they can be used
e actuators. These interfaces can be the speed drives or the contactors of the electric motors,

or valves in hydraulic and pneumatic actuators.
.87 illustrates a fluid actuation system. The power part consists of the actuator—a double-
er in the case in the figure—the front and rear chambers of which are fed by a 4/2 distributor
 constitutes the fluid power adjustment interface.
 switching command is the order from the control part. This order is sent in accordance with
nt strategy, determined by the desired operating cycle of the cylinder in the control part, on
the feedback signals from the sensors in the cylinder, represented in the figure by the limit

e are discontinuous actuation systems and continuous actuation systems, depending on the
mation realized, while retaining the control part and the actuation part. The first are effective
n discontinuous automation, typical of assembly lines and lines for the alternating handling
parts or components; on the other hand, continuous actuation systems are found in contin-
s plants and as continuous or analog control devices for the desired magnitudes, and con-
servosystems.

6 Actuation system.

7 Fluid power actuation system.
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ators, whether they are linear (cylinders) or rotary (motors) are continuous systems as they
ne the positioning of the mobile component (of the rod with respect to the cylinder liner;

ith respect to the motor casing) at any point in the stroke. Performance of the usual cylinders
is currently highly influenced by the action of friction (static and dynamic) developed by
ween mobile parts. This action, in pneumatic systems in particular, gives rise to the well-
omenon of stick-slip, or intermittent motion at very low movement speeds, due to the
f conditions of friction and adherence in the motion of the mobile element in the actuator.
ture of the friction itself, the presence of devices suitable for sustaining the mobile compo-
actuator and maintaining the correct pressure conditions, such as supports and gaskets, gives
inear conditions in the equilibrium of the actuator, increasing the level of difficulty in
gh precision in positioning the system. To overcome these problems in specific applications
y to use actuators without seals, for example, with fluid static and/or fluid dynamic bearings.
face element, indicated as a distributor in the figure, takes on a crucial role in the definition
ing mode of the actuator. Indeed, in the case in which it is only necessary to create reciprocating
 with positioning of the actuator at the end of its stroke, it is only necessary to use a two- or
n distributor valve, with digital operation. This is the solution shown in Fig. 20.87.
other hand, it is necessary to have continuous control of the position and force transmitted,
y to use devices which are not digital now, but which are continuous, such as proportional

ervovalves, or it is necessary to use digital devices operating with control signal modulation,
 those of the PWM (Pulse Width Modulation) type.
tion system therefore becomes a fluid servosystem, such as the one outlined in Fig. 20.88,
 A practical construction of a hydraulic linear servoactuator having the same working scheme
 is shown in Fig. 20.89. It consists of a cylinder, a valve, and a position transducer integrated
evice.
led, fluid-actuated system is a classical mechatronic system, as it combines mechanical and
nents, and control and sensing devices, and normally requires a simulation period for defining
 characteristics of the various elements so as to comply with the desired specifications.
ardized symbols for the different components of hydraulic and pneumatic fluid systems, and
ns of the associated circuits, are defined in the standard, ISO 1219 “Fluid power systems and
—Graphic symbols and circuit diagrams; Part 1: Graphics symbols, Part 2: Circuit diagrams.”

osystems

stems are devices for controlling a generically mechanical output power, either by controlling
magnitude (servosystems for controlling position or speed) or by controlling an action (ser-
r controlling the force, torque, or pressure).

ut magnitude control action is obtained by controlling the fluid power, that is, by the power
passing through the components of the servosystem.
 classes of fluid servosystems are usually present in current applications: hydraulic servosys-
ich the operating fluid is a liquid, and pneumatic servosystems, in which the fluid used is
air. The working pressure in hydraulic servosystems is typically comprised between 150 and
le in the case of pneumatic systems, the pressure values are generally below 10 bar. 

8 Scheme of a fluid power servosystem.
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group obviously includes hydraulic oils, that is, fluid with high viscosity, now traditionally
osystems in which a high controlled pressure is requested, but also combustible fluids, such
e or aeronautical petrols (JPA, JPB,…), used in all the applications found in the fuel circuits

on engines. Other servosystems include those which use both industrial and seawater as the
d. The latter solution has unquestionable advantages in all naval and off-shore applications.
c servosystems include all the industrial applications for automation of production and
mation, and also the vehicular applications on means of air, sea, road, and rail transport.
ssed air in these applications is generated by compressors using air drawn in from the
t. Further applications include those in which the working fluid is not compressed air but a
s. In this regard, there are servosystems with refrigerant fluids in the gaseous stage, in both
d industrial cryogenic systems, with fuel gases (LPG, methane, propane) in domestic appli-
 with nitrogen in high-pressure applications.
een from this preliminary analysis that fluid servosystems are present both in the realization

t, being integral parts of the automated production process, along with the electric servo-
, and as controlled actuation devices integrated in the product itself; in this regard we can
eric servoactuators installed on aeroplanes and increasingly in road vehicles today. 

c Actuation Systems

ents of a hydraulic actuation system are:

ump, that is, the hydraulic power generation system;

tuator, that is, the element which converts hydraulic power into mechanical power;

alve, that is, the hydraulic power regulator;

ipes for connecting the various components of the actuation system;

lters, accumulators, and reservoirs;

uid, which transfers the power between the various circuit elements;

nsors and transducers;

stem display, measurement, and control devices.

9 Hydraulic servocylinder (Hanchen).
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sform electrical or mechanical energy into hydraulic energy. They constitute the fluid flow
 the hydraulic system, as the pressure is determined by the fluid resistance downstream from
r. The main types of pumps are shown in Fig. 20.90.
al pumps permit high deliveries with low pressures. They do not have internal valves but
clearance between the rotary part and stator part and guarantee a sufficiently stationary flow.
ydrostatic or positive displacement pumps, which are those most commonly used, guarantee
es with limited deliveries. They have elements such as valves and caps, which permit sepa-
 delivery zone from the intake zone, and they may introduce pulses in the flow in the delivery
erally require the use of a fluid with sufficient lubricating properties and load capacity, so
 the friction between the sliding parts of the pump. There are constant displacement and
lacement pumps.
 positive displacement pumps belong to the gear, rotary vane, and piston types.

 are subdivided into pumps with external gears, pumps with internal gears, and screw pumps.
the pump is made up of two toothed wheels inserted into a casing with little slack so as to
akage.
.91 is a photograph of a pump with external gears. The opposed rotation of the wheels causes
of the oil trapped in the space between the teeth and walls of the gear from the intake to the
nding on the form of the teeth, there are external gear pumps of the spur gear, helical gear,
r types.

ith internal gears are functionally similar to the above, but in this case the gears rotate in the
on. Figure 20.92 is a section plane of a two-stage pump. In screw pumps, which may have one
rs, the elements have helical toothing similar to a threaded worm screw. Transfer of the fluid
n an axial direction following rotation of the screw. These types of pump guarantee very
sfer of the flow, with reduced pulsation and low noise levels.
l rotation speeds are between 1000 and 3000 rpm, with powers between 1 and 100 kW.
ssures can reach 250 bar, with higher values in the case of the pumps with external gears.
nsferred is a function of the pump displacement and the angular input speed, with values
etween 0.1 and 1000 cm2/rev. Double pumps can be used to increase these values. Gear

 high performance levels, with values around 90%. 

 Pumps
s (Fig. 20.93) generally consist of a stator and a rotor, which can rotate eccentrically with
ne another. Vanes can move in special slits placed radially in the stator or in the rotor and

0 Pumps classification.
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opriate variable volumes. In Fig. 20.93, as in most constructions, the vanes are borne by the
can rotate inside the stator. Rotation leads to the displacement of volumes of fluid enclosed
 consecutive vanes from the intake environment to input into the delivery environment.

 pump permits a range of working pressures up to 100 bar and, compared with gear pumps,
ower pulsing of the delivery flow and greater silence. 

1 External spur gear pump (Casappa).

2 Internal gear pump (Truninger).
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ps
piston pumps can have one or more cylinders; that is, there may be one or more cylinders
 sliding in each of them. Transfer of the volume of fluid from intake to delivery is determined

acement of the piston inside the cylinder, which is provided with input and output valves
Depending on the geometrical arrangement of the cylinders with respect to the rotating
, piston pumps are subdivided into axial pumps (bent axis type and swash plate type) and
s. Figure 20.94 shows the plan of a fixed-displacement axial piston pump, of the swash plate
rking pressure range available with the aid of piston pumps is greater than in the previous

 able to reach pressures in the order of 400–500 bar but with the disadvantage of more
.

tuators

ators convert the hydraulic energy of the liquid under pressure into mechanical energy. These
e therefore volumetric hydraulic motors and are distinguished, on the basis of the type of
enerated, similar to what has been said about pumps, into rotary motors, semi-rotary motors
g ones, which produce limited rotation by the output shaft, and into linear reciprocating
 is hydraulic cylinders.

Semi-rotary Motors
ion terms, rotary motors are identical to rotary pumps. Therefore gear, vane, and piston
al or axial, are available. Obviously, the operating principle is the opposite of what has been
ps. The symbols of hydraulic rotary motors are shown in Fig. 20.95. Semi-rotary motors

 oscillating motion either directly, by means of the rotation of a vane connected to the output
irectly, by coupling with a rack, driven by a piston, with a toothed wheel connected to the
, as in the example in Fig. 20.96. The semi-rotary vane motors produce high instantaneous
que on the output shaft; for this reason they are also called hydraulic torque-motors. 

3 Rotary vane pump.

4 Axial piston swash plate pump (Bosch Rexroth).
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ators
ulic motors constitute the most commonly used type of actuator. They provide a rectilinear
ealized by the stroke of a rod connected to a piston sliding inside the cylinder. A distinction
een single acting and double acting cylinders. The former only permit a single work stroke

e the pressure of the fluid is exerted on the surface of the piston in one single direction; the
e is made by means of the force applied externally to the cylinder rod, or with the aid of a
g incorporated with the actuator inside a chamber. The latter permit both strokes, so that
s alternately on both faces of the piston, generating both the advance and retract strokes.
g cylinders may have a single rod or a double through rod. These are composed of a tube closed
by two heads, and a mobile piston inside the barrel bearing one or two rods connected
 the load to move. As it is fitted with sealing gaskets, the piston divides the cylinder into two
y sending the oil under pressure into one of the chambers through special pipes in the heads,
ifference is generated between the two surfaces of the piston and a thrust transmitted to the
e rod. Figure 20.97 shows the constructional solution of a hydraulic double acting cylinder

e rod. Single rod actuators are also known as asymmetrical cylinders because the working
od side is smaller than the area of the piston, as it is reduced by the section of the rod itself.

5 Symbols of hydraulic rotary motors.

6 Hydraulic rotary actuator (Parker Hannifin).

ress LLC



This involve
feed pressur

Hydraulic
force, the ro
however, or 
along the ax
the rod sup
with oil leak

The main
of working fl

The symb

Valves

Valves are th
sent to the a
permitting a
flow rate. Th

• direct

• on-of

• press

• flow-

In servomec
them, said fl

Directional 
Directional 
movement o

FIGURE 20.9

FIGURE 20.9

0066_Frame_C20  Page 70  Wednesday, January 9, 2002  5:49 PM

©2002 CRC P
s actuating forces and feed speeds which are different in the two directions, with the same
e in the two thrust chambers.
 actuators are able to support external overloads, as, if the load exceeds the available thrust
d stops or reverses, but generally does not suffer any damage. Cylinders may get damaged
at least suffer a drop in performance, when they have to support loads which are not applied
is of the rod, that is, with components in the radial direction, as reactions are generated on
ports and piston bearings, which leads to fast wear of the same and reduces the tightness
age as a result.
 features of a linear actuator are its bore, its stroke, its maximum working pressure, the type
uid, and the way its connections are fitted.
ols of the different types of actuators can be seen in Fig. 20.98.

e components in hydraulic circuits that carry out the task of regulating the hydraulic power
ctuator. Their role is to turn the oil flow on or off or to divert it according to needs, thereby
djustment of the two fundamental physical magnitudes of fluid transmission: pressure and
ey are subdivided as follows on the basis of the operations they carry out:

ional valves

f valves

ure regulator valves

rate regulator valves

hanism applications valves with the continuous positioning of the moving components in
ow proportional valves or servovalves, and pressure proportional valves are used. 

Valves
valves determine the passage and the flow direction of the oil current by means of the
f appropriate moving parts contained in them, actuated from outside. Directional valves,

7 Single rod double-acting piston actuator (Atos).

8 Actuators simbols.
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as distributors, are distinguished according to the type of mobile element and therefore of
l structure, by the number of possible connections with external pipes and by the number
 positions.
ile element can be a poppet type or a spool type. Poppet valves are indifferent to fluid type
affected by impurities in the fluid, but require high actuating forces as it is not possible to

 for the hydraulic forces of the oil pressure. Spool valves permit simultaneous connection to
 and different switching schemes and therefore are more common because of their variability.
 of possible connections is defined by the number of hydraulic connections or ways present
nal body of the valve. The number of switching positions corresponds to the number of
schemes which a valve makes it possible to obtain by means of appropriate movements of
lement.
.99 shows the operating scheme of a four-way, two-position spool valve (indicated as 4/2)
o a double acting linear actuator. In the first position (Fig. 20.99(a)) the supply is in
tion through output A with the rear chamber of the cylinder, while the front chamber
rough port B. In this configuration, the piston effects an advance stroke with the rod coming

econd position, (Fig. 20.99(b)), the result of the movement of the slide valve is that the feed
e conditions of the two chambers are inverted, and therefore, a retract stroke is effected.
nal valve with several positions is represented symbolically by means of quadrants side by
g the connections made by each position. Figure 20.100, for example, shows some directional
ls in accordance with ISO standards. The central configuration of the three-position valves,
mally the rest position, is linked with the geometry of the valve spool and of the associated seats.
al valves can be controlled in various ways (Fig. 20.100): manually, by applying muscle power;
y, by means of devices such as cams, levers, etc.; hydraulically and pneumatically, by means
der pressure; and electromagnetically, directly or piloted, depending on whether the posi-
e is generated directly by the electromagnet placed in line with the slide valve, or by means
ic fluid, the direction of which is managed by a pilot valve which is smaller than the main
alve.

es
s are unidirectional valves, which permit the fluid to flow in one direction only. Because they
 in the opposite direction they are also called nonreturn or check valves. On-off valves are
ced in the hydraulic circuit between the pump and the actuator so that, when the generator
id contained in the system is not discharged into the reservoir but remains in the piping. This
aste of energy for subsequent refilling and guarantees positioning of the actuator under load.
tively, check valves consist of an actuator, with ball or piston, which in the impeded flow
n is maintained in contact against its seat by the thrust of a spring (nonreturn valve), or by
 difference between inlet and outlet (unidirectional valve).

ulator Valves
sentially two types of pressure regulator valves: pressure limiter valves or relief valves, and
uction valves.

9 Scheme of four-way two-position valve.
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es guarantee correct operation of the system, preventing the pressure from exceeding danger
system itself. There is always one maximum pressure valve in a hydraulic circuit to discharge
ow not used by the system back towards the reservoir. This is because the generator, or
lacement pump, provides a continuous flow of fluid which, if not absorbed by the user and
ce of a relief or maximum pressure valve, would let the pressure in the system increase to
e values. Pressure limiter valves can be direct-acting or piloted. The first provides the force
with a fixed preload as the force contrasting the pressure of an obturator or an adjustable
uarantees the maximum opening pressure. The latter replaces the action of the spring with
ydraulic control fluid managed by a pilot valve.

tion of the pressure regulator valves is to maintain a constant pressure valve downstream
independently from variations in the upstream pressure. The regulated pressure value can
ally, by means of a pilot signal, or by an electrical analog command. In the latter case, pressure
lves may operate in closed electrical loops, as they have an internal transducer to measure
d pressure.

egulator Valves
regulator valve makes it possible to control the intensity of the flow of fluid passing through
ally it operates as a simple restriction, similar to an orifice, with a variable area. The flow
ugh a restriction is a function of the area of passage and of the difference in the pressures
d downstream from the component. The simple restriction is therefore sensitive to the load,
te also depends on the pressure drop at its ends, which is established by the other components

t.
e of a pressure-compensated flow regulator valve, the flow rate is found to be maintained
onstant above a minimum pressure stage (typically 10 bar) as an exclusive function of the
ual or electrical set-point. In this case, the valve has two restrictions in series, one of which

the other automatically variable, so as to maintain the pressure drop constant on the fixed
nd guarantee the constancy of the flow rate. 
ols for flow regulator valves in accordance with ISO standards are given in Fig. 20.101.

00 Valves symbols.
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l Valves and Servovalves
began to appear at the end of the 1930s and were mainly used in the military and aeronautical
rst commercial versions appeared in the mid-50s. Servovalves and proportional valves are
today in the civil field, in the aeronautical, aerospace, automotive, and industrial sectors. In
 are used for the continuous control of the displacement, speed, and force of a hydraulic

m which high performance is requested in terms of positioning precision, or accuracy in up
 conditions, and of working frequency bandwidth amplitude, both in open and closed loop
gurations.
lve or proportional valve is a fluid component capable of producing a controlled output as
f an input of electrical type. The device converting the electric signal into an action of the
pet of the valve is electromagnetic, of the torque motor or proportional solenoid type. The
r converts a small DC current into torque acting on the rotor plate, in bipolar mode.

l solenoids produce a unidirectional force on the mobile armature function of the current
 the winding, with the characteristic of maintaining this force approximately constant within
ork displacement range. The torque motor, with lower current and inductance values, has
nse times than the servosolenoid, which operates with notably higher currents, but generates
nical power outputs. The torque motor, therefore, constitutes the pilot stage usually found

es, while the servosolenoid used in proportional valves acts directly on the valve spools.
itude directly controlled by the servovalve or proportional valve can be a flow rate or a

erence, depending on the type. 
es and proportional valves are usually distinguished on the basis of the following character-

 signals

ion

resis

ity between input and output

band

width

s are characterized by the type of signal and range of variation. Current signals (±10 mA
) or voltage ones (0–10 V) are typical. Precision is intended as the difference between the
e and the value effectively achieved. It is provided as a percentage of the full scale value.
is derives from the different behavior shown by the component with ascending settings and
ng points descending. Its value expresses the percentage ratio between the maximum devi-
he full scale value. Linearity by nature is a characteristic that can be assessed over the
ng range. It can be expressed in an absolute manner as the maximum percentage deviation
/output relation of its linear regression. In general, better linearity is requested in position
pared with the cases of speed, pressure, or force controls. The dead band determines the
nput value at which an output variation is obtained. Unlike the above, bandwidth is a

01 Symbols of flow control valves.
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c of the dynamic type. This is because it refers to a frequency diagram of the component
the frequency at which the response drops by 3 dB below the low frequency value. Normally,
 two to five times greater is required for continuous control valves compared with that
the system.
 differences between servovalves and proportional valves are shown in Table 20.11. Except
tional difference in the electromechanical conversion device, there are overlaps in the static
c characteristics in many components available on the market.
sis of the generically superior static and dynamic characteristics, servovalves are commonly

ed loop controls while proportional valves are used in open loop systems.

odels are very common in the context of servovalves, where a first pilot stage converts a low
ic signal into a pressure difference capable of acting on the slide valve of the second stage,
-way and symmetrical. Flow rate control servovalves are divided into two categories on the
 they make the electric–hydraulic conversion:

e-flapper,

pe.

 of nozzle flapper servovalves is shown in Fig. 20.102. It comprises two stages: the former
 torque motor, the flapper, and a system of nozzles and chokes, while the latter consists
e spool valve and output ports. The torque motor, constituted by the motor coil, the magnet,
e, and the polepiece, is capable of transmitting a torque to the flapper which undergoes an
lacement, thereby obstructing one of more calibrated nozzles to a greater degree. This
uses a pressure difference at the ends of the spool, thereby causing the latter to move until
 wire, which connects the spool and the flapper, returns the flapper to the central position.
 flow metering slot carried out in the bushing, the spool thereby permits communication

 various ports. The feedback wire is an elastic flexional element that provides the feedback
 main power stage (spool valve) and the first stage (torque motor).
 of valve usually requires a greater degree of oil filtration, as nozzle-flappers are more sensitive
ants compared with the jet-pipe system. 
.103 shows a schematic section of an example of a servovalve of the jet-pipe type. It is
 orifice P (supply) of the servovalve by means of a filter and flexible hose. It should be noted
the nozzle-flapper valve, it is not necessary to filter the entire incoming oil flow, but only
d the control flow (the one going through the jet-pipe); this is certainly an advantage in
nomic running and sensitivity to solid contamination. Starting with a standardized input

amplifier produces a voltage increase in one torque motor coil and an identical reduction in

mechanical 
rter

Bidirectional torque motor (0.1 ÷ 0.2 W) 
with nozzle-flapper or jet pipe

Unidirectional servosolenoid 
(10 ÷ 20 W)

urrent 100 ÷ 200 mA <3 A
te 2 ÷ 200 l/min (two stage type) with valve 

pressure drop = 70 bar
10 ÷ 500 l/min (single stage type) 

with valve pressure drop = 10 bar
sis <3% (<1% with dither) <6% (<2% with electric feedback)

idth >100 Hz <100 Hz
depending on the amplitude of the input 

and of the supply pressure
depending on the amplitude of 

the input
clearance of 
ool

1 µm (aerospace) 2 ÷ 6 µm
4 µm (industrial)

and of the spool <5% of the stroke Overlap 10–20% of the stroke, less 
if compensated
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his provokes an imbalance of the forces at the ends of the motor armature, generating a
h tends to make the armature itself rotate and the jet-pipe with it. The displacement of the
ves a different distribution of the control flow between the two pipes below it and, as a result,
ifference is created at the ends of the spool with a consequent net force on it, which causes
ent. A spring element connects the spool and the jet-pipe, creating position feedback. The

t of the spool and jet-pipe deforms the feedback spring, giving rise to a force proportional
is makes it possible to balance the torque applied to the jet-pipe and the force generated at
the spool. In this way, the system finds an equilibrium position, proportional to the input
 feedback spring also produces centering of the slide valve at rest, making the presence of
rings superfluous. Figure 20.104 shows the block diagram of the jet-pipe servovalve compo-
nnotations of the physical magnitudes present in Fig. 20.103.

02 Nozzle-flapper servovalve (Moog).

03 Jet-pipe servovalve scheme.
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 Valves
l valves can be subdivided into proportional in flow and proportional in pressure (relief and
uction) valves. In the first case, the action of the servosolenoid armature (Fig. 20.105(a))
 main spool of the valve, which is checked by a spring on the valve body.
cteristics of the force generated by the servosolenoid, along the entire possible stroke of the
nction of the input current only, as indicated in Fig. 20.105(b). For all possible values of
rrent, the equilibrium of the magnetic force supplied by the solenoid and of the feedback
 spring is determined by reaching a certain position value.

n which precise positioning of the slide valve is requested, position feedback is introduced.
raph of a proportional valve of this type is shown in Fig. 20.106. The input signal to the
d, sent by the feedback module, is the error compensated by a PID network between the
nal and the feedback signal from the position transducer LVDT. The valve’s accuracy and
 is improved by using the position feedback, as the hysteresis errors and those due to friction
 moving parts are partially compensated. 
ortional valves can have two stages. In this case, the outputs of the pilot proportional valve

 chambers of a spool valve of greater size, permitting greater controlled flows to be obtained
ing dynamic performance at the same time. An example of a two-stage flow proportional

n in Fig. 20.107.
re regulator proportional valves, the action of the servosolenoid acts on a conical needle in
o as to regulate the pressure in the chamber upstream from the needle itself. Figure 20.108

lan of a pilot operated proportional relief valve.

04 Block diagram of a jet-pipe servovalve.

05 Proportional servosolenoid: (a) solenoid section scheme, (b) solenoid characteristics.
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06 Flow proportional valve (Bosch Rexroth).

07 Double stage flow proportional valve: (1) main spool valve stage, (2) pilot stage, (3) LVDT of the
) LVDT of the main stage (Atos).

08 Proportional pressure relief valve (Bosch Rexroth).
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Modeling of a Hydraulic Servosystem for Position Control

Figure 20.109 shows the scheme of a hydraulic servo system for position control constituted by a double
acting, doub
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le ended actuator controlled in closed loop by a four-way servovalve. The x position of the
rmined by the equilibrium of the forces acting on it: external force, thrust due to the pressures
ting in the chambers of the ram, friction force, and force of inertia. The pressures  P1 and
ined by the oil flows QC1 and QC2 entering and leaving the chambers. Flow rate QFI represents

ge flow between the piston and the barrel. The flow proportional valve controls the oil flow
of the reference signal ref from a compensator GC. The input to the compensator is the error
he signal VSET, corresponding to the desired rod position xSET, and the feedback signal VF/B,
ng to the effective rod position x measured by a position transducer LVDT. 
tor is modeled by considering the equations of flow continuity in the chambers and the
ilibrium equation for the rod. The continuity equation is expressed in a general form:

(20.39) 

= sum of the flows in volume entering
= sum of the flows in volume leaving
= density
= volume
= time

 definition of the compressibility modulus of the oil β, P being the pressure in the chamber

(20.40) 

(20.41)

nuity equation for chamber 1 is

(20.42)

09 Scheme of a hydraulic servosystem with position control.

r QIN QOUT∑–∑ 
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dt
--------------- rdV

dt
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------– dP
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------–= =
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------- V

β
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------+=
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b
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The continuity equation for chamber 2 is

where 

QC1 = fl
QC2 = fl
QFI = le
Ac = t
Dal = b
Dst = r
V0 = v
L = s
x = p
Vsm = d

The dyna

where

M = tra
Fe = ex
FA = fo
γ = co
FA = fo

Leaks can

where

R = re
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(20.43)

ow entering chamber 1
ow leaving chamber 2
akage flow between piston and barrel

hrust section = 
ore diameter
od diameter
olume of the chambers with piston centered = Ac L/2
troke
iston displacement (x = 0 in centered position)
ead band volume

mic equilibrium equation of the piston is

(20.44)

nslating mass
ternal force
rce of friction = 
efficient of viscous friction
rce of coulomb friction

 be modeled as resistances in laminar and steady-state conditions of the following type:

(20.45)

sistance
ow rate
ressure difference

e of an annular pipe, we get

(20.46)

t diameter
atus thickness = (D − d)/2
ol diameter
entricity = 2e/(D − h)
tance between seat axis and spool axis
amic viscosity

atus length

QFI QC2– Ac ẋ
V0  − Ac x Vsm+

b
-------------------------------------

dP2

dt
--------+=

(Dal
2 Dst

2– )π /4

P1Ac P2Ac Fe Mẋ̇ FA–––– 0=

gẋ FATT sign(ẋ)+

R
∆P
Q
-------=

Q
pDh3 1 1.5e2+( )

12ml
---------------------------------------∆P=
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mic behavior of the electromechanical converter and of the spool valve can be identified with
el of the second order between the reference ref and the slide valve position xV, as indicated
0, where KS (m/V) is the static gain of the valve, σn (rad/s) the natural frequency of the valve,
mping factor of the valve.
 regulated by the proportional valves are indicated in detail in the plan in Fig. 20.111. Having
areas A1, A2, A3, A4, functions of the spool displacement xV, on the basis of the geometry, the
ing through the valve as a function of the pressures are given by

(20.47)

(20.48)

(20.49)

(20.50)

he supply pressure, PT is the pressure of the discharge reservoir, and Cd is the flow coefficient
ing ports.
 we get

(20.51)

(20.52)

m of equations given above can be linearized in a working neighborhood, defined by the
 of the valve AV0, load pressure drop PL0 = P1 – P2, and piston position x0. In the hypothesis

10 Block diagram of the valve.

11 Reference scheme of the flow rates through the proportional valve.

Q1 A1Cd sign PS P1–( ) 2
r
--- PS P1–=

Q4 A4Cd sign P1 PT–( ) 2
r
--- P1 PT–=

Q2 A2Cd sign PS P2–( ) 2
r
--- PS P2–=

Q3 A3Cd sign P2 PT–( ) 2
r
--- P2 PT–=

QC1 Q1 Q4–=

QC2 Q3 Q2–=
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s are negligible, the diagram of the linearized system is shown in Fig. 20.112, which indicates:

e above expressions:

proportional valve static gain 

proportional valve flow gain 

piston area [m2]

proportional valve flow-pressure gain 

coefficient of viscous friction 

hydraulic stiffness in centred position [N/m]

total volume of the two chambers [m3]

mass of the moving parts [kg]

12 Block diagram of the linearized model of an hydraulic servosystem with position control.

compensator transfer function [V/V]

static speed gain 

static gain of the position transducer [V/m]

force constant

natural frequency of the proportional valve [rad/s]
proportional valve damping factor 

hydraulic resonance frequency [rad/s]

hydraulic damping factor

force disturbance time constant [s]

K′S KQ AC

AC
2 KPQg–

------------------------= m/s
V

---------

KR

KPQ

AC
2 KPQg–

------------------------= m
sN
------

C0

M
----- 1 KPQg/AC

2( )–[ ]

g MKPQC0/AC
2( )–

2 C0M 1 KPQg/AC
2( )–[ ]

--------------------------------------------------------

AC
2

0KPQ
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------------- m2

V
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∂Q
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---------
AV0,PL0

m3

s m2
----------

Q∂
PL∂
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(20.53)

g GC to be constant, the static gain in open loop is

(20.54)

d loop transfer function is

(20.55)

fer function between output and disturbance, said dynamic compliance, is

(20.56)

pliance is

(20.57)

GOL = 
VRET

e
----------- GC KOLV KTP

sn
2

s2 2zsns sn
2+ +
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2
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(20.58)

ominant time constant, which is obtainable from the closed loop transfer function, is the

1 = 1/K0. 
sion, the following general considerations can be drawn:

peed gain KOLV, and therefore the open loop static gain K0, depend to a considerable degree
e flow gain KQ and increase with increases in KQ. KQ increases as PS increases, decreases as
increases, and does not vary with AV0. In the hypothesis of γ below 1000 Ns/m, the effect of
 modest, practically negligible.

orce constant KOLF depends on the flow-pressure gain KPQ and increases with it. |KPQ| increases
AV0 and with ∆PL0, while it decreases as PS increases; therefore |KOLF| decreases as PS increases.
 lead to an increase in KOLF.

 stiffness depends considerably on the pressure gain of the valve and increases with it. Given

P decreases with the leaks, these lead to a reduction in static stiffness. Furthermore, given
KPQ| increases with AV0 while KQ does not vary with AV0, the pressure gain decreases with the
ase in AV0, and therefore static stiffness decreases if the valve is working in greater opening
tions.

ermore, given that |KPQ| decreases as PS increases, while KQ increases as PS increases, the
ure gain increases as PS increases and therefore, the static stiffness increases with PS.

hydraulic resonance frequency increases with the increase in hydraulic stiffness C0 and
ases with the increase of the mass M. It is practically uninfluenced by the flow-pressure gain
 γ < 1000 Ns/m.

predominant time constant is inversely proportional to the speed gain, decreases as KQ

ases, that is it decreases as PS increases, increases as ∆PL0 increases, and is indifferent to
ions in AV0.

ic Actuation Systems

ibed for the hydraulic system, the components of a pneumatic actuation system are:

mpressed air generation system, consisting of the compressor, the cooler, possibly a dryer,
orage tank, and the intake and output filters;

mpressed air treatment unit, usually consisting of the FRL assembly (filter, pressure regulator,
ossibly a lubrifier), which permits filtration and local regulation of the supply pressure to
tuator valve;

alve, that is, the regulator of the pneumatic power;

tuator, which converts the pneumatic power into mechanical power;

iping;

nsors and transducers;

stem display, physical magnitude measurement, and control devices.

 components of the pneumatic actuation system such as the compressors, treatment units,
alves used in pneumatic servosystems are described below. The actuators are similar in
 construction to hydraulic ones, though they are built slightly lighter because of the lower

ssure. 

Fe

x
----

s=0

GCKS′KPACKTP=
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rs

 compressors used to produce compressed air are summarized in Fig. 20.113. In volumetric
, the air or gas is sucked in by means of a valve in the compression chamber where its volume
 cause compression of the gas. Opening of the delivery valve, when a predetermined pressure
ched, results in the distribution of the air mass to the user.
, in dynamic compressors or turbocompressors, the kinetic energy is converted into pressure
ferred to the gas as a result of the rotary motion of the impeller.
g piston compressors determine the compression of the gas as an effect of the motion of
oved by a connecting rod and crank mechanism, inside a gas-tight cylinder. They can be

ouble acting, with one or more pistons and one or more stages (Fig. 20.114). They make it
btain pressures of hundreds bar, where there are several stages, and flow rates of thousands
ters per hour, in the case of several cylinders. Vane compressors (Fig. 20.115) have a rotor,
rically with respect to the axis of the cylinder in which it rotates, which leads to a certain

13 Classification of pneumatic compressors.

14 Piston compressors: (a) single action, (b) double action.
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anes which can move radially with respect to its axis. In the continuous rotation motion of
 vanes are centrifuged in contact with the seat of the stator, isolating chambers whose volume

essively with the angular stroke, guaranteeing input suction on the one hand, and a com-
utput on the other. The compression pressures are below 15 bar, with maximum flow rates
. Compared with reciprocating piston compressors, they have less flow pulsation, fewer
nd are more compact.

pressors have two rotors rotating in opposite directions inside a stator, one with convex
e other with concave lobes. The coupling of the profiles of the two rotors leads to a reduction
e during the angular stroke and consequent compression of the gas. With pressures typically

r, they provide a sufficiently continuous flow, up to values of about 3000 m3/h.
e way, Roots compressors, also known as superchargers, are made up of two figure-of-eight-

rs counter-rotating inside a stator in such a way as to transport volumes of gas from suction
heir efficiency is low because of the leakage between the rotors themselves and between the

e casing, and they are, therefore, used for low compression pressures, below 2 bar. However,
it operation without lubrication, like screw compressors, so that oil-free air can be obtained.

l and radial dynamic compressors are used to obtain high compressed air flow rates from a
d to 100,000 m3/h.

d Air Treatment Units

upply to a servosystem is generally provided by a local gas treatment unit, consisting of a
cted to a compressed gas distribution and generation network, a pressure regulator, and in
ator L. Figure 20.116 shows an example of an integrated filter device and pressure regulator.
passes through the filter and is filtered by the deflector while the solid and liquid impurities
ith the walls are deposited on the bottom of the cup, also as an effect of the conical bottom
ed below the porous cylindrical element in sintered bronze or fabric. The filtered air then
e inlet of the pressure regulator, made up of an obturator in equilibrium between pressure

15 Rotary vane compressor (Pneumofore).

ress LLC



forces. Cont
regulates the
pressure, act
spring, the p
below the d
consequent 
occurs if the
the user and

Pneumatic

Pneumatic v
made to the
valves of the
two-, three-
mechanicall

Flow prop
torque moto

As well as
way valves a
PFM (pulse 
or a combin

FIGURE 20.1

0066_Frame_C20  Page 86  Wednesday, January 9, 2002  5:49 PM

©2002 CRC P
rol of the downstream pressure is determined by the position of the main obturator, which
 flow towards the outlet. The passage aperture is closed when the force due to the downstream
ing on a diaphragm and on a translating piston, is in equilibrium with the force of the top
reload of which is set by the rotation of the control knob. Vice versa, if the pressure force is
esired value, the flow sent to the user tends to compensate for the pressure error with
closing of the obturator again when the set point has been reached. The opposite situation
 regulated pressure is above the requested value, so that an aperture passage opens between
 discharge.

 Valves

alves are functionally similar to those used in hydraulic systems, so that reference should be
 general considerations described above. In particular, this is also valid for the directional
 digital and proportional types. Even in pneumatic systems, there are digital spool or poppet
, or four-way distributors, with two or three working positions, and actuated manually,
y, pneumatically, and electrically.
ortional valves are substantially similar to hydraulic ones and are available both with the

r electromechanical converter (servovalve), and with servosolenoid acting directly on the spool.
 these components for controlling the gas flow, digital electrically controlled two- or three-
re also used, and their control signals are modulated using PWM (pulse width modulation),
frequency modulation), PCM (pulse code modulation), PNM (pulse number modulation),
ation of these.

16 Pneumatic filter/pressure reducer (Metal Work).
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As far as pressure regulation valves are concerned, three-way pressure proportional valves are available
for pneumatic actuation which convert an electrical reference signal with standardized input into a
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utput pressure with good dynamics and high precision.

e Width Modulation) Valves 
re of PWM valves is similar to the corresponding electrically controlled unistable digital
ses a technique for modulating the width of the pulses sent to the solenoid for supplying
l control of the flow rate. This technique envisages that the input voltage reference analog
for example 0–10 V) is converted by a special driver into a digital VPWM (ON/OFF) signal
uration proportional to the input signal. Alternatively, the modulated signal can be generated
 digital controller, such as a PLC.
.117 shows the PWM operating principle. The digital voltage signal sent to the valve solenoid
of a pulse train, with a constant amplitude, with a constant period T, but with the duration
ulse being a linear function of the analog value of the reference voltage. The average valve
e, and therefore an initial approximation of the generated flow, is a function of the duration

e, in particular of the duty cycle t/T, and increases as the latter increases.
ves generally do not have any feedback, so that the value of the downstream pressure, and
 the flow rate, depends on the type of pneumatic circuit present. 
.118 shows two plans which depict operation of the two-way, two-position valves, with PWM,
w regulator (Fig. 20.118(a)) and as a pressure regulator (Fig. 20.118(b)). In plan a, the valve
lly controls the flow which transits between the two points at pressure PS (feed pressure) and

V (downstream pressure) maintained constant. In this case, this flow is only a function of
 of the valve and therefore the proportionality is of the linear type. In plan b, the cross-fitted
ol the pressure PR, for example, within a fluid capacity of volume V, respectively regulating

 rate G1 and discharge flow G2. The time gradient for the controlled pressure PR corresponds
ing flow G entering the reservoir.

17 PWM (pulse width modulation) input and output signals.
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eters affecting the performance of a regulation made by a PWM on/off valve are as follows: 

opening and closing times

dence on the opening/closing times of the upstream and downstream pressures

size

d T or modulation carrier frequency f = 1/T

ing life of the valve

 opening/closing times and high flow capacity are always antithetical characteristics in an
, when designing the system it is always necessary to find a compromise between the need
trol resolution and linearity and a high response dynamic. 
atic servosystem applications, typical carrier frequency values f = 1/T range between 20 and
hat valves with opening/closing times of 1 ÷ 5 ms are used.
le of a normally closed 2/2 valve that guarantees minimum opening times (below 1 ms with

mmand) can be seen in Fig. 20.119. These characteristics are obtained by reducing the mass
ng parts, with the use of a poppet connected to a small oscillating bar, while practically
the friction between the parts in relative motion.

l Pressure Regulator Valves
 are normally three-way, with double poppets or with spool. Poppet valves operate in a
to pressure regulator valves. In the same way as with pressure regulators, the poppet which
e high pressure environment from the regulated pressure one is in equilibrium between the
 the regulated pressure and that exerted by the action of the control block. The latter can
he force of the servosolenoid armature, or that due to a pressure controlled by the control
 acts on a piston or on a diaphragm linked with the poppet.

18 PWM (pulse width modulation) digital valves: (a) flow regulator, (b) pressure regulator.

19 Two-way digital poppet valve (Matrix).
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.120 shows an example of a pressure proportional valve with double poppets. The ports at
ure, controlled pressure, and discharge are respectively indicated by P, A, and E. In the position
 the figure, the supply poppet 2 is at the top end of its stroke, as the seal 1 is against the fixed
same way, the regulating poppet 3 is in contact with the poppet 2 by means of the seal 5.
 of the feed aperture, between the port P and the port A, is determined by the equilibrium
 acting on the piston of poppet 3, in particular the force FR of the regulation pressure PR in
mber 4 directed downwards, and the force FC due to the action of the regulated pressure Pc

t, directed upwards. If FR = FC, the moving bodies in the valve are in the positions shown in
o that the chamber at controlled pressure PC is isolated both from supply and discharge. If

 the two poppets move downwards and the feed aperture is opened so as to convey the air
s the output and rebalance the pressure PC at the desired value. In the opposite case, if FR < FC,
g poppet moves upwards, but while remaining at the top end of its stroke, the seal 5 opens

 the passage of the masses from port A to the exhaust E.
.120, 6 and 7 indicate the PWM on/off valves, which regulate the pressure PR of the servo-

matic control plan of the valve is shown in Fig. 20.121. The two 2-way PWM valves receive
ed control signal from the regulation block. These are fitted in such a way that one controls

20 Pressure proportional valve (Parker).

21 Pneumatic control scheme of the pressure proportional valve.
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ing the servochamber 4 (see Fig. 20.120) while the other controls the flow exiting towards
y means of appropriate action, the control signal is converted into a pressure proportional

 a Pneumatic Servosystem

y plan of a pneumatic servosystem capable of controlling the position, speed, or force can
 that shown in Fig. 20.109 for hydraulic actuation. The signal of the transducer of the desired

ust be specially fed back in a closed loop on the regulator depending on the controlled

n in Fig. 20.122, the axial position of the piston, fed back by means of the position transducer,
d by controlling the pressure in thrust chambers 1 and 2 by means of the flow proportional
he position reference is compared with the feedback signal and the error is compensated in
ulator. On the basis of the valve opening strategy used, the signal is sent to the regulating
 feed the chambers of the piston, hypothesized to be symmetrical. The pressure forces acting
t surfaces of the piston oppose the external force disturbance. The circuitry plan hypothesizes
ur digital valves each with two unistable ways, electrically controlled. This solution makes
 use small-sized valves, with resulting high bandwidth, which must be compatible with the
width requested by the pneumatic servosystem. In this solution, the proportionality of the
he valves is obtained by pulse width modulation of the digital signal. Each pair of valves V11,
 V22 constitutes a three-way valve the output of which is connected to a piston chamber, so
eme in Fig. 20.122 can be equivalent to that in Fig. 20.123 with the three-way analogically
alves V1 and V2. 
der model envisages a system with three-differential equations, two of continuity of the air
chambers and one of dynamic translation equilibrium.

22 Scheme of a pneumatic servosystem with two-ways digital valves.

23 Scheme of a pneumatic servosystem with three-ways proportional valves.
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The following magnitudes are differentiated (the subscripts 1 and 2 refer, respectively, to the rear 1
and front 2 chambers of the pistons):
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ston thrust section
sturbance of force acting on the piston rod
ass flow rate of air entering the chamber
ass of the translating parts of the piston
 polytropic coefficient
linder chamber pressure
itial cylinder chamber pressure
bient pressure
 constant

itial cylinder chamber air temperature
d position measured starting from x0

ston half stroke
ad band
efficient of viscous friction

nuity and equilibrium equations are given by:

(20.58)

(20.59)

(20.60)

proportional valve V1 is modeled as a variable section pneumatic resistance. The equations
ulating mass flow rate G through a pneumatic resistance, characterized by a conductance C
ical ration b, in accordance with ISO 6358, which connects two environments A and B, with
essures of PA and PB, taken to be positive in the A → B direction, are

(20.61)

(20.62)

(20.63)

(20.64)

dP1

dt
--------

G1nRT1i

A1 x0 xm1 x+ +( ) P1/P1i( ) 1 n–( )/n
-------------------------------------------------------------------------

P1n
x0 xm1 x+ +( )

-------------------------------- dx
dt
------–=

dP2

dt
--------

G2nRT2i

A2 x0 xm2 x–+( ) P2/P2i( ) 1 n–( )/n
------------------------------------------------------------------------

P2n
x0 xm2 − x+( )

--------------------------------- dx
dt
------+=

d2x

dt2
--------

P1 Pamb–( )A1 P2 Pamb–( )A2 Fe g dx/dt–––
M

---------------------------------------------------------------------------------------------------------=
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----------------------- 

 
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Hypothesizing a bipolar reference signal, it can be assumed that the range Vref > 0 corresponds to the
supply–user connection, while the field Vref < 0 corresponds to the user–discharge connection. The
appropriate 
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equation of flow above must be rewritten in the same way.
n of the conductance of the flow proportional valve is made considering the static and

k between the reference voltage Vref and the opening of the passage aperture AV in accordance
ng of the second order of the type:

(20.65)

e damping factor, σn is the valve’s natural frequency, and Ks is its area static gain.
 a static relation of the linear type between the opening AV and the conductance C, as an
ximation, we get

(20.66)

 the flow static gain of the valve, function of the maximum conductance Cmax, and of the
alue of the reference voltage Vref max:

(20.67)

lete dynamic relation between reference voltage and conductance is, therefore,

(20.68)

inear model of the pneumatic servosystem with the position reference xset and the force
Fe as inputs, is made up of a nonlinear system of nine equations, of order eight overall, of

1(Vref 1, t) order 2 conductance of valve V1 (see (20.68))

2(Vref 2, t) order 2 flow rate of valve V1 (see (20.68))

1(C1, P1) order 0 flow rate of valve V1 (see (20.61)–(20.64))

2(C2, P2) order 0 flow rate of valve V2 (see (20.61)–(20.64))

1(P1, 1, x, ) order 1 continuity chamber 1 (see (20.58))

2(P2, 2, x, ) order 1 continuity chamber 2 (see (20.59))
(Fe, P1, P2, ) order 2 piston equilibrium (see (20.60))
 Vref 1 (xset, xret) order 0 V1 valve control
 Vref 2(xset, xret) order 0 V2 valve control

o carry out a linear analysis, it can be assumed that the equations a), b), g), h), i) are already
near form.
he flow rates of valves c) and d) are concerned, it is hypothesized that the flow rate for each
bsonic in feed, with Vref > 0, and sonic in discharge, with Vref < 0. This means that for valve

ple, the pressure P1 must be within the range bPs < P1 ≤ Ps in feed and in the range P1 ≥ Pamb/b

d2AV

dt2
----------- 2zsn

dAV

dt
--------- sn

2AV++ Kssn
2Vref=

C Kc AV Kc KsVref KVVref= = =

KV

Cmax

Vref max

---------------=

d2C

dt2
--------- 2zsn

dC
dt
------- sn

2C++ Kcsn
2Vref=

Ṗ ẋ
Ṗ ẋ

ẋ

ress LLC



in discharge. This hypothesis is physically acceptable; hypothesizing b = 0.3, Ps = 10 bar, Pamb = 1 bar, we
get that P1 can vary between 3.33 bar and 10 bar. It is the same for P2.
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Equation 
The flow 

which in the

Equation 
Calculatin

The linea

b1
∗
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g the subsonic feed flow rate curve with a secant passing through the points P1 = Ps, G1 = 0

s, G1 = G1 sonic, of angular coefficient KL1, we get

(20.69)

(20.70)

(20.71)

ghborhood P1 = P1r and C1 = C1r = 0 (the subscript r indicates of reference), we get

(20.72)

(20.72) is valid for Vref1 > 0, to which C1 > 0 corresponds analytically.
rate discharge is expressed by

(20.73)

 neighborhood P1 = P1r becomes

(20.74)

(20.74) is valid for Vref1 < 0, to which C1 < 0 corresponds analytically.
g a mean of slopes K11 and K12 we get a mean slope Kmean given by

(20.75)

rized flow rate as a function of C1 therefore becomes

(20.76)

G1 KL1 Ps P1–( )=

KL1

G1sonic

Ps b1
∗Ps–

--------------------
rnC1Ps

Ps 1 b1
∗–( )

-----------------------
rnC1

1 b1
∗–

-------------= = =

G1

rn Ps P1–( )
1 b1

∗–( )
--------------------------C1=

G1

rn Ps P1r–( )
1 b1

∗–( )
----------------------------C1 K11C1= =

G1 rnC1P1=

G1 rnP1rC1 K12C1= =

Kmean

K11 K12+
2

---------------------
rn Ps b1

∗P1r–( )
2 1 b1

∗–( )
---------------------------------= =

G1

rn Ps b1
∗P1r–( )

2 1 b1
∗–( )

---------------------------------C1 K1C1= =
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e way for the valve V2 we get 

(20.77)

inuity equations of the mass in the piston chambers e) and f ), linearized in the reference
d defined by

(20.78)

(20.79)

 diagram of the linearized model is shown in Fig. 20.124.
ng the Laplace transforms of the system of linearized equations, assuming identical valves,

(20.80)

ndicates the initial conditions, KOLV is the static gain in speed, KOLF is the gain of the force
 σA and ζA are, respectively, the actuator’s natural frequency and the damping factor, and Gc

nsator law.
lt is shown in the block diagram in Fig. 20.125. Figure 20.126, on the other hand, shows the
block diagram with position feedback. Obvious similarities can be seen when this plan is

24 Block diagram of the linearized model of a pneumatic servosystem with position control.
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ith that for a hydraulic servosystem.
lar, hypothesizing that:

 δ Ps with δ ∈ 0.6 – 0.9
 A double ended actuator
othermal transformation

ess the significant parameters of the pneumatic servosystem:

(20.81)

(20.82)

(20.83)

(20.84)

asis of the design specifications, it is possible to choose the size and characteristics of the
 components, operating first on the linearized model, and then checking the complete
 of the choice made with a complete nonlinear system model.

s

. W., The analysis and design of pneumatic systems, Wiley, New York, 1967.
, Belforte, G., Automazione flessibile, elettropneumatica e pneumatica, Tecniche Nuove, Milano,

25 Block diagram of the open loop model.

26 Block diagram of the closed loop model.
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EMS: Microtransducers Analysis, Design, 
d Fabrication*

dward Lyshevski

ion

plications (from medicine and biotechnology to aerospace and security), the use of nano-
ale structures, devices, and systems is very important [1–4]. This chapter discusses the
deling, design, and fabrication of electromagnetic-based microscale structures and devices
ducers controlled by ICs). It is obvious that to attain our objectives and goals, the synergy
iplinary engineering, science, and technology must be utilized. In particular, electromagnetic

n is a part of the book: S. E. Lyshevski, MEMS and NEMS: Systems, Devices, and Structures, CRC Press,
L, 2001.
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 are the extension of the CMOS technologies developed to fabricate ICs. For many years,
ents in microelectromechanical systems (MEMS) have been concentrated on the fabrica-

ostructures adopting, modifying, and redesigning silicon-based processes and technologies
sed in integrated microelectronics. The reason for refining of conventional processes and
 as well as application of new materials is simple: in general, microstructures are three-
 with high aspect ratios and large structural heights in contrast to two-dimensional planar
nic devices. Silicon structures can be formed from bulk silicon micromachining using wet

esses, or through surface micromachining. Metallic micromolding techniques, based upon
aphic processes, are also widely used to fabricate microstructures. Molds are created in
s (usually photoresist) on planar surfaces, and then filled by electrodepositing metal (elec-

n plays a key role in the fabrication of the microstructures and microdevices, which are the
 of MEMS). High-aspect ratio technologies use optical, e-beam, and x-ray lithography to
es up to 1 mm deep in polymethylmethacrylate resist on the electroplating base (called seed

rodeposition of magnetic materials and conductors, electroplating, electroetching, and lift-
mely important processes to fabricate microscale structures and devices. Though it is recog-
e ability to use and refine existing microelectronics fabrication technologies and materials

rtant, and the development of novel processes to fabricate MEMS is a key factor in the rapid
ffordable MEMS, other emerging areas arise. In particular, devising, design, modeling,
 optimization of novel MEMS are extremely important. Therefore, recently, the MEMS
icroengineering fundamentals have been expanded to thoroughly study other critical prob-

 the system-level synthesis and integration, synergetic classification and analysis, modeling
as well as optimization. This chapter studies the fabrication, analysis, and design problems
agnetic microstructures and microdevices (microtransducers with ICs). The descriptions of
on processes are given, modeling and analysis issues are emphasized, and the design is

d Fabrication

e fabrication of thin film magnetic components and microstructures requires deposition of
insulators, and magnetic materials. Some available bulk material constants (conductivity σ,
 at 20°C, relative permeability µr, thermal expansion te , and dielectric constant—relative
 �r) in SI units are given in Table 20.12. 

TABLE 20.12 Material Constants

Material σ ρ µr te × 10−6
�r

Silver 6.17 × 107 0.162 × 10−7 0.9999998 NA
Copper 5.8 × 107 0.172 × 10−7 0.99999 16.7
Gold 4.1 × 107 0.244 × 10−7 0.99999 14
Aluminum 3.82 × 107 0.26 × 10−7 1.00000065 25
Tungsten 1.82 × 107  0.55 × 10−7 NA NA
Zinc 1.67 × 107 0.6 × 10−7 NA NA
Cobalt NA NA 250 NA
Nickel 1.45 × 107  0.69 × 10−7 600 nonlinear NA
Iron 1.03 × 107 1 × 10−7 4000 nonlinear NA
Si 2.65 11.8
SiO2 0.51 3.8
Si3N4 2.7 7.6
SiC 3.0 6.5
GaAs 6.9 13
Ge 2.2 16.1
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 MEMS topologies and configurations vary (see the MEMS classification concept [2]), in
tromagnetic microtransducers have been designed as the closed-ended, open-ended, and
ectromagnetic systems. As an example, Fig. 20.127 illustrates the microtoroid and the linear
 with the closed-ended and open-ended electromagnetic systems, respectively. The copper
d magnetic core (microstructures) can be made through electroplating, and Fig. 20.129

electroplated circular copper conductors which form the windings (10 mm wide and thick
 spacing) deposited on the insulated layer of the magnetic core.
rehensive electromagnetic analysis must be performed for microscale structures and devices.
, the torque (force) developed and the voltage induced by microtransducers depend upon
ce, and the microdevice’s efficiency is a function of the winding resistance, resistivity of the
ed, eddy currents, hysteresis, etc. Studying the microtoroid, consider a circular path of radius
 normal to the axis. The magnetic flux intensity is calculated using the following formula:

he number of turns. Thus, one has

f H is a function of R, and therefore, the field is not uniform.
dings must guarantee the adequate inductance in the limited footprint area with the minimal
or example, in the microtransducers and low power converters, 0.5 µH (or higher) inductance
t high frequency (1–10 MHz). Compared with the conventional minidevices, the thin film
etic microtransducers have lower efficiency due to higher resistivity of thin films, eddy
teresis, fringing effect, and other undesirable phenomena, which usually have the secondary
effect in the miniscale and conventional electromechanical devices. The inductance can be
 ensuring a large number of turns, using core magnetic materials with high relative perme-
asing the cross-sectional core area, and decreasing the path length. In fact, at low frequency,
 for inductance is

the relative permeability of the core material, A is the cross-sectional area of the magnetic
s the magnetic path length.

27 Closed-ended and open-ended electromagnetic systems in microtransducers (toroidal microstruc-
 insulated copper circular conductors wound around the magnetic material and linear micromotor)

c cores (stator and rotor electroplated thin films).
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rtant to recall that the inductance is related to the energy stored in the magnetic field, and 

as

at the inductance is the function of the number of turns, flux, and current.
se of the equation

es that the inductance increases as a function of the squared number of turns. However, a
r of turns requires the high turn density (small track width and spacing so that many turns
 in a given footprint area). However, reducing the track width leads to an increase in the

esistance, decreasing the efficiency. Therefore, the design trade-off between inductance and
stance must be studied. To achieve low resistance, one must deposit thick conductors with
s in the order of tens of micrometers. In fact, the dc resistance is found as R = ρc lc /Ac, where
uctor resistivity, lc is the conductor length, Ac is the conductor cross-sectional area. Therefore,

asible process for deposition of conductors is electroplating. High-aspect-ratio processes
 conductors and small track widths and spaces (high-aspect-ratio conductors have a high
width ratio). However, the footprint area is limited not allowing to achieve a large conductor
al area. High inductance value can also be achieved by increasing the magnetic core cross-
a using thick magnetic cores with large A. However, most thin film magnetic materials are
tal alloys, which generally have characteristics not as good as the bulk ferromagnetic materials.
in the eddy current and undesirable hysteresis effects, which increase the core losses and
 inductance. It should be emphasized that eddy currents must be minimized.
ted, magnetic cores and microwindings are key components of microstructures, and different
d conductor materials and processes to fabricate microtransducers are employed. Commonly,
y (nickel80%-iron20% alloy) thin films are used. It should be emphasized that permalloy as well
terials (e.g., amorphous cobalt-phosphorous) are soft magnetic materials that can be made
trodeposition. In general, the deposits have nonuniform thickness and composition due to

current nonuniformity over the electrodeposition area. Furthermore, hydrodynamic effects
olyte also usually increase nonuniformity (these nonuniformities are reduced by choosing a
ectrochemicals). The inductance and losses remain constant up to a certain frequency (which
 of the layer thickness, materials used, fabrication processes, etc.), and in the high frequency
gimes, the inductance rapidly decreases and the losses increase due to the eddy current and
ects. For example, for the permalloy (Ni80%Fe20%) thin film magnetic core and copper winding,

L
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the inductance decreases rapidly above 1, 3, and 6 MHz for the 10, 8, and 5 µm thick layers, respectively.
It should be emphasized that the skin depth of the magnetic core thin film as a function of the magnetic
properties a
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nd the frequency f is found as , where µ and σ are the permeability and
 of the magnetic core material, respectively. The total power losses are found using the
tor , and the total power loss can be approximately derived using the expression
r crossing the conductor surface within the area, e.g., 

ant to emphasize that the skin depth (depth of penetration) is available, and for the bulk
 0.066/ .
l, the inductance begins to decrease when the ratio of the lamination thickness to skin depth
n one. Thus, the lamination thickness must be less than skin depth at the operating frequency
e high inductance value. In order to illustrate the need to comprehensively study microin-

analyze the toroidal microinductor (1 mm by 1 mm, 3 µm core thickness, 2000 permeability).
ce and winding resistances are analyzed as the functions of the operating frequency. Modeling
ate that the inductance remains constant up to 100 kHz and decreases for the higher
he resistance increases significantly at frequencies higher than 150 kHz (the copper micro-
hickness is 2 µm, and the dc winding resistance is 10 Ω). The decreased inductance and
sistance at high frequency are due to hysteresis and eddy current effects.
depth in the magnetic core material depends on the permeability and the conductivity. The
 thin films have a relative permeability in the range from 600 to 2000, and the resistivity is
of 20 µ Ω cm. It should be emphasized that the materials with high resistivity have low eddy
s and allow one to deposit thicker layers as the skin depth is high. Therefore, high resistivity

aterials are under consideration, and the electroplated FeCo thin films have 100–130 m Ω cm
ther high resistivity materials, which can be deposited by sputtering, are FeZrO and

sputtering has advantages for the deposition of laminated layers of magnetic and insulating
cause magnetic and insulating materials can be deposited in the same process step). Electro-
 technique for deposition of laminated multilayer structures, in general, requires different
 deposit magnetic and insulating materials (layers).
r processes involved in the electromagnetic microtransducer fabrication are etching and
g magnetic vias and through-holes, and then fabricating the inductor-type microstructures
e through-hole wafer using multilayer thick photoresist processes [5–7]. For example, let us
n substrate (100-oriented n-type double-sided polished silicon wafers) with a thin layer of

own silicon dioxide (SiO2). Through-holes are patterned on the topside of the Si–SiO2 wafer
raphy process) and then etched in the KOH system (different etch rate can be attained based
ncentration and temperature). Then, the wafer is removed from the KOH solution with

f silicon remaining to be etched. A seed layer of Ti–Cu or Cr–Cu (20–40 nm and 400–500 nm
spectively) are deposited on the backside of the wafer using electron beam evaporation. The
as the electroplating seed layer, while a titanium (or chromium) layer is used to increase

 the copper layer to the silicon wafer. On the copper seed layer, a protective NiFe thin film
roplated directly above the through-holes to attain protection and stability. The through-
lly etched again (in the KOH system), and then the remaining SiO2 is stripped (using the
n) to reveal the backside metal layers. Then, the titanium adhesion layer is etched in the HF
romium, if the Cr–Cu seed layer is used, can be removed using the K3Fe(CN)6–NaOH
is allows the electroplating of through-holes from the exposed copper seed layer. The empty

es are electroplated with NiFe thin film. This forms the magnetic vias. Because the KOH-
g process is crystallographically dependent, the sidewalls of the electroplating mold are the
 crystal planes (54.7° angular orientation to the surface). As a result of these 54.7°-angularly

d 1/(pfms)=
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oriented sidewalls, the electroplating can be nonuniform. To overcome this problem, the through-holes
can be over-plated and polished to the surface level [5–7]. After the through-hole plating and polishing,
the seed laye
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r is removed, and 10–20 µm coat (e.g., polyimide PI2611) is spun on the backside and cured
cover the protective NiFe layer. Now, the microinductor can be fabricated on the topside of
 particular, the microcoils are fabricated on top of the through-hole wafer with the specified
re geometry (e.g., plate- or horseshoe-shaped) parallel to the surface of the wafer. The
ust be wounded around the magnetic core to form the electromagnetic system. Therefore,

al structural layers are needed (for example, the first level is the conductors that are the
ents of each microcoil turn, the second level includes the magnetic core and vertical
hich connect the top and bottom of each microcoil turn segment, and the third level consists

nductors that are connected to the electrical vias, and thus form microcoil turns wounded around
 core). It is obvious that the insulation (dielectric) layers are required to insulate the magnetic
crocoils. The fabrication can be performed through the electron beam evaporation of the
layer, and then, 25–35 µm electroplating molds are formed (AZ-4000 photoresist can be
copper microcoils are electroplated on the top of the mold through electroplating. After
g is completed, the photoresist is removed with acetone. Then, the seed layer is removed
ched in the H2SO4 solution, while the titanium adhesion layer is etched by the HF solution).
of the AZ-4000 photoresist is spun on the wafer to insulate the bottom conductors from the
re. The vias’ openings are patterned at the ends of the conductors, and the photoresist is
ng the insulation layer. In addition to insulation, the hard curing leads to reflow of the
serving the planarization purpose needed to pattern additional layers. Another seed layer is
om which electrical vias and magnetic core are patterned and electroplated. This leads to
phy sequential steps, and the electrical vias (electroplated Cu) and magnetic core (NiFe thin
ctroplated using the same seed layer. After the vias and magnetic core are completed, the
nd seed layers are removed. Then, the hard curing is performed. The top microconductors

d and deposited from another seed layer using the same process as explained above for the
roconductors. The detailed description of the processes described and the fabricated
ucers are available in [5–7]. We have outlined the fabrication of microinductors because these
an be adopted and used to fabricate microtransducers. It also must be emphasized that the
 design can be performed using the equations given.

of Translational Microtransducers

8 illustrates a microelectromechanical device (translational microtransducer) with a station-
 (magnetic core with windings) and movable member (microplunger), which can be fabri-
the micromachining technology. Our goal is to perform the analysis and modeling of the
ucer developing the lamped-parameter mathematical model. That is, the goal is to derive
ial equations which model the microtransducer steady-state and dynamic behavior.

28 Schematic of the translational microtransducer with controlling ICs.
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Applying Newton’s second law for translational motion, we have 
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otes the microplunger displacement, m is the mass of a movable member (microplunger),
ous friction coefficient, ks1 and ks2 are the spring constants, and Fe(t) is the magnetic force

 emphasized that the restoring/stretching force exerted by the spring is given by (ks1x + ks2x2).
 that the magnetic system is linear, the coenergy is found to be Wc(i, x) = L(x)i2 and the
etic force developed is given by

rmula, the analytic expression for the term dL(x)/dx must be found. The inductance is

d ℜg are the reluctances of the magnetic material and air gap; Af and Ag are the cross-sectional
 (x + 2d) are the lengths of the magnetic material and the air gap.

chhoff ’s law, the voltage equation for the electric circuit is

ux linkage ψ is ψ = L(x)i.
 obtains

, the following nonlinear differential equation results:

F t( ) m
d2x

dt2
-------- Bv

dx
dt
------ ks1x ks2x2+( ) Fe t( )+ + +=

Fe i, x( )
∂Wc i, x( )
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ua ri
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di
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-----------i–
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-------------------------------------------------------------------iv

1
L x( )
-----------ma+ +=
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Augmenting this equation with the differential equation and the torsional-mechanical dynamics
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ear differential equations for the considered translational microtransducer are found to be

ed differential equations represent the lumped-parameter mathematical model of the
ucer. Although, in general, the high-fidelity modeling must be performed integrating nonlin-
 example, nonlinear magnetic characteristics and hysteresis) and secondary effects, the
ameter mathematical models as given in the form of nonlinear differential equations have
ed for microtransducers. It is found that the major phenomena and effects are modeled for
velocity, and displacement (secondary effects such as Coulomb friction, hysteresis and eddy
nging effect and other phenomena have not been modeled and analyzed). However, the
ameter modeling provides one with the capabilities to attain reliable preliminary steady-state
c analysis using primary circuitry and mechanical variables. It is also important to emphasize
tage, applied to the microwinding, is regulated by ICs. The majority of ICs to control
ucers are designed using the pulse-width-modulation topologies. The switching frequency
ally 1 MHz or higher. Therefore, as was shown, it is very important to study the microtrans-
mance at the high operating frequency. This can be performed using Maxwell’s equations,
ad to the high-fidelity mathematical models [2].

ase Reluctance Micromotors: Microfabrication, 
, and Analysis

e single-phase reluctance micromachined motors as illustrated in Fig. 20.129.
ases are concentrated on the analysis, modeling, and control of reluctance micromotors in
al microtransducer applications. Therefore, mathematical models must be found. The

ameter modeling paradigm is based upon the use of the circuitry (voltage and current) and
(velocity and displacement) variables to derive the differential equations using Newton’s and
laws. In these differential equations, the micromotor parameters are used. In particular, for
micromotor, the parameters are the stator resistance rs, the magnetizing inductances in the
nd direct axes Lmq and Lmd, the average magnetizing inductance , the leakage inductance
ent of inertia J, and the viscous friction coefficient Bm.

29 Single-phase reluctance micromotor with ICs and rotor displacement (position) sensor. 

F t( ) m
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The expression for the electromagnetic torque was derived in [8]. In particular, 
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 the half-magnitude of the sinusoidal magnetizing inductance Lm variations,

develop the electromagnetic torque, the current ias must be fed as a function of the rotor
lacement θr . For example, if ias = iMRe( ), then 

motor under our consideration is the synchronous micromachine, and the obtained expres-
phase current is very important to control the microtransducer. In particular, the Hall-effect
sor should be used to measure the rotor displacement, and the ICs must feed the phase
nonlinear function of θr . Furthermore, the electromagnetic torque is controlled by changing
magnitude iM.
ematical model of the single-phase reluctance micromotor is found using Kirchhoff ’s and

cond laws. In particular, we have

(circuitry equation—Kirchhoff ’s law)

(torsional-mechanical equation—Newton’s law)

electrical angular velocity ωr and displacement θr are used as the mechanical system variables.
 rsias +  and the flux linkage equation ψas = (Lls +  − L∆m cos2θr)as, using the torsional-
ynamics, one obtains a set of three first-order nonlinear differential equations which models
 reluctance micromotors. In particular, we have

thematical model is found and the micromotor parameters are measured, nonlinear simu-
nalysis can be straightforwardly performed to study the dynamic responses and analyze the
 efficiency. In particular, the resistance, inductances, moment of inertia, viscous friction
nd other parameters can be directly measured or identified based upon micromotor testing.
tate and dynamic analysis based upon the lumped-parameter mathematical model is straight-
wever, the lumped-parameter mathematical models simplify the analysis, and thus, these
t be compared with the experimental data to validate the results. 
vantage of single-phase reluctance micromotors are high torque ripple, vibration, noise, low
c. Therefore, let us study three-phase synchronous reluctance micromotors.

Te L∆mias
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Lls Lm L∆m 2qrcos–+
--------------------------------------------------iaswr 2qr

1

Lls Lm L∆m 2qrcos–+
--------------------------------------------------uas+sin–

L∆mias
2 2qr Bmwr– TL–sin( )

r
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ase Synchronous Reluctance Micromotors: Modeling and Analysis

o address and solve a spectrum of problems in analysis, modeling, and control of synchronous
icromachines. The electromagnetic features must be thoroughly analyzed before attempt to
omotors. In fact, electromagnetic features significantly restrict the control algorithms to be
ending upon the conceptual methods employed to analyze synchronous reluctance micro-

ifferent control laws can be designed and implemented using ICs. Analysis and control of
s reluctance micromotors can be performed using different modeling, analysis, and optimi-
pts. Complete lumped-parameter mathematical models of synchronous reluctance micro-
e machine (abc) and in the quadrature, direct, and zero (qd0) variables should be developed
of nonlinear differential equations. In particular, the circuitry lumped-parameters mathe-
el is found using the Kirchhoff ’s voltage law. We have, see Fig. 20.130, 

s, and ucs are the phase voltages; ias, ibs, and ics are the phase currents; ψas, ψbs, and ψcs are the
,

30 Three-phase synchronous reluctance micromotor.
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inertia J, and the viscous friction coefficient Bm.
essions for inductances are nonlinear functions of the electrical angular displacement θr.
torsional-mechanical dynamics must be used. Taking note of the Newton’s second law of
otion, and using ωr and θr (electrical angular velocity and displacement) as the state variables
 variables), one obtains

 TL are the electromagnetic and load torques. 
oduction Analysis—Using the coenergy, the electromagnetic torque, which is a nonlinear
the micromotor variables (phase currents and electrical angular position) and micromotor
(number of poles P and inductance L∆m), is found to be [8],

 

l the angular velocity, the electromagnetic torque must be regulated. To maximize the
etic torque, ICs must feed the following phase currents as functions of the angular displace-
ring or observing (sensorless control) θr

 = 0.3245, one obtains

maximized and controlled by changing the magnitude of the phase currents iM. Furthermore,
e ripple (in practice, based upon the experimental results, and performing the high-fidelity

tegrating nonlinear electromagnetics using Maxwell’s equations, one finds that there exists
ipple which is due to the cogging torque, eccentricity, bearing, pulse-width-modulation, and
mena).
rity of ICs are designed to control the phase voltages uas , ubs, and ucs. Therefore, the three-
ce voltage set is important. We have

the magnitude of the supplied voltages.
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The mathematical model of synchronous reluctance micromotors in the 

 

abc

 

 variables is found to be
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ematical model can be simplified. In particular, in the rotor reference frame, we apply the
rmation [8]

s, u0s, iqs, ids, i0s, and ψqs, ψds, ψ0s are the qd0 voltages, currents, and flux linkages.
 circuitry and torsional-mechanical dynamics, one finds the following nonlinear differential
 model synchronous reluctance micromotors in the rotor reference frame:

asily observe that this model is much simpler compared with the lumped-parameter math-
del derived using the abc variables.
the balanced operation, the quadrature and direct currents and voltages must be derived

rect Park transformation  = ,  = . Hence, the qd0 voltages , ,
 found using the three-phase balance voltage set. In particular, we have

d the mathematical models of three-phase synchronous reluctance micromotors. Based upon
tial equations obtained, nonlinear analysis can be performed, and the phase currents and
ded to guarantee the balance operating conditions can be found. The results reported can
rwardly used in nonlinear simulation. 

rication Aspects

ion of electromechanical microstructures and microtransducers can be made through dep-
e conductors (coils and windings), magnetic core, insulating layers, as well as other micro-
movable and stationary members and their components). The order of the processes,
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materials, and sequential steps are different depending on the MEMS which must be devised, designed,
analyzed, and optimized first.
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 Thin Films Electrodeposition

ors (microcoils to make windings) in microstructures and microtransducers can be fabricated
positing the copper and other low resistivity metals. Electrodeposition of metals is made by
 conductive surface in a solution containing ions of the metal to be deposited. The surface

y connected to an external power supply, and current is fed through the surface into the
general, the reaction of the metal ions (Metalx+) with x electrons (xe−) to form metal (Metal)
xe− = Metal.
deposit copper on the silicon wafer, the wafer is typically coated with a thin conductive
per (seed layer) and immersed in a solution containing cupric ions. Electrical contact is
 seed layer, and current is flowed (passed) such that the reaction Cu2+ + 2e− → Cu occurs at
rface. The wafer, which is electrically interacted such that the metal ions are changed to
, is the cathode. Another electrically active surface (anode) is the conductive solution to
ctrical path. At the anode, the oxidation reaction occurs that balances the current flow at

 thus maintaining the electric neutrality. In the case of copper electroplating, all cupric ions
m solution at the wafer cathode are replaced by dissolution from the copper anode.
 the Faraday law of electrolysis, in the absence of secondary reactions, the current delivered

tive surface during electroplating is proportional to the quantity of the metal deposited.
etal deposited can be controlled varying the electroplating current (current density) and
eposition time. 
ated Cu ions reaction is

 

ode reactions are

er electroplating solution commonly used is CuSO4–5H2O (250 g/l) and H2SO4 (25 ml/l).
 processes are shown in Fig. 20.131, and the brief description of the sequential steps and
hat can be used are given.
e emphasized that commonly used magnetic materials and conductors do not adhere well to
efore, as was described, the adhesion layers (e.g., titanium Ti or chromium Cr) are deposited
n surface prior to the magnetic material electroplating. 
odeposition rate is proportional to the current density and, therefore, the uniform current
e substrate seed layer is needed to attain the uniform thickness of the electrodeposit. To
elective electrodeposition, portions of the seed layer are covered with the resist (the current
e mask edges nonuniform degrading electroplating). In addition to the current density, the
ate is also a nonlinear function of temperature, solution (chemicals), pH, direct/reverse
oltage waveforms magnitude, waveform pulses, duty ratio, plating area, etc. In the simplest
ickness and electrodeposition time for the specified materials are calculated as

Cu++ Cu H2O( )6
++→

Cu, Cu++ e− Cu+, Cu+ e− Cu, 2Cu+ Cu++ Cu, H+ e− 1
2
--H2→++→→+→+→

cknessmaterial

Timeelectroplating Currentdensity× Weightmolecular×
Faradayconstant Densitymaterial× Electronnumber×
-------------------------------------------------------------------------------------------------------------=

meelectroplating

Thicknessmaterial Faradayconstant× Densitymaterial Electronnumber××
Currentdensity Weightmolecular×

-------------------------------------------------------------------------------------------------------------------------------------------------------=
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phasized that electroplating is used to deposit thin-film conductors and magnetic materials.
icrotransducers need the insulation layers, otherwise the magnetic core and coils as well as
icrocoils themself will be short-circuited. Furthermore, the seed layers are embedded in
tion processes. As the magnetic core is fabricated on top of the microcoils (or microcoils
 the magnetic core), the seed layer is difficult to remove because it is at the bottom or at the
 microstructure. The mesh seed layer can serve as the electroplating seed layer for the lower
and as the microstructure is made, the edges of the mesh seed layer can be exposed and
ough plasma etching [6]. Thus, the microcoils are insulated. It should be emphasized that
h aspect ratio techniques must be used to fabricate the magnetic core and microcoils, and

s well as surface planarization issues must be addressed.

 Films Electrodeposition

res in microstructures and microtransducers must be made. For example, the electroplated
 thin films, such as permalloy Ni80%Fe20%, can be deposited to form the magnetic core of
ucers (actuators and sensors), inductors, transformers, switches, etc. The basic processes and
eps used are similar to the processes for the copper electrodeposition and the electroplating
he electroplating bath. The windings (microcoils) must be insulated from magnetic cores,
re, the insulation layers must be deposited. The insulating materials used to insulate the
m the magnetic core are benzocyclobutene, polyimide (PI-2611), etc. For example, the cyclo-
 is photosensitive and can be patterned through photolithography. The benzocyclobutene,

31 Electrodeposition of copper and basic processes: silicon, kapton, and other substrates, can be used.
, the silicon substrate is covered with a 5–10 nm chromium or titanium and 100–200 nm copper seed
ering. The copper microcoils (microstructures) are patterned using the UV photolitography. The AZ-
sist can be spincoated and prebaked on a ramped hot plate at 90–100°C (ramp 30–40% with initial
0–25°C) for one hour. Then, the photoresist is exposed in the Karl Suss Contact Masker with the energy
J cm2. The development is released in 1:4 diluted alkaline solution (AZ-400) for 4–6 min. This gives
st thickness 15–25 µm. Copper is electroplated with a three-electrode system with a copper anode and
lomel reference electrode (the current power supply is the Perkin Elmer Current Source EG&G 263).
ulfate bath with the 5–10 ml/l brightener to smooth the deposit can be used. The electrodeposition is
 20–25°C with magnetic stirring and the dc current density 40–60 mA/cm2 (this current density leads
pper thin films with the 5–10 nm rms roughness for the 10 mm thickness of the deposited copper thin
istivity of the electrodeposited copper thin film (microcoils) is 1.6–1.8 µΩ cm (close to the bulk copper
fter the deposition, the photoresist is removed.
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photoresist, offers good planarization and pattern properties, stability at low temperatures,
 negligible hydrophilic properties.
ed fabrication process with sequential steps to make the electromagnetic microtransducer with
ember is illustrated in Fig. 20.132. On the silicon substrate, the chromium–copper–chromium
 mesh seed layer is deposited (through electron-beam evaporation) forming a seed layer for
g. The insulation layer (polyimide Dupont PI-2611) is spun on the top of the mesh seed
 the electroplating molds. Several coats can be done to obtain the desired thickness of the
olds (one coat results in 8–12 µm insulation layer thickness). After coating, the polyimide
280–310°C) in nitrogen for 1 h. A thin aluminum layer is deposited on top of the cured
 form a hard mask for dry etching. Molds for the lower conductors are patterned and plasma
 the seed layer is exposed. After etching the aluminum (hard mask) and chromium (top
copper–chromium seed layer), the molds are filled with the electroplated copper, applying
d copper electroplating process. One coat of polyimide insulates the lower conductors and
c core (thus, the insulation is achieved). The seed layer is deposited, mesh-patterned, coated
ide, and hard-cured. The aluminum thin layers (hard mask for dry etching) are deposited,
d for the magnetic cores is patterned and etched until the seed layer is exposed. After etching
m (hard mask) and the chromium (top chromium–copper–chromium seed layer), the mold
 the electroplated Nix%Fe100−x% thin films (electroplating process). One coat of the insulating

ide) is spin-cast and cured to insulate the magnetic core and upper conductors. The via
terned in the sputtered aluminum layer (hard mask) and etched through the polyimide layer
 plasma. The vias are filled with the electroplated copper (electroplating process). A copper–
eed layer is deposited and the molds for the upper conductors are formed using thick
The molds are filled with the electroplated copper and removed. Then, the gap for the
mber is made using the conventional processes. After removing the seed layer, the passivation

ide) is coated and cured to protect the top conductors. The polyimide is masked and etched
n substrate. The bottom mesh seed layer is wet etched and the microtransducer (with the
ol it) is diced and sealed.
ted aluminum is the needed material to fabricate microstructures. In particular, aluminum

as the conductor to fabricate microcoils as well as mechanical microstructures (gears, bearing,
ng surfaces, etc.). Advanced techniques and processes for the electrodeposition of aluminum
nted in [9]. 
ported, the magnetic core of microstructures and microtransducers must be fabricated. Two
nges in fabrication of high-performance microstructures are to make electroplated magnetic
ith good magnetic properties as well as planarize microstructures (stationary and movable

32 Basic fabrication sequential steps for the microtransducer fabrication.
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10]. Electroplating and micromolding techniques and processes are used to deposit NiFe
e100−x% thin films), and Ni80%Fe20% is called permalloy, while Ni50%Fe50% is called orthonol. 
ument the deposition process. To deposit Nix%Fe100−x% thin films, the silicon wafer is covered
layer (for example, 15–25 nm chromium, 100–200 nm copper, and 25–50 nm chromium)
ing electron beam evaporation. The photoresist layer (e.g., 10–20 µm Shipley STR-1110) is
 the seed layer and patterned. Then, the electrodeposition of the Nix%Fe100−x% is performed

using a two-electrode system, and the current density is in the range from 1 to 30 mA/cm2.
ture and pH should be maintained within the recommended values. High pH causes highly

e thin films, and the low pH reduces leveling and cause chemical dissolving of the iron anodes
disruption of the bath equilibrium and nonuniformity. High temperature leads to hazy

d low temperature causes high current density burning. For deposition, the pulse-width-
(with varied waveforms, different forward and reverse magnitudes, and controlled duty cycle)
applying commercial or in-house made pulsed power supplies. Denoting the duty cycle length

ard and reverse pulses lengths are denoted as Tf and Tr. The pulse length T can be 5–20 µs,
 cycle (ratio Tf /Tr) can be varied from 1 to 0.1. The ratio Tf /Tr influences the percentage of

x%Fe100−x% thin films, e.g., the composition of Nix%Fe100−x% can be regulated based upon the
erties, which will be discussed later. However, varying the ratio Tf /Tr, the changes of the Ni
 modest (from 85% to 79%), and therefore, other parameters must vary to attain the desired
.
 emphasized that the nickel (and iron) composition is a function of the current density, and
llustrates the nickel (iron) composition in the Nix%Fe100−x% thin films. 
Fe20% thin films of different thickness (which is a function of the electrodeposition time) are
e at the current density 14–16 mA/cm2. This range of the current density can be used to
arious thickness of permalloy thin films (from 500 nm to 50 µm). The rms value of the thin
ess is 4–7 nm for the 25 µm thickness. It should be emphasized that to guarantee good surface
urrent density should be kept at the specified range, and usually to change the composition
e100−x% thin films, the reverse current is controlled.
a good deposit of the permalloy, the electroplating bath contains NiSO4 (0.7 mol/l), FeSO4

, NiCl2 (0.02 mol/l), saccharine (0.016 mol/l) as leveler (to reduce the residual stress allowing
on of thicker films), and boric acid (0.4 mol/l).
itation and saccharin were added to reduce internal stress and to keep the Fe composition
eposition rate varies linearly as a function of the current density (the Faraday law is obeyed),

trodeposition slope is 100–150 nm cm2/min mA. The permalloy thin films’ density is 9 g/cm3

ulk permalloy). 

33 Nickel and iron compositions in Nix%Fe100−x% thin films as the functions of the current density.
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etic properties of the Ni80%Fe20% (permalloy) thin films are studied, and the field coercivity
ction of the thickness. For example, Hc = 650 A/m for 150 nm thickness and Hc = 30 A/m
films.

0%Fe20% (deposited at 25°C) and Ni50%Fe50% (deposited at 55°C) electroplating solutions are:

Fe20%: NiSO4–6H2O (200 g/l/), FeSO4–7H2O (9 g/l), NiCl2–6H2O (5 g/l), H3BO3 (27 g/l),
arine (3 g/l), and pH (2.5–3.5); 

Fe50%: NiSO4–6H2O (170 g/l/), FeSO4–7H2O (80 g/l), NiCl2–6H2O (138 g/l), H3BO3 (50 g/l),
arine (3 g/l), and pH (3.5–4.5).

plate Nix%Fe100−x% thin films, various additives and components (available from M&T Chem-
er suppliers) can be used to control the internal stress and ductility of the deposit, keep the
 solublized, obtain bright film and leveling of the process, attain the desired surface roughness,
portantly to guarantee the desired magnetic properties.

l, the permalloy thin films have optimal magnetic properties at the following composition:
i and 19.5% of Fe. For Ni80.5%Fe19.5% thin films, the material magnetostriction has zero
ms with minimal magnetostriction usually have optimal coercivity and permeability prop-
in general, the coercivity (depending on the films thickness) is 20 A/m (and higher as the
creases), and permeability is from 600 to 2000. Varying the composition of Fe and Ni, the
cs of the Nix%Fe100−x% thin films can be changed. The composition of the Nix%Fe100−x% thin
rolled by changing the current density, Tf /Tr ratio (duty cycle), bath temperature (varying
ture, the composition of Ni can be varied from 75 to 92%), reverse current (varying the
ent in the range 0−1 A, the composition of Ni can be changed from 72 to 90%), air agitation
ion, paddle frequency (0.1–1 Hz), forward and reverse pulses waveforms, etc. The B-H
hree different Nix%Fe100−x% thin films are illustrated in Fig. 20.134. The Ni80.5%Fe19.5% thin

e saturation flux density 1.2 T, remanence Br = 0.26 T-A/m, and the relative permeability

e emphasized that other electroplated permanent magnets (NiFeMo, NiCo, CoNiMnP, and
icromachined polymer magnets exhibit good magnetic properties and can be used as the

olution to the Nix%Fe100−x% thin films widely used.

d NiCo Thin Films Electrodeposition

e desired magnetic properties (flux density, coercivity, permeability, etc.) and thickness,
n film alloys can be used based upon the microstructure’s and microtransducer’s design,
, and operating envelopes (temperature, shocks, radiation, humidity, etc.). As was discussed,

0−x% thin films can be effectively used, and the desired magnetic properties can be readily
ying the composition of Ni and Fe. For sensors, the designer usually maximizes the flux
permeability and minimizes the coercivity. The Nix%Fe100−x% thin films have the flux density
 coercivity 20 (permalloy) to 500 A/m, and permeability 600–2000 (it was emphasized that

34 B-H curves for different Nix%Fe100−x% permalloy thin films.
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the magnetic properties also depend upon the thickness). Having emphasized the magnetic properties
of the Nix%Fe100−x% thin films, let us perform the comparison. It was reported in the literature that [11]: 
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Mo4% thin films have the flux density 0.7 T, coercivity 5 A/m, and permeability 3400,
Mo1% thin films have the flux density 1–1.1 T, coercivity 8–300 A/m, and permeability

00, Ni50%Co50% thin films have the flux density 0.95–1.1 T, coercivity 1200–1500 A/m, and
lity 100−150 (Ni79%Co21% thin films have the permeability 20).

l, high flux density, low coercivity, and high permeability lead to high-performance MEMS.
her issues (affordability, compliance, integrity, operating envelope, fabrication, etc.) must be
ed while making the final choice. It must be emphasized that the magnetic characteristics,
to the film thickness, are significantly influenced by the fabrication processes and chemicals

sed.
etic core in microstructures and microtransducers must be made. Two major challenges in
f high-performance microstructures and microtransducers are to make electroplated mag-

ms with good magnetic properties as well as planarize the stationary and movable members.
g and micromolding techniques and processes are used to deposit NiFe, NiFeMo, and NiCo
 particular, the Ni80%Fe20%, NiFeMo, and NiCo (deposited at 25°C) electroplating solutions

Fe20%: NiSO4–6H2O (200 g/l), FeSO4–7H2O (9 g/l), NiCl2–6H2O (5 g/l), H3BO3 (27 g/l), and
arine (3 g/l). The current density is 10–25 mA/cm2 (nickel foil is used as the anode); 

o: NiSO4–6H2O (60 g/l/), FeSO4–7H2O (4 g/l), Na2MoO4–2H2O (2 g/l), NaCl (10 g/l), citric
66 g/l), and saccharine (3 g/l). The current density is 10–30 mA/cm2 (nickel foil is used as
ode);

Co50%: NiSO4–6H2O (300 g/l/), NiCl2–6H2O (50 g/l), CoSO4–7H2O (30 g/l), H3BO3 (30 g/l),
m lauryl sulfate (0.1 g/l), and saccharine (1.5 g/l). The current density is 10–25 mA/cm2

el or cobal can be used as the anode).

 important feature is that the Nix%Fe100−x%–NiFeMo–NiCo thin films (multiplayer nanocom-
 be fabricated shaping the magnetic properties of the resulting materials to attain the desired
 characteristics through design and fabrication processes.

ined Polymer Permanent Magnets

etic microactuators can be deviced and fabricated using micromachined permanent magnet
cluding polymer magnets (magnetically hard ceramic ferrite powder imbedded in epoxy resin).
ms and geometry of polymer magnets are available. Thin-film disks and plates are uniquely

icroactuator applications. For example, to actuate the mirrors in optical devices and optical
anent magnets are used in rotational and translational (linear) microtransducers, microsen-

witches, etc. These polymer magnets have thickness ranging from hundreds of micrometers
illimeters. Excellent magnetic properties can be achieved. For example, the micromachined
manent-magnet disk with 80% strontium ferrite concentration (4 mm diameter and 90 µm
agnetized normal to the thin-film plane (in the thickness direction), has the intrinsic coer-
20,000 A/m and a residual induction Br = 0.06 T [12]. Permanent-magnet polymer magnets
ss up to several millimeters can be fabricated by the low-temperature processes. To make the
agnets, the Hoosier Magnetics Co. strontium ferrite powder (1.1–1.5 µm grain size) and Shell

(cured at 80°C for 2 h) can be used [12]. The polymer matrix contain a bisphenol-A-based
iluted with cresylglycidyl ether and the aliphatic amidoamine is used as for curing. To prepare

 magnet composites, the strontium ferrite powder is mixed with the epoxy resin in the ball-
 system (0.5 rad/s for many hours). After the aliphatic amidoamine is added, the epoxy is
d patterned using screen-printing. Then, the magnet is cured at 80°C for 2 h and magnetized
d direction.
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It must be emphasized that magnets must be magnetized. That is, in addition to fabrication processes,
one should study other issues, for example, the magnetization dynamics. The magnetic field in thin films
are modeled
results will b
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, analyzed, and simulated solving differential equations, and the analytic and numerical
e covered.

ation Dynamics of Thin Films

ic field, including the magnetization distribution, in thin films are modeled, analyzed, and
lving differential equations. The dynamic variables are the magnetic field density and inten-
ization, magnetization direction, wall position domain, etc. The thin films must be magne-
ore, let us study the magnetization dynamics for thin films. To attain high-fidelity modeling,
zation dynamics in the angular coordinates is described by the Landay–Lifschitz–Gilbert
3]:

the saturation magnetization; E(θ, ψ) is the total Gibb’s thin film free energy density; γ and
romagnetic and phenomenological constants.
 energy consists the magnetocrystalline anisotropy energy, the exchange energy, and the
ic self-energy (stray field energy) [14]:

e magnetic polarization vector, HD and Hex are the demagnetizing and external magnetic
 the effective magnetic field (sum of the applied, demagnetization, and anisotropy fields),
e the exchange and magnetocrystalline anisotropy constants, aJ is the unit vector parallel to

 easy axis.
 vector notations, we have

 

ng the nonlinear differential equations given, the high-fidelity modeling and analysis of
red nanocomposite permanent magnets can be performed using field and material quantities,
constants, etc. 

ctures and Microtransducers with Permanent 
 Micromirror Actuator

agnetic microactuator (permanent magnet on the cantilever flexible beam and spiral planar
ntrolled by ICs fabricated using CMOS-MEMS technology) is illustrated in Fig. 20.135.
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romagnetic microactuators can be made using conventional surface micromachining and
cation technologies through electroplating, screen printing, lamination processes, sacrificial
ues, photolithography, etching, etc. In particular, the electromagnetic microactuator studied
 on the commercially available epoxy substrates (e.g., FR series), which have the one-sided
pper layer (the copper layer thickness, which can be from 10 µm and higher, is defined by
le current density and the current value needed to establish the desired magnetic field to
ecified mirror deflection, deflection rate, settling time, and other steady-state and dynamic
cs). The spiral planar microcoils can be made on the one-sides laminated copper layer using
aphy and wet etching in the ferric chloride solution. The resulting x-µm thick N-turn
g will establish the magnetic field (the number of turns is a function of the footprint area

ickness, spacing, outer-inner radii, geometry, fabrication techniques and processes used,
abrication of the planar microcoils, the cantilever beam with the permanent magnet and
ricated on other side of the substrate. First, a photoresist sacrificial layer is spin-coated and
 the substrate. Then, a Ti–Cu–Cr seed layer is deposited to perform the copper electroplating

er is used to fabricate the flexible cantilever structure). The second photoresist layer is spun
d to serve as a mold for the electroplating of the copper-based cantilever beam. The copper

eam is electroplated in the copper-sulfate-based plating bath. After the electroplating, the
lating mold and the seed layer are removed releasing the cantilever beam structure. It must

ed that depending upon the permanent magnet used, the corresponding fabricated processes
ne before or after releasing the beam. The permanent-magnet disk is positioned on the
am free end (for example, the polymer magnet can be screen-printed, and after curing the
et, the magnet is magnetized by the external magnetic field). Then, the cantilever beam with
d mirror is released by removing the sacrificial photoresist layer using acetone. It must be
that the studied electromagnetic microactuator is fabricated using low-cost (affordable),
icromachining—CMOS technology, processes, and materials. The most attractive feature is
on of the planar microcoils, which can be easily made. The use of the polymer permanent
ich have good magnetic properties) allows one to design high-performance electromagnetic

ors. It must be emphasized that the polysilicon can be used to fabricate the cantilever beam
ermanent magnets can be applied.

35 Electromagnetic microactuator with controlling ICs.
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 the magenetization; Hz is the vertical component of the magnetic field intensity produced
r microwindings (Hz is a nonlinear function of the current fed or voltage applied to the
gs, number of turns, microcoils, geometry, etc.; therefore, the thickness of the microcoils
ved based on the maximum value of the current needed and the admissible current density).
etically actuated cantilever microstructures were studied also in articles [15,16], and the

for the electromagnetic torque are found as the functions of the magnetic field using assump-
plifications which, in general, limit the applicability of the results. The differential equations

l the electromagnetic and torsional-mechanical dynamics can be derived. In particular, the
r the electromagnetic field are found using electromagnetic theory, and the electromagnetic
ty Hz is controlled changing the current applied to the planar microwindings. The steady-
s, performed using the small-deflection theory [17], is also valuable. The static deflection of
r beam x can be straightforwardly found using the force and beam quantities. In particular,
Fn , where, l is the effective length of the beam; E is the Young’s (elasticity) modulus; J is the
oment of inertia of the beam with permanent magnet and mirror, and for the stand-alone

eam with the rectangular cross section J = wh3; w and h are the width and thickness of

n is the net force, which is normal to the cantilever beam.
l, assuming that the magnetic flux is constant through the magnetic plane (loop), the torque
current loop of any size and shape in the uniform magnetic field is

e current and m is the magnetic dipole moment [Am2].
 torque on the current loop always tends to turn the loop to align the magnetic field produced
with the permanent-magnet magnetic field causing the resulting electromagnetic torque.
ple, for the current loop shown in Fig. 20.136, the torque (in Nm) is found to be 

agnetic force is found as

36 Rectangular planar loop in a uniform magnetic field with flux density B = −0.5ay + az.
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he magnetic field quantities are derived using

 

pere circuital law gives

se of these expressions and taking note of the variables defined in Fig. 20.137, we have 

φa dφ = (−ax sinφ + ay cosφ)a dφ and r1 = ax (x − acosφ) + ay (y − asinφ) + az z.

ting the small quantities (a2 << r2), we have

ne obtains 
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 Furthermore, using the coordinate transformation equations, in the spherical coordinate system one
has
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he expressions for the far-field components

symmetry about the z axis, the magnetic flux density does not have the Bφ component).
 documented technique, one can easily find the magnetic vector potential. In particular, in

 that a2 << r2, gives the following expression:

e spherical coordinate system, we obtain

be emphasized that the equations derived can be expressed using the magnetic dipole.
 in the microtransducer studied, high-fidelity analysis should be performed. Hence, let us
 comprehensive analysis.
r potential is found to be
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specify three regions: 

the axis θ << 1, 

 center r << a,

-field r >> a.

omagnetic torque and field depend upon the current in the microwindings and are nonlinear
 the displacement.
ssion for the electromagnetic forces and torques must be derived to model and analyze the
chanical dynamics. Newton’s laws of motion can be applied to study the mechanical dynamics
sian or other coordinate systems (e.g., previously for the translational motion in the x-axis,

 (Fe − FL) and

e translational torsional-mechanical dynamics of the electromagnetic microactuators using
agnetic force Fe and the load force FL).
udied microactuator, the rotational motion can be studied, and the electromagnetic torque
oximated as

 ttf are the radius and thickness of the permanent-magnet thin-film disk; M is the permanent-
 film magnetization; Hp is the field produced by the planar windings; θ is the displacement angle.
 microactuator rotational dynamics is given by 

the load torque, which integrates the friction and disturbances torques.
be emphasized that more complex and comprehensive mathematical models can be developed
tegrating the nonlinear electromagnetic and six-degree-of-freedom rotational-translational
sional-mechanical dynamics) of the cantilever beam. As an illustration we consider the high-
eling of the electromagnetic system.
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Electromagnetic System Modeling in Microactuators with Permanent 
Magnets: High-Fidelity Modeling and Analysis
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n we focus our efforts to derive the expanded equations for the electromagnetic torque and
indrical permanent-magnet thin films, see Fig. 20.135. The permanent-magnet thin film is
be uniformly magnetized and the equations are developed for two orientations of the mag-
ctor (the orientation is parallel to the axis of symmetry, and the orientation is perpendicular
 Electromagnetic fields and gradients produced by the planar windings should be found at a
tial space, which coincides with the origin of the permanent-magnet axis system in its initial
ur ultimate goal is to control microactuators, and thus, high-fidelity mathematical models

result in viable analysis, control, and optimization) must be derived. To attain our objective,
 equations for the electromagnetic torque and force on a cylindrical permanent-magnet thin
nd. 
ing notations are used: A, R, and l are the area, radius, and length of the cylindrical permanent
 the magnetic flux density vector; Be is the expanded magnetic flux density vector; [∂ B] is
f field gradients [T/m]; [∂ Be] is the matrix of expanded field gradients [T/m]; F and T are
ce and torque vectors on the permanent-magnet thin film; i is the current in the planar
g; m is the magnetic moment vector [A m2]; M is the magnetization vector [A/m]; r is the

tor (x, y, z are the coordinates in the Cartesian system), 

rtial coordinate vector-transformation matrix; W and Π are the work and potential energy;
 orientation for the 3-2-1 rotation sequence; ∇ is the gradient operator; subscript ij represents
ative of i component in j-direction; subscript (ij)k represents partial derivative of ij partial
 k-direction; –(bar over a variable) indicates that it is referenced to the microactuator

netic Torques and Forces: Preliminaries

ns for the electromagnetic torque and force on a cylindrical permanent-magnet thin film are
egrating the equations for torques and forces on an incremental volume of the permanent-
 film with magnetic moment Mdv over the volume. Figure 20.135 illustrates the microactuator
indrical permanent-magnet thin film in the coordinate system, which consists of a set of
body-fixed axes that are initially aligned with a set of orthogonal x-, y-, z-axes fixed in the
e. 
tions for the electromagnetic torque and force on an infinitesimal current can be derived
ndamental relationship for the force on a current-carrying-conductor element in a uniform
ld. In particular, for a planar current loop (planar microwinding) with constant current i in
 magnetic field B (vector B gives the magnitude and direction of the flux density of the
), the force on an element dl of the conductor is found using the Lorentz force law

 that the magnetic flux is constant through the magnetic loop, the torque on a planar current
size and shape in the uniform magnetic field is

r
x

y

z

=

F idl B×
l∫°=

T i r dl B×( )×
l∫° i r B⋅( )dl B r d l⋅

l∫°– 
 

l∫°= =
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Using Stokes’s theorem, one has

or

The electr
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omagnetic torque T acts on the infinitesimal current loop in a direction to align the magnetic
with the external field B, and if m and B are misaligned by the angle θ, we have

ntal potential energy and work are found as

 electromagnetic force, we have

 

 Systems and Electromagnetic Field

mation from the inertial coordinates to the permanent-magnet coordinates is

e transformation matrix

ections are small, we have

T i dA ∇ r B⋅( ) B ∇ r×( ) dA⋅
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F ∇Π– ∇ m B⋅( ) m ∇⋅( )B= = =

 =
qy qzcoscos qy qzsincos qysin–
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=
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It should be emphasized that we use the 3-2-1 orthogonal transformation matrix for the z-y-x Euler
rotation sequence, and θx, θy, θz are the rotation Euler angle about the x, y, and z axes.
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B and gradients of B produced by the microcoils fixed in the inertial frame and expressed
at the electromagnetic fields can be described by the second-order Taylor series. Expanding
 origin of the x, y, z system as a Taylor series, we have [18]

rst-order gradients are given as

nded field is expressed in the permanent-magnet coordinates as

.
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netic Torques and Forces

erive the fields and gradients at any point in the permanent magnet using the second-order
s approximation. To eliminate the transformations between the inertial and permanent
dinate systems and simplify the second-order negligible small components, we assume that

motion between the magnet and the reference inertial coordinate is zero and the Trs trans-
atrix is used (otherwise, the second-order gradient terms will lead to cumbersome results). 

netization (the magnetic moment per unit volume) is constant over the volume of the
magnet thin films, and m = Mv. 
 that the magnetic flux is constant, the total electromagnetic torque and force on a planar
 (microwinding) in the uniform magnetic field is

netization Along the Axis of Symmetry
ion of the magnetization vector along the axis of symmetry (x-axis) of the permanent-magnet
e have

he expression ,
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 the derived equations must be evaluated.
d the analytic expression for the electromagnetic torque . In particular, we have

e,

, one has 
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btain the expression for Tz as

 

llowing electromagnetic torque equations result:

agnetic forces are found as well. In particular, from

pressions for the expanded magnetic fluxes, e.g., 

ing the integration, one has the following expressions for the electromagnetic forces as the
the magnetic field:
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Case 2: Magnetization Perpendicular to the Axis of Symmetry
For orientation of the magnetization vector perpendicular to the axis of symmetry, the following equation
is used to fin

where 

and 

Thus,

Expressin
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The electrom
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d the electromagnetic torque:

g the fluxes and performing the integration, we have the following expressions for the torque
 as the function of the magnetic field:

agnetic forces are found to be
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Thus, the expressions for the electromagnetic force and torque components are derived. These equa-
tions provide one with a clear perspective on how to model, analyze, and control the electromagnetic
forces and to
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rques changing the applied magnetic field because the terms

d as the control variables. It must be emphasized that the electromagnetic field (Bij and B(ij)k)
 by regulating the current in the planar microwindings and designing the microwindings
iating energy microdevices). As was discussed, the derived forces and torques must be used

nal-mechanical equations of motion for the microactuator, and, in general, the six-degree-
microactuator mechanical dynamics results. These mechanical equations of motion are easily
ith the derived electromagnetic equations, and closed-loop systems can be designed to attain

icroactuator performance. These equations guide us to the importance of electromagnetic
he modeling, analysis, and design of microactuators.

r Aspects of Microactuator Design and Optimization

o the electromagnetic-mechanical (electromechanical) analysis and design, other design and
 problems are involved. As an example, let us focus our attention on the planar windings.

lanar microwindings must produce the maximum electromagnetic field, minimizing the
a, taking into consideration the material characteristics, operating conditions, applications,

rements, and many other factors. Many planar winding parameters and characteristics can
d, for example, the dc resistance must be minimized to improve the efficiency, increase the
e the losses, etc. To attain good performance, in general, microwindings have the concentric
ent path and no interconnect resistances. For N-turn winding, the total dc resistance rt is

e winding material resistivity, tw is the winding thickness, rOk and rIk are the outer and inner
k-turn winding, respectively. 
e the lowest resistance, the planar winding radii can be optimized by minimizing the resis-
he minimum resistance is denoted as rtmin. In particular, making use of first- and second-
ary conditions for minimization, one has

the inner or outer radius of an arbitrary turn of the optimized planar windings from the
f minimizing the resistance.
 minimum value of the microcoil resistance is given by

nd rIR are the outer and inner radii of the windings (i.e., rO Nth microcoil and rI 1st microcoil),
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ng the number of turns and turn-to-turn spacing, the outer and inner radii of the k-turn
 found as

 windings, the averaging (equivalency) concept should be used because the outer and inner
 functions of the planar angle, see Fig. 20.138. Finally, it should be emphasized that the width

icrocoil is specified by the rated voltage current density versus maximum current density
ication technologies used, material characteristics, etc.

chined Polycrystalline Silicon Carbide Micromotors

20] report the silicon-based fabrication of reluctance micromotors. This section is focused
nabling technology to fabricate microtransducers. Multilayer fabrication processes at low
 and micromolding techniques were developed to fabricate SiC microstructures and salient-
otors, which can be used at a very high temperature (400°C and higher) [21,22]. This was

h the SiC surface micromachining. Advantages of the SiC micromachining and SiC technol-
emperature and ruggedness) should be weighted against fabrication drawbacks because new
st be designed and optimized. Reactive ion etching is used to pattern SiC thin films; however,

ms, such as masking, low etch rates, and poor etch selectivity, must be addressed and resolved.
22] report two single-layer reactive ion etching-based polycrystalline SiC surface microma-
esses using polysilicon or SiO2 as the sacrificial layer. In addition, the micromolding process,
cated polysilicon molds in conjunction with polycrystalline SiC film deposition and mechan-
g to pattern polycrystaline SiC films, are introduced. The micromolding process can be used
nd multilayer SiC surface micromachining.
motor fabrication processes are illustrated in Fig. 20.139. A 5–10 µm thick sacrificial molding

s deposited through the LPCVD on a 3–5 µm sacrificial thermal oxide. The rotor-stator mold
an be made on the polished (chemical-mechanical polishing) polysilicon surface, enabling
abrication features using standard lithography and reactive ion etching. After the mold
nd delineation, the SiC is deposited on the wafer using atmospheric pressure chemical vapor
eactor. In particular, the phosphorus-doped (n-type) polycrystalline SiC films are deposited
sacrificial layers at 1050°C with 0.5–1 µm/h rate (deposition is not selective, and SiC will be
 the surfaces of the polysilicon molds as well). Mechanical polishing of SiC is needed to
olysilicon and planarize the wafer surface (in [21,22], the polishing was done with 3 µm
mond suspension, 360 N normal force, and 15 rad/sec pad rotation—the removal rate of

orted to be 100 nm/min). The wafers are polished until the top surface of the polysilicon
osed (polishing must be stopped at once due to the fast polishing rate). The flange mold is
rough the polysilicon and the sacrificial oxide etching (using the KOH and BHF, respectively).
 bearing clearance low-temperature oxide is deposited and annealed at 1000°C. Then, the
ystalline SiC film is deposited and patterned by reactive ion etching to make the bearing.

38 Planar spiral microwinding.
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begins with the etching (BHF solution) to strip the left-over bearing clearance oxide. The
old is removed by etching (KOH system) the polysilicon. It should be emphasized that the
 are not etched during the mold removal step. Then, the moving parts of the micromotor
d. The micromotor is rinsed in water and methanol, and dried with the air jet.
 fabrication process, the micromotor with the 100–150 µm rotor diameter, 2 µm airgap, and

ng radius, was fabricated and tested in [21, 22]. The rated voltage was 100 V and the maximum
city was 30 rad/s. For silicon and polysilicon micromotors, two of the most critical problems
ng and ruggedness. The application of SiC reduces the friction and improves the ruggedness.
ibute to the reliability of the SiC-based fabricated micromachines.

ctromagnetic Micromotors

roblem is to devise novel microtransducers in order to eliminate fabrication difficulties and
fordability, efficiency, reliability, and controllability of MEMS. In fact, the electrostatic and
motor fabricated and tested to date are found to be inadequate for a wide range of appli-
to difficulties associated and the cost. Therefore, this section is devoted to devising novel
tational micromotors.

.140 illustrates the devised axial topology micromotor, which has the closed-ended electromag-
. The stator is made on the substrate with deposited microwindings (printed copper coils can
g the fabrication processes described as well as using a double-sided substrate with one-sided
pper thin films through conventional photolithography processes). The bearing post is fab-
e stator substrate and the bearing hold is a part of the rotor microstructure. The rotor with
agnet thin films rotates due to the electromagnetic torque developed. It is important to

at the stator and rotor are made using conventional well-developed processes and materials. 
nt that conventional silicon and SiC technologies can be used. The documented micromotor
number of advantages. The most critical benefit is the fabrication simplicity. In fact, axial

39 Fabrication of the SiC micromotors: cross-sectional schematics.

40 Slotless axial electromagnetic micromotor (cross-sectional schematics) with controlling ICs.
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micromotors can be straightforwardly fabricated and this will enable their wide applications as microac-
tuators and microsensors. However, the axial micromotors must be designed and optimized to attain good
performance
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. The optimization is based upon electromagnetic, mechanical, and thermal design. The
 optimization can be carried out using the steady-state concept (finite element analysis) and
adigms (lumped-parameters models or complete electromagnetic-mechanical-thermal high-
ematical models derived as a set of partial differential equations using Maxwell’s, torsional-
and heat equations). In general, the nonlinear optimization problems are needed to be
rmulated, and solved to guarantee the superior microtransducer performance. In addition
transducer design, one must concentrate the attention on the ICs and controller design. In
e circuitry is designed based upon the converter and inverter topologies (e.g., hard- and soft-
e-, two-, or four-quadrant, etc.), filters and sensors used, rated voltage and current, etc. From

prespective, the electromagnetic features must be thoroughly examined. For example, the
etic micromotor studied is the synchronous micromachine. Therefore, to develop the elec-
 torque, the voltages applied to the stator windings must be supplied as the functions of the
r displacement. Therefore, the Hall-effect sensors must be used, or the so-called sensorless
the rotor position is observed or estimated using the directly measured variables) must be
d implemented using ICs. This brief discussion illustrates a wide spectrum of fundamental
olved in the design of integrated microtransducers with controlling and signal processing ICs.

ons

focus themes in MEMS development and implementation are rapid synthesis, design, and
 through synergetic multi-disciplinary system-level research in electromechanics. In partic-
 devising, modeling, simulation, analysis, design and optimization, which is relevant to
dy, classification, and synthesis must be performed. As microtransducers and MEMS are

 fabrication techniques and processes are developed and carried out. Devising microtrans-
 closed evolutionary process to study possible system-level evolutions based upon synergetic
f microscale structures and devices in the unified functional core. The ability to devise and

crotransducers to a large extent depends on the validity and integrity of mathematical models.
athematical models for different microtransducers were derived and analyzed. It is docu-

t microtransducer modeling, analysis, simulation, and design must be based on reliable
al models which integrate nonlinear electromagnetic features. It is important to emphasize
ndary phenomena and effects, usually neglected in conventional miniscale electromechanical
ices (modeled using lamped-parameter models and analyzed using finite element analysis
cannot be ignored. The fabrication processes were described to make high-performance
ucers.
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21.1 Introduction

“Mechatronic design deals with the integrated and optimal design of a mechanical system and its
embedded control system.” This definition implies that the mechanical system is enhanced with electronic
components in order to achieve a better performance, a more flexible system, or just reduce the cost of
the system. In many cases the electronics are present in the form of a computer-based embedded (control)
system. This does not imply that every controlled mechanical system is a mechatronic system because
in many cases the control is just an add-on to the mechanical system in a sequential design procedure.
A real mechatronics approach requires that an optimal choice be made with respect to the realization of
the design specifications in the different domains. In control engineering the design of an optimal control
system is well understood and for linear systems standard methods exist. The optimization problem is
formulated as: given a process to be controlled, and given a performance index (cost function), find
optimal controller parameters such that the cost function is minimized. With a state feedback controller
and a quadratic cost function, solutions for the optimal controller gains can be found with standard
controller design software, such as Matlab1 (Fig. 21.1).

Mechatronic design on the contrary requires that not only the controller be optimized. It requires
optimization of the system as a whole. In the ideal case all the components in the system: the process
itself, the controller, as well as the sensors and actuators, should be optimized simultaneously (Fig. 21.2).

In general this is not feasible. The problem is ill defined and has to be split into smaller problems that
can be optimized separately. Later on the partial solutions have to be combined and the performance of
the complete system has to be evaluated. After eventually readjusting some parts of the system this leads
to a sub-optimal solution.

Job van Amerongen
University of Twente
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In the initial conceptual design phase it has to be decided which problems should be solved mechan-
ically and which problems electronically. In this stage decisions about the dominant mechanical properties
have to be made, yielding a simple model that can be used for controller design. Also a rough idea about
the necessary sensors, actuators, and interfaces has to be available in this stage. When the different partial
designs are worked out in some detail, information about these designs can be used for evaluation of
the complete system and be exchanged for a more realistic and detailed design of the different parts. 

Although the word mechatronics is new, mechatronic products have been available for some time. In
fact, all electronically controlled mechanical systems are based on the idea of improving the product by
adding features realized in another domain. Good mechatronic designs are based on a real systems
approach. But mostly, control engineers are confronted with a design in which major parameters are
already fixed, often based on static or economic considerations. This prohibits optimization of the system
as a whole, even when optimal control is applied.

In the last days of gramophones, the more sophisticated designs used tacho feedback in combination
with a light turntable to achieve a constant number of revolutions. But a really new design was the
compact disc player. Instead of keeping the number of revolutions of the disc constant, it aims for a
constant speed of the head along the tracks of the disc. This means that the disc rotates slower when
tracks with a greater diameter are read. The bits read from the CD are buffered electronically in a buffer
that sends its information to the DA converter, controlled by a quartz crystal. This enables the realization
of a very constant bit rate and eliminates all audible speed fluctuations. Such a performance could never
be obtained from a pure mechanical device only, even if it were equipped with a good speed control
system. In fact, the control loop for the disc speed does not need to have very strict specifications. It
should only prevent overflow or underflow of the buffer. The high accuracy is obtained in an open loop
mode, steered by a quartz crystal (Fig. 21.3).

The flexibility introduced by the combination of precision mechanics and electronic control has
allowed the development of CD-ROM players, running at speeds more than 50 times faster than the
original audio CDs. A new way of thinking was necessary to come to such a new solution. On the other
hand, the CD player is still a sophisticated piece of precision mechanics. No solid-state electronic memory

FIGURE 21.1 Optimization of the controller.

FIGURE 21.2 Optimization of the all system components simultaneously.
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device can compete yet economically with the opto-mechanical storage capabilities of the CD and its
successor the DVD. But this may change rapidly. 

21.2 Key Elements of Controlled Mechatronic Systems

A mechatronic system consists by definition of a mechanical part that has to perform certain motions
and an electronic part (in many cases an embedded computer system) that adds intelligence to the system.
In the mechanical part of the system power plays a major role. This in contrast to the electronic part of
the system where information processing is the main issue. Sensors convert the mechanical motions into
electrical signals where only the information content is important or even into pure information in the
form of numbers (if necessary, through an AD converter). Power amplifiers convert signals into modulated
power. In most cases the power supply is electrical, but other sources such as hydraulic and pneumatic
power supplies are possible as well. A controlled mechanical motion system thus typically consists of a
mechanical construction, one or more actuators to generate the desired motions, and a controller that
steers the actuators based on feed-forward and sensor-based feedback control (Fig. 21.4).

21.3 Integrated Modeling, Design and Control 
Implementation

Modeling

During the design of mechatronic systems it is important that changes in the construction and the
controller be evaluated simultaneously. Although a proper controller enables building a cheaper con-
struction, a badly designed mechanical system will never be able to give a good performance by adding
a sophisticated controller. Therefore, it is important that during an early stage of the design a proper
choice can be made with respect to the mechanical properties needed to achieve a good performance of
the controlled system. On the other hand, knowledge about the abilities of the controller to compensate
for mechanic imperfections may enable that a cheaper mechanical construction be built. This requires
that in an early stage of the design a simple model is available that reveals the performance limiting
factors of the system. Still there is a gap between modeling and simulation software used for evaluation
of mechanical constructions and software used for controller design. Mechanical engineers are used to

FIGURE 21.3 Combination of closed-loop and open-loop control in a CD player.

FIGURE 21.4 Mechatronic system.
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finite element packages to examine the dynamic properties of mechanical constructions. It is only after
reduction to low-order models (modal analysis) that these models can be used for controller design. On
the other hand, typical control-engineering software does not directly support the mechatronic design
process either; in the modeling process the commonly used transfer functions and state space descriptions
often have lost the relation with the physical parameters of the mechanical construction. Tools are required
that allow modeling of mechanical systems in a way that the dominant physical parameters (like mass
and dominant stiffness) are preserved in the model and simultaneously provide an interface to the
controller design and simulation tools control engineers are used to (Coelingh;2 Coelingh, De Vries, and
Van Amerongen3).

Simulation is an important tool to evaluate the design of mechatronic systems. Most simulation pro-
grams like Simulink1 use block diagram representations and do not support physical modeling in a way
that direct tuning of the physical parameters of the mechanical construction and those of the controller
is possible as required in the design of mechatronic systems. Recently, programs that allow physical
modeling in various physical domains became available. They use an object-oriented approach that allows
hierarchical modeling and reuse of models. The order of computation is only fixed after combining the
subsystems. Examples of these programs are 20-sim,4 described by Broenink5 as CAMAS and Dymola.6

In this section the modeling and simulation program 20-sim (pronounced Twente Sim) will be used
to illustrate the simultaneous design of construction and controller in a mechatronic system. 20-sim sup-
ports object-oriented modeling. Power and signal ports to and from the outside world determine each
object (Weustink, De Vries, and Breedveld7). Inside the object there can be other objects or, on the lowest
level, equations. Various realizations of an object can contain different or more detailed descriptions as
long as the interface (number and type of ports) is identical. Modeling can start by a simple intercon-
nection of (empty) submodels. Later they can be filled with realistic descriptions with various degrees
of complexity. De Vries8 refers to this as polymorphic modeling. Submodels can be constructed from
other submodels in hierarchical structures. Proper physical modeling is achieved by coupling the sub-
models by means of the flow of energy, rather than by signals such as voltage, current, force, and speed.
This way of modeling is well suited for mechatronics system design. It will be illustrated with an example.
We want to consider the design of a simple servo system, considering the use of a voltage source, a DC
motor, and a mechanical load driven through a transmission (Fig. 21.5).

The transmission is disregarded for the time being. The belt is considered as infinitely stiff and the
transformation ratio is taken care of by changing the motor constant. If a power amplifier driven by a
signal generator describes the voltage source, we can draw the iconic diagram of Fig. 21.6. At this stage
the different components in this model are still empty. But all components have electrical and/or mechan-
ical “ports.” With the proper interfaces (ports) defined, the components can be connected to each other. 

FIGURE 21.5 Simple DC-servo system.
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In the next step we can detail the description of the DC motor. One solution could be the description
given in Fig. 21.7. The motor is now described by a number of ideal physical elements, each representing
a basic physical relation. The motor has an electrical (EL) as well as a mechanical port (MECH). 

Each of the elements in this figure can be described as an element with an electrical and/or mechanical
port. The idea of ports is made more explicit in so-called bond graphs.9–12 For the electrical elements
these are the voltage difference over the element and the current through the element. For the mechanical
elements these are the torque and the (angular) velocity. The products of these conjugated variables (P = ui
or P = Tω) represent power.

If we go down a step further into the hierarchy, we arrive at the level of equations. For instance, an
electrical resistor can be described by the equation:

(21.1)

where the variables p .  u and p .  i indicate the conjugated variables u and i of the electrical port p. Note
that this is an equation and not an assignment statement. It could have been written equally well in the
form:

(21.2)

In a similar way the inductance can be described by the equations:

(21.3)

where ddt(p .  i) denotes di/dt and int(p .  u) denotes ∫u dt. In case of an R-element there is no preference
for one of the two forms. For the I-element the integral form is preferred in the simulations. 20-sim
determines the preferred causal form and derives the equations automatically.

The energy flow or power P is the product of two conjugated signals, called effort (e) and flow ( f ):

P = ef (21.4)

Examples of this expression in the mechanical and electrical domain are

P = Fv or P = Tω (21.5)

P = ui (21.6)

where F is force, v is velocity, T is torque, ω is angular velocity, u is voltage, and i is current. 

FIGURE 21.6 Iconic diagram of the simple servo system.

FIGURE 21.7 Icon of the motor expanded to ideal physical elements.

p    u.        R*p . i=

p    i.      1/R * p u.=
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When we expand the complete Fig. 21.6 we obtain Fig. 21.8. When this model is processed a message
pops up that indicates that inertia 2 has a dependent state. The two inertias in this model always have
the same speed, and therefore, they are dependent. They cannot have independent initial conditions.
The message indicates that this element can only be written in derivative form:

T = J dω/dt (21.7)

There are several ways to deal with this problem.

1. The two inertias can be combined into one inertia (the program will do this automatically). A
message pops up that the dependency of the two inertias has been solved symbolically.

2. Dealing with the derivative causality by means of an implicit integration algorithm.
3. The transmission can be added, including some flexibility in the belt.

If the flexibility is negligible, solution 1 leads to the simplest model. On the other hand, the warning
raises the question whether the flexibility of the belt can be disregarded indeed. If not, the model has to
be extended with a spring element. It should be noted that this should not be done for numerical reasons
only. If the transmission were very stiff, this would result in high-frequency dynamics and lead to unnec-
essary slow simulations. On the other hand, if the flexibility is important, as it is in this system, the warning
draws the designer’s attention to the fact that the model may be oversimplified. In Fig. 21.9 the transmis-
sion, including a spring element, has been added. Processing of this model does not produce any warnings.

This example illustrates how modern software can help to come up with a model that has the com-
plexity that is needed for a particular problem. Physical models, in the form of an iconic diagram, based
on connecting elements by means of power ports, may help in this modeling process. The user can select
the preferred view, whether this is a bond graph, an iconic diagram with ideal physical element, or a view
using higher lever submodels, like in Fig. 21.6. In the next section it will be shown how to use this model
for the design of controllers.

Control System Design Methodologies

Many processes can be reasonably well controlled by means of PID controllers. This is due to the fact that
these processes can be more or less accurately described by means of a second-order model. Tuning rules,
like those of Ziegler Nichols, enable less experienced people to tune such controllers. Relatively simple

FIGURE 21.8 Complete model in the form of ideal physical elements.

FIGURE 21.9 Model extended with transmission.
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models can also describe many mechatronic systems. A mechatronic system mostly consists of an actuator,
some form of transmission, and a load. A fourth-order model can properly describe such a system. The
performance-limiting factor in these systems is the resonance frequency. A combination of position and
tacho feedback (basically a PD controller) can be applied here as well. But due to the resonant poles proper
selection of the signals to be used in the feedback is essential. Efforts have been made (Groenhuis;13

Coelingh;2 Coelingh, De Vries, and Van Amerongen3) to derive recipes for tuning such systems, in addition
to selecting the proper feedback signals. Computer support tools are essential to enable less experienced
designers to use these recipes (Van Amerongen, Coelingh, and De Vries14). Coelingh2 and Coelingh, De
Vries, and Van Amerongen3 describe a structural design method for mechatronic systems. The method
starts with reducing the conceptual design to a fourth-order model that represents the dominant prop-
erties of the system in terms of the total mass to be moved and the dominant stiffness. This model still
has physical meaningful parameters. In this model appropriate sensors are chosen, as well as a path
generator. In the conceptual design phase a simple controller is developed and mechanical properties are
changed, if necessary. Then a more detailed design phase follows where also parameter uncertainties are
taken into account.

Servo System Design

Here we will consider some simple aspects of the design of a servo system in order to illustrate the
advantage of the use of physical models and to illustrate the need for an integrated design approach. We
consider the model discussed before, a load driven by an electric motor, through a flexible transmission.
The iconic diagram of this model was given in Fig. 21.9. In this example a current amplifier has replaced
the voltage amplifier allowing the removal of the electrical resistor and the inductance. In the step
responses of Fig. 21.10 the resonance due to the flexible transmission is clearly visible. 

From the equations used for the simulation, 20-sim can automatically derive a model in a form suitable
for controller design, such as a state-space description, a transfer function, or poles and zeros. An interface
is provided to Matlab1 enabling, for instance, to use Matlab algorithms to compute the gains of advanced
controllers like an LQR (optimal state feedback) or LQG controller (with a Kalman filter for state
estimation and optimal state feedback). The diagram of the process together with an LQG controller is
given in Fig. 21.11 and some responses in Fig. 21.12. 

A properly designed P(I)D controller is able to perform almost similarly, especially when the amount
of noise is small. A first attempt could be to use only measurements of the load angle and load speed.

FIGURE 21.10 Open loop responses.
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This attempt fails, because feedback of the load speed leads almost immediately to an unstable system
as can be seen from the root locus for variations in the gain of the velocity feedback. From the responses
of Fig. 21.10, 20-sim can easily determine the transfer function between the motor current and the load
speed and plot the root locus (Fig. 21.13).

Figure 21.14 clearly shows that even a small amount of velocity feedback will lead to an unstable system.
It is well known that feedback of the motor speed is a better solution. Using again the model of Figs. 21.9
and 21.10 to determine the transfer from input current to motor speed yields the root locus of Fig. 21.15.

Complex zeros now accompany the complex poles and because they are close together their influence
on the response will be almost negligible. The branch of the root locus on the real axis now shows the
desired behavior: moving the dominant pole to the left in the s-plane. Combining the feedback of the motor
speed with feedback of the load angle yields the PD-controller structure of Fig. 21.15 and the responses of
Fig. 21.16. Except for the noise there is not much difference in the responses of the system with the
Kalman filter, although the PD-controlled system is simpler. The observations made here are generally
applicable. A system with two resonant (complex) poles and no zeros, such as in Fig. 21.13, is difficult
to control by means of a simple controller. If complex zeros accompany the resonant poles with an
imaginary part smaller than that of the poles, stable control is easily achieved. In the frequency domain
this is seen as an anti-resonance, followed by a resonance (type AR). On the contrary a type RA system,
where the resonance frequency is lower than the anti-resonance frequency (the imaginary part of the
poles is smaller than that of the zeros), is just as difficult to control as in the case of only resonant poles.
The existence and location of resonant zeros is completely determined by the (geometrical) location of

FIGURE 21.11 Process with Kalman filter and state feedback.

FIGURE 21.12 Response of the LQG-controlled system.
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the sensors in the mechanical system. A careful choice of these sensor locations is therefore crucial for
the successful application of a controller. It should be noted that using a properly designed set-point
generator could prevent resonance, as seen in Fig. 21.10. The set point generator should not excite the
resonance frequencies, for instance, by using a low pass filter with bandwidth lower than the resonance
frequencies. However, such a set-point generator does not solve the above-mentioned stability problems.

FIGURE 21.13 Root locus for velocity feedback of load axis.

FIGURE 21.14 Root locus for velocity feedback of motor axis.
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Design of a Mobile Robot

A typical example of the early design procedure is the conceptual design of a mobile assembly robot.
Already in a very early stage of the design conflicting demands have to be resolved. Such a robot should
be able to collect parts all around a production facility and do the assembly while driving. Because a
high accuracy is required between the gripper of the robot and the surface where the parts are located,
it is important that floor irregularities and vibration modes of the structure do not prevent proper
assembly. On the other hand the path controller, partly based on dead reckoning (i.e., measuring of the
wheel speed and orientation), requires that the wheels be very stiff. Damping of disturbances has to be
realized by another means of suspension. This has led to the concept of an upper frame and a lower
frame, connected by means of springs (Fig. 21.18).  

FIGURE 21.15 Servo system with PD-controller.

FIGURE 21.16 Responses of the system of Fig. 21.16.

FIGURE 21.17 Bode plots of type RA and AR systems.
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The robot can be mounted at the upper frame and should have sufficient bandwidth such that the
position error (etip = ztip - zupper frame) between the tip of the robot (ztip) and the upper frame (zupper frame)
is small enough.

The next step is to derive a simple model, in order to have some parameters for the weight distribution
and the stiffness and damping of the springs. In the model of Fig. 21.22 the robot is confronted with a
bump in the floor at a speed of 1 m/s.

Based upon the payload—mainly the weight of the batteries—the total mass of the vehicle was estimated
to be 500 kg. Stiffness and damping of the wheels follow from the demands for the accuracy of the position
estimation. The mass and bandwidth of the controlled manipulator were already known from other studies,
yielding the effective stiffness and damping for the robot tip. When also initial estimates of the stiffness
and damping of the springs between the upper and lower frame are made, the only parameter to be varied
is the weight distribution between the upper frame and lower frame. By using the optimization feature of
20-sim, the optimal weight distribution can easily be found. In order to minimize the error between the
tip of the robot and the upper frame (Fig. 21.19), the weight has to be placed as much as possible in the

FIGURE 21.18 Conceptual design of the mobile robot.

FIGURE 21.19 Simple model with ideal physical elements to compute the error etip.
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upper frame (Fig. 21.20). This example illustrates how the mechanical configuration of the system is
determined by the requirements for good path control and accurate control of the assembly task.

A next step could be to optimize the properties of the suspension between upper and lower frame.
This will further improve the error. This decision made in a very early stage of the design directed other
design decisions. After completion of the project it appeared that the different parameters of the final
construction were close to these early estimates (Fig. 21.21).

21.4 Modern Examples of Mechatronic Systems in Action

A few examples have already been treated in the previous sections. In this section two more examples
will be given.

Rudder Roll Stabilization of Ships

Nowadays most ships use an autopilot to control the heading of the ship. A rudder is the most commonly
used actuator. Some ships, like ferries and naval ships, need also roll stabilization. This can be achieved
passively by means of two connected tanks filled with water that generate stabilizing forces that should

FIGURE 21.20 Error of the tip before and after optimization of the weight distribution between upper and lower
frame.

FIGURE 21.21 The mobile robot (MART) after completion.
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be in counter phase with the forces of the waves. In order to make the system effective for varying
frequencies of the waves, the water flow between the two tanks should be controlled. For fast ships mostly
stabilizing fins are used. These are a kind of actively controlled “wings” that generate the moments needed
to counteract the moments of the waves. The fins not only influence the roll motions but also have
influence on the heading. On the other hand, the rudder not only influences the heading but also induces
roll. In control engineering terms this leads to a multivariable system that requires a multivariable
controller design for optimum performance. In practice such a multivariable system is seldom seen and
two separate control systems are used.

Another approach is to use only one of the actuators (rudder or fins) to achieve course control and
roll reduction. Because the frequencies of the roll motions are outside the bandwidth of the course-
control system this is possible. The rudder is most suited as actuator. An additional advantage for naval
ships is that removing the fins will reduce the underwater noise of the vessel.

Redesigning the course controller in order to stabilize the roll as well, demonstrates the feasibility of
this approach, but also makes clear that the “process”—the ship—should be modified. The most impor-
tant modification is needed for the steering machine. The maximum speed of the steering machine
appears to be the limiting factor for such a system (it should increase from the commonly used values
of 3–7∞/s to 20–25∞/s). By means of dynamic simulations the demands for the steering machine can be
found in terms of the maximum speed of the steering machine and the maximum time constant that is
allowed for reaching this speed. This requires reengineering of the hydraulic steering machine. A step
further would be to consider also changes in the shape of the ship, in order to optimize the parameters
that determine the effectiveness of the rudder roll stabilization system.

In order to decide whether this new solution is better, it should be evaluated whether the redesigned
steering machine is less expensive than the original rudder and fin actuators. These design issues have
to be solved in a very early stage of the design. Rudder roll stabilization has been successfully applied on
naval as well as merchant marine ships (Van Amerongen, Van der Klugt, and Van Nauta Lemke15).

Compensation of Nonlinear Effects in a Linear Motor

Many mechanical systems suffer from nonlinear effects that limit the accuracy that can be achieved.
Friction and cogging are two examples. A (linear) feedback controller can diminish the influence of non-
linearities, but complete compensation may be difficult. For systems that perform repetitive motions, an
Iterative Learning Controller can help to further improve the performance (Arimoto;16 De Vries, Velthuis,
and Van Amerongen17). The basic idea is explained in Fig. 21.22.

When only the feedback loop is present and under the assumption that there are no disturbances, the
error signal and thus the controller signal UC will be the same for each repetitive motion. It is obvious
that the accuracy can be improved when in the next motion the controller signal from the former cycle
is used as a feed-forward signal, UF . The feedback will generate a signal that further compensates for the
remaining error by updating the feed-forward signal UF with the formula

(21.8)

FIGURE 21.22 Principle of Iterative Learning Control.

UF
k+1 UF
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where L is the transfer function of the learning filter. The superscript k denotes the kth repetitive motion.
The signal UF should converge to a feed-forward signal that compensates for all repetitive errors. An
example of a situation where such errors are present is, for instance, a CD player that has to compensate
for the eccentricity of the disk.

A variation on this idea and even more straightforward is the learning feed-forward controller (LFFC)
setup of Fig. 21.23. When the feed-forward signal would be perfect, the output of the controller would
be zero. This implies that this output can be used as a training signal for a neural network. An adaptive
B-spline network enables learning of complex nonlinear characteristics. Also support vector machines
have been used to implement the learning feed forward (De Kruif and De Vries18). The input of the
B-spline network is the time t. It is reset each time a new motion starts. This is called a time-indexed
LFFC. Instead of the time, also the reference signal and its derivatives—obtained from a path genera-
tor—could be used as index for the network (path-indexed LFFC). The advantage of this structure is
that after proper training the LFFC can successfully be used for nonrepetitive motions as well. Velthuis19

has given a stability analysis for time-indexed as well as path-indexed LFFC-controllers. The stability
analysis is relatively easy for the time-indexed case. For the path-indexed case it is more complex and
some heuristics are required to guarantee a stable system. The main issue is that the number of B-splines
should not be too large. On the other hand a sufficiently dense B-spline distribution is desired for an
accurate approximation of the nonlinear process. LFFC has successfully been applied to compensate for
cogging in an industrial Linear Motor (Otten et al.20) and for compensation of (Coulomb) friction of a
linear motor used in a flight simulator (Velthuis19). It has also been applied to the tracking control of
the mobile robot described in the section Design of a Mobile Robot (Starrenburg et al.21). 

The application to cogging compensation of a linear motor will be described in a little bit more detail.
Such a motor is a commonly used element in assembly machines. Even with the best magnets and accurate
assembly the error could not be made smaller than 100 µ, with a PID controller in combination with
nonlearning feed-forward control. The design goal was to improve the maximally achievable accuracy
from 100 µ to less than 10 µ. Figure 21.24 shows a picture of a linear motor. 

According to the structure of Fig. 21.23 the linear motor is controlled by means of a PID controller, while
a B-spline neural network is present to learn the inverse motor model, including the nonlinearity due to
cogging. Cogging occurs in DC motors with permanent magnets. It causes more or less sinusoidal shaped
forces that depend on the position of the translator with respect to the stator. If these forces really had a
sinusoidal shape, they would be easy to compensate for by means of a feed-forward compensator. However,
this would require magnets with completely similar magnetic properties and very accurate spacing of the
magnets. An alternative is to design a controller that learns the disturbance pattern and compensates it by
means of a learning feed-forward compensator. An additional advantage is that such a system can also be
used to compensate for other nonlinear effects, such as friction. This has also been demonstrated in a part
of a flight simulator (a control stick) where friction forces spoil the feeling of a realistic simulation especially
at almost zero speed. Figure 21.25 shows that learning is almost completed after six training cycles.

Learning feed-forward control is an attractive method to compensate for nonlinearities that are present
in mechatronic systems, such as cogging and friction. The use of B-spline neural networks results in fast
convergence, relatively low computational effort, and a good generalizing ability. Because of recently
obtained results with respect to the stability of such systems, robust control systems can be designed.

FIGURE 21.23 Learning feed-forward controller for repetitive motions.
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A mechatronic view on this design problem raises the question whether it is possible to use the same
techniques to build a less expensive linear motor, when maximum accuracy is not the main goal of the
design. It has been demonstrated that a motor constructed with less expensive components and less
demanding assembly specifications but with LFFC can compete well with the more expensive construc-
tion. The accuracy can typically be improved by a factor 10.

21.5 Special Requirements of Mechatronics that Differentiate 
from “Classic” Systems and Control Design

The main difference between “ordinary controller design” and mechatronic system design is that the latter
deals with the design of the system as a whole. This approach can be considered as optimization of all
components of the system simultaneously, although there are no algorithms to do this automatically. In
practice the problem is often split into smaller problems that can be optimized. After integration of all
the partial solutions a suboptimal system is achieved that can be further optimized by retuning the different
parts, taking into account the already available intermediate design of the overall system. In order to
achieve optimization of the system as a whole, it is desired that the mechanical part, where power plays a
role, and the information processing part (the controller) can be simulated and adjusted simultaneously.
This requires that mechanical parameters like masses and compliances be available in simulations of the

FIGURE 21.24 Linear motor. The magnets that cause the cogging are clearly visible.

FIGURE 21.25 Position and error signal during learning of the LFFC.
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controlled system. Examples have been given of modeling and simulation with 20-sim that allows for such
an approach.

Mechatronic designers should constantly be aware of the fact that solutions can be found in different
domains. Not every mechanical deficiency can easily be solved by control. A good mechanical design
may be easier and cheaper to achieve. On the other hand, a good controller may be able to achieve the
desired performance much easier and cheaper than a complex mechanical construction. In some cases
the combination can even achieve performances that would never have been possible without a mecha-
tronic design. 

The same holds for the design of sensors. Each sensor could be fitted with a filter to remove noise
from the measurements. But if several sensors are being combined, sensor fusion in a Kalman filter
algorithm will benefit from the availability of the raw data.

Communication between all the designers involved and transparency of the design decisions in the
various domains are essential for the success of a true mechatronic design.

References

1. Matworks (2001). The Mathworks: Developers of Matlab and Simulink, www.mathworks.com
2. Coelingh, H.J., Design Support for Motion Control Systems, Ph.D. thesis, University of Twente, 2000,

also www.rt.el.utwente.nl/clh/
3. Coelingh, H.J., de Vries, T.J.A., van Amerongen, J., Design support for motion control systems—

application to the Philips fast component mounter, in Mechatronics Forum 7th Int. Conf., Mecha-
tronics 2000, Atlanta, Ga, USA.

4. Controllab Products, 20-sim, www.20sim.com
5. Broenink, J.F., Computer-Aided Physical-Systems Modeling and Simulation: a Bond-Graph Approach,

Ph.D. thesis, University of Twente, 1990.
6. Dynasim, Dymola, www.dynasim.se/
7. Weustink, P.B.T., de Vries, T.J.A., Breedveld, P.C., Object Oriented Modeling and Simulation of Mecha-

tronic Systems with 20-sim 3.0, in Mechatronics 98, J. Adolfson and J. Karlsén (Eds.), Elsevier Science,
1998.

8. De Vries, T.J.A., Conceptual Design of Controlled Electro-Mechanical Systems, Ph.D. thesis, University
of Twente, 1994.

9. Breedveld, P.C., Fundamentals of bond graphs, in IMACS Annals of Computing and Applied Math-
ematics, Vol. 3: Modelling and Simulation of Systems, Basel, 1989, pp. 7–14.

10.Cellier, F.E., Elmqvist, H., Otter, M., Modeling from physical principles, in The Control Handbook, 
W.S. Levine (Ed.), CRC Press, pp. 99–108, 1996.

11.Gawthrop, P., Lorcan Smith, L., Metamodelling: Bond Graphs and Dynamic Systems, Prentice-Hall, NJ, 
1996.

12.Van Amerongen, J., Modelling, simulation and controller design for mechatronic systems with 20-sim 
3.0, in Proc. 1st IFAC Conf. on Mechatronic Systems, Darmstadt, Germany, September 2000, pp. 831–836.

13.Groenhuis, H., A Design Tool for Electromechanical Servo Systems, Ph.D. thesis, University of Twente, 
1991.

14.Van Amerongen, J., Coelingh, H.J., de Vries, T.J.A., “Computer support for mechatronic control system 
design,” Robotics and Autonomous Systems, vol. 30, no. 3, pp. 249–260, PII: SO921-8890 (99)00090-
1, 2000.

15.Van Amerongen, J., van der Klugt, P.G.M., van Nauta Lemke, H.R., Rudder roll stabilization for ships, 
Automatica, vol. 26, no. 4, pp. 679–690.

16.Arimoto, S., A brief history of iterative learning control, in Iterative Learning Control: Analysis, Design, 
Integration and Applications, Kluwer Academic Publishers, pp. 3–7, 1988.

17.De Vries, T.J.A., Velthuis, W.J.R., van Amerongen, J., Learning feed-forward control: a survey and 
historical note, in 1st IFAC Conf. on Mechatronic Systems, Darmstadt, Germany, September 2000,
pp. 949–954.
©2002 CRC Press LLC



 

18.De Kruif, Bas J., de Vries, T.J.A., On using a support vector machine in learning feed-forward control, 
in Proc. 2001 IEEE/ASME Int. Conf. on Advanced Intelligent Mechatronics, Como, Italy, 8–12 July, 2001.

19.Velthuis, W.J.R., Learning Feed-Forward Control—Theory, Design and Applications, Ph.D. thesis, Uni-
versity of Twente, 2000, also http://www.rt.el.utwente.nl/vts/

20.Otten, G., de Vries, T.J.A., van Amerongen, J., Rankers, A.M., Gaal, E., Linear motor motion control 
using a learning feedforward controller, IEEE/ASME Transactions on Mechatronics, vol. 2, no. 3, ISSN
1083-4435, pp. 179–187, 1997.

21.Starrenburg, J.G., van Luenen, W.T.C., Oelen, W., van Amerongen, J., Learning feed-forward controller 
for a mobile robot vehicle, Control Engineering Practice, vol. 4, no. 9, pp. 1221–1230, 1996.
©2002 CRC Press LLC



 

                      
22
The Role of Modeling

in Mechatronics Design

22.1 Modeling as Part of the Design Process
Phase 1 • Phase 2 • Phase 3 • Phase 4

22.2 The Goals of Modeling
Documentation and Communication • Hierarchical 
Framework • Insights • Analogies • Identification
of Ignorance

22.3 Modeling of Systems and Signals
Analytical vs. Numerical Models • Partial vs. Ordinary 
Differential Equations • Stochastic vs. Deterministic 
Models • Linear vs. Nonlinear

If mechatronics design is more than just the combination of electronic, software, and mechanical design,
the additional feature must lie in the ability of the mechatronic designer to optimize a design solution
across these disparate fields. This requires a sufficient understanding of each of these fields to determine
which portions of an engineering problem are best solved in each of these domains given the current
state of technology. In turn, this requires the ability to model the problem and potential solutions using
techniques that are domain independent or at least permit easy comparison of solutions and tools from
different domains. 

For example, the optical inspection system shown in Fig. 22.1 depends on optical components in
precise alignment, mechanical elements capable of precise motion, transducers for sensing and providing
mechanical power, electrical systems to control motion and filter sensor signals, and software for image
analysis and motion control. Only by dividing these tasks appropriately among electronics, mechanical
components, and software can the system be optimized. This requires an understanding of all the system
requirements and limitations as well as the capabilities of each component in the various domains.
Modeling of requirements and systems is crucial in determining whether a proposed solution is acceptable
as well as in documenting these determinations for future use. In this article we shall examine the varieties
of models used at different points in the design process, the diverse roles of these models and their relative
strengths and weaknesses in each of these roles, and finally the specific tradeoffs involved in choosing
dynamic models for signals and systems analysis. 

22.1 Modeling as Part of the Design Process

Models serve different purposes at different points in the design process; so to decide which modeling
tools are most effectively employed in different phases we must examine the design process itself. Many
descriptions of the design process are available that have been developed by researchers around the
world.1–3 Typically these descriptions serve to systematize the process to improve the productivity of
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designers or to describe techniques that provide improved product quality, lower cost, or other benefits.
However, since our purpose is to examine the modeling needs of the design process, we can consider a
simple model that distinguishes phases of the design process in terms of types of design activity rather
than a more complex model that may be preferable for other purposes. For this purpose, we can consider
a four-phase process consisting of requirements analysis, concept generation, analysis and selection, and
detailed design. In the first phase of this process the designer focuses on analysis of the problem without
considering possible solutions. In the second phase, conceptual solutions are generated with the hope
that an acceptable solution can be found from these initial concepts via combination or modification of
concepts or by variation of parameters present in one of the conceptual solutions. In the third phase,
these concepts are evaluated and a design is chosen for implementation. The fourth phase consists of
identifying design problems that need to be solved to implement the chosen concept and applying the
design process to those smaller problems. We shall consider the activities of each of these phases in detail.

Phase 1

The requirements analysis phase consists in obtaining a sufficient understanding of the problem to be
solved. The difficulty of this process varies with the scale of the problem, the designers’ familiarity with
the problem domain, the variability of market needs, and the presence of hidden requirements that are
poorly articulated in the initial problem statement. Depending on the nature of the design problem, the
requirements identified in this phase may be the needs of a single customer, the common needs of a
group of potential customers identified via a market survey, or societal needs identified by government
regulations. Most design problems include some combination of these as well as internal requirements
such as design guidelines and company policies. The key objective of this phase is to obtain enough detail
to know when a design has solved the problem satisfactorily. Models in this phase serve primarily as
communication and documentation tools since the primary problem in this phase is the clear commu-
nication and documentation of the criteria for design success. Examples of models that aid in this process
include specification listings, use case diagrams, sequence diagrams, and context diagrams. Many of these
modeling tools have now been standardized as parts of the Unified Modeling Language (UML), which
is becoming increasingly important as an analysis tool.4 

Use case diagrams model the interactions between a system and its users at a very high level of abstraction
in terms of purpose of the interaction. Figure 22.2 gives an example of a use case diagram used to document
the various operations required of a network printer. The use case diagram helps us avoid overlooking
important but rare use cases such as maintenance. It is important to note that use case diagrams do not

FIGURE 22.1 An optical inspection system for printed circuit boards. (Used by permission ” CyberOptics Corpo-
ration 2001, all rights reserved.)
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provide information about the nature of the transaction, but rather documents its existence. It serves as
a top level model of a system only. 

Sequence diagrams can be drawn to describe the details of individual use cases in order to clarify the inter-
actions that must occur, timing constraints, and interactions between the system and multiple elements of
the environment. Figure 22.3 shows an example of a sequence diagram for the “print” use case of Fig. 22.2.

FIGURE 22.2 Use case diagram for a network printer.

FIGURE 22.3 A sequence diagram for network printer use.
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Note that the sequence diagram documents a particular instance of a particular use case. The sequence
diagram can show both the direction of information flow and timing requirements. In this regard the
sequence diagram and the traditional timing diagram serve similar purposes. 

Context diagrams do not capture timing elements but capture the types of information that flow
between the system and its environment.5 While use case diagrams focus attention on the scenarios of
system use, context diagrams focus attention on information flows that must exist to enable those
scenarios. Both serve useful and complementary purposes. Figure 22.4 shows a context diagram for an
inspection system like the example mentioned above. Notice that the context diagram summarizes
information flow shown in the various interaction diagrams for all use cases. Regulatory and safety
requirements are often in the form of limits on the interactions the system may have with aspects of its
environment. These requirements must all be captured for use in later design phases and communicated
back to the source of the requirement for verification of accuracy. The context diagram is also used as
the top level of a data flow diagram for a system if structured analysis is used.6 

Just as the context diagram ties to structured analysis techniques, object oriented analysis techniques
provides the class relationship diagram as a means of documenting the relationships between a system
and its environment and between components of a system.7 Class relationship diagrams show how a system
is composed of subsystems, how components are similar to one another, and how they differ. For example,
Fig. 22.5 shows a class relationship diagram for a two-axis translation system consisting of two single axis
subsystems. This diagram documents the existence of 13 error components that must be specified in the
requirements phase. It does this by showing that the X and Y axis components are instances of a class of
single axis translation stages, that each have six error components, and that they are components of a

FIGURE 22.4 Context diagram for network printer.

FIGURE 22.5 Class diagram for linear translation stages.
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system that adds a single additional error. By documenting relationships such as composition and inher-
itance, requirements and the interdependence of requirements can be represented in a compact and
comprehensible way. 

One key aspect of the requirements definition phase is the importance of defining requirements without
specifying a preferred solution embodiment. Hence, modeling methods should be chosen to document
these requirements and their intrinsic relationships without implying a particular solution. 

Phase 2

In the concept generation phase, our objective is to generate multiple design concepts that might satisfy
the requirements identified in phase 1. Here we need modeling techniques that allow us to describe
possible solutions with varying levels of detail dependent on the degree of detail needed to document
the key elements of the concept. Since individual concepts generated in this phase may only satisfy some
portions of the design requirements, it is critical that modeling at this point allow for partial descriptions
of embodiments and for the easy combination of design concepts. For this reason, our models must
clearly document the portions of the requirements satisfied as well as any unspecified parameters or
additional requirements introduced in the concept. For some problems, block diagrams showing inter-
connections between components solving portions of the problem are a useful modeling tool at this
stage. Figure 22.6 shows two possible block diagrams describing a given design concept. The first specifies
a particular control algorithm, sensor, and actuator, while the second leaves these particulars unspecified
and simply describes a closed loop controller. Depending on the situation either of these may be appro-
priate descriptions. The first provides details and is closer to a complete design while the second, being
more generic, is easier to combine with other concepts to generate hybrid solutions.

Block diagrams are not the only modeling tool appropriate at this stage. For other problems, schematics
showing arrangements of components or equations or psuedocode of proposed algorithms may be
employed. As this phase continues, design concepts are often combined to form potential solutions to
the overall design problem; therefore, it is useful if the model of each concept can contain descriptions
of preconditions for its use, results, and other parameters that help a design team determine how to
combine concepts. Similarly, once potential solutions are formed by concatenating concepts, it is often
useful to clean up the final concept by combining features from different component concepts or
eliminating overlapping features that are no longer needed.8 This process is facilitated by modeling
techniques that allow simultaneous modeling of mechanical, thermal, electrical, and software components
and concepts. These techniques include the familiar linear graph and bond graph models.9,10 

FIGURE 22.6 Block diagrams at two levels of detail.
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have a model that allows us to compare problem requirements with design features. A
sign methodology may include various quality criteria in addition to those set by customer
s and the regulatory environment, e.g., the design axioms of Suh prefer designs with mini-
ation content and which satisfy each requirement by independent features of the design.11 

oach to evaluation is to attempt to find numerical criteria for all requirements and evaluate
 minimization of an overall cost function (or equivalently, the maximization of an overall value
his approach has proven effective in certain types of problems where requirements are amen-
ification (for example, the optimal solution being the one that meets requirements with minimal
onomic cost). Even in these cases, it can be difficult to determine the relative importance of
rements in the formulation of the value function. For example, it may be desirable for a design
mal parts cost and minimal weight. An appropriate cost function might be

 w are the cost and weight, respectively, and c0 and w0 are scaling factors indicating when the
are of equal importance, while the exponents p, q, and n express the relative importance of
the two factors. Clearly, there are many possible choices for these parameters and many other
 can be used. This highlights the difficulties of this method. An example of this difficulty in
imple case is determining the cost of a component being out of tolerance. Models for this
ge from a step function of cost = 0 within tolerance and cost = C outside tolerance to Taguchi’s
st function.12 Needless to say, the “optimal” solution found is typically dependent on the

n chosen. On the other hand, in some cases, the optimum found is not strongly dependent
oice of cost function and a satisfactory evaluation can be made without expending excessive
ain an exact cost function. In fact, if there are relatively few design options from which to

 possible to invert this problem. Rather than finding the design that minimizes a particular
n, one can instead find the range of cost function parameters that result in any particular
ng optimal. It is often easy to determine which range of parameters is most realistic.

esign phase is detailed design, in which the entire process is repeated to resolve open design
e individual components of the resulting design. This is in keeping with the design heuristic
ources as long as the cost of not knowing exceeds the cost of finding out.”13 The process is
cursive, with each high level design decision producing a simpler design problem at a lower

raction with simpler requirements. To accommodate this, we need to be able to model the
ltiple levels of abstraction and to allow the specification of interfaces between components.

ls must allow us to define static as well as dynamic (behavioral) components of the interface.
n to this recursive aspect of design, there is of course iteration also possible, as dead ends

ed in an otherwise promising chain of design decisions and as changes in the marketplace
isions of a product. To accommodate this iteration, design models should document not only
ade, but also reasons for those decisions. Otherwise, the reasoning must be rediscovered in
n, or worse, may not be rediscovered until it is too late.

he Goals of Modeling

n that models serve many purposes in mechatronics design. First, models serve to document
mptions, and requirements and allow the communication of these concepts to others in the design
e various stakeholders of the design process. Second, models provide a hierarchical framework
 division of labor in the design process and permits concurrent work on separate components.
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Third, models can provide us with insights into the behavior of a system which might be obscured when
we attempt to see the system in its full complexity. Fourth, they allow us to grasp similarities with other
systems and use prior experience to help solve current problems. Fifth, models provide us a way of
identifying and testing our ignorance of the actual behavior of the system by identifying unknown
parameters and providing hypotheses worthy of testing. In this section, we shall consider these diverse
purposes of modeling and examine the characteristics that cause a particular modeling methodology to
be better or more poorly suited for each of these purposes.

Documentation and Communication

The first purpose of a model that we shall consider is documentation. We often forget that aside from
the various purposes of modeling in the design process, our models are often our best tools for commu-
nicating with our colleagues, our customers, and our successors. Every document generated in the design
process is a model of some part of the system. To the extent that we can avoid double documentation
of the same concept, we not only reduce workload and decrease time to market, but we also reduce the
likelihood of inconsistencies in our documentation. How do our models serve as documentation? Con-
sider a circuit diagram. It is not the circuit, but documentation of the circuit’s design. It is also a model
of the behavior we are seeking from the circuit. Nonidealities and component variations will cause the
actual circuit to behave differently from this model, but the model still serves its purpose. Earlier in the
design process, requirements documents also document the product, but in terms of requirements rather
than the features that satisfy them.

Design documentation is important for at least four distinct groups. The engineering team itself needs
communication among its members to ensure that effort is not wasted on elements that do not inter-
operate or that do not contribute to the overall product meeting requirements. Communication is
required between the design team and the customer to ensure that requirements are correctly understood
and implemented in the design. Management needs to understand the status of the project in terms of
outstanding risks, ongoing expenses, and tradeoffs that would affect market size. Finally, future design
teams can benefit from documentation of earlier design concepts, analyses, and decisions. This role of
documentation as a communication with future workers in the field has been recognized as a key part
of all scientific disciplines14 but is often overlooked by engineers focused on meeting short-term deadlines.

What characteristics of a model lead to good documentation and clear communication? Clearly, the
model must be understood by others. This requirement encourages the use of standardized modeling
techniques whenever possible. It also encourages the use of modeling techniques that are interdisciplinary
whenever feasible. When choosing models for documentation purposes, one must remember that each
model highlights certain features of the design while hiding others. For example, the sequence diagram
clearly documents communication between two objects while hiding details of how the objects generate
outgoing messages or interpret incoming ones. If multiple models of the system are used to document
the various aspects of the system, there should be some way to cross-reference items between models
(e.g., determine that timing requirements documented in a sequence diagram model are met by the
dynamics of a system described in a block diagram). Also, if the documentation is to be useful to future
designers, it should be possible to cross reference design models based on a variety of criteria including
system requirements and included components, so that future designs can benefit from current ones.
Clearly, any modeling technique that serves some other purpose in design will also serve as documen-
tation, but the model must be chosen so as to match the features one wishes to document.

Hierarchical Framework

Real mechatronic systems include a large number of components that interact in many ways. Our models
simplify these complex interfaces and describe products and processes in terms of simply interacting
components with well-defined interfaces and behaviors. This simplification allows us to subdivide com-
plex problems into a set of simpler problems whose solutions can be easily integrated. In complex
mechatronic systems where we must consider components that interact in several energy domains, this
©2002 CRC Press LLC



 

       
simplification is essential. When we draw a block diagram of a system we are dividing the system’s
behavior into a set of defined elements with modeled behavior and a known set of interactions between
those elements, which is itself amenable to analysis. This role of modeling would lead us to select modeling
techniques that allow us to divide the model into portions that can be independently tackled by inde-
pendent engineers. For example, systems of linear differential equations may give us great insight into
the fundamental modes of a system, but give us little insight on how to divide a design problem among
members of a team. However, a block diagram, a class diagram, or a data flow diagram provides clear
interfaces between elements that allow for subdivision.

Insights

Regarding insights into the behavior of the system, different models provide different types of insights.
Signal flow graphs of electromechanical systems show the presence of feedback loops that stabilize or
destabilize the system. Differential equations provide insights regarding the time scales of various behaviors
and the relative importance of various factors as well as providing estimates of the validity of simplifying
assumptions. Similarly, sequence and timing diagrams can provide insight regarding the processing power
required to meet timing requirements for various use cases. In each case the model provides insights into
the problem or the characteristics of a proposed solution by bringing into focus certain aspects of the
modeled system while hiding others from view.

Analogies

Related to the insights a model can give us regarding the system under consideration are the insights
that a model can provide in allowing us to see similarities to other systems that we or others have
seen before. In this regard, modeling techniques that use analogies between various domains can be
useful. However, analogies must be chosen with care. Consider the common analogy between electrical
and mechanical quantities shown in the left half of Fig. 22.7. In this analogy, velocity is analogous
to voltage and force is analogous to current. However, as seen in the right half of Fig. 22.7, the
equations for the electrical system are unchanged in the dual system, in which current and voltage
are exchanged and the roles of inductance and resistance are exchanged with capacitance and con-
ductance, respectively. This dual system results in a different mechanical analogy, in which velocity
is analogous to current and force is analogous to voltage. Each of these analogies can prove useful in
moving design parameters from one energy domain to another, as the duality between the two
electrical models can prove useful in circuit design. With any of these analogies, it must be remembered
that real components deviate substantially from their idealized models and that the analogies do not
strictly hold. This can be both a bane and a blessing, since a design that suffers from component
nonidealities might be replaced by an analogous design from a domain with different but less detrimental
nonidealities.

FIGURE 22.7 Electrical–mechanical analogies.
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Identification of Ignorance

The final role of modeling is to help us identify our ignorance. This takes two forms. First, the construction
of the model often requires us to name parameters whose numerical value is unknown. This leads us to
estimate the possible range of such parameters or to design experiments to determine the parameter’s value.
Identifying missing details is the first step in determining them. In this way models help us identify our
ignorance of details of the problem or our proposed solution. Secondly, the predictions we make with the
help of our models are testable. The adequacy of a model to describe system behavior can be determined by
comparing actual system behavior with predictions based on that model. Differences between actual system
performance and a model’s predictions point to errors in the model that may be significant. By testing the
validity of our models we identify aspects of the real system that are inadequately reproduced in our model
or artifacts of the model that do not exist in the real system. These discrepancies may point to an inappropriate
assumption or to a fundamental misunderstanding of the physical system. In either case, the source of these
discrepancies should be understood in order to determine if our model is adequate for its intended purpose. 

22.3 Modeling of Systems and Signals

In the area of systems and signals we typically deal with the modeling of system dynamics and information
flows through the system and its environment. As can be seen from the discussion above, this is but a
small part of the modeling needed for system design. However, there are a number of decisions that must
be made in selecting a model for the behavior of a dynamic system. These include the choice between
analytic and numerical modeling, the use of distributed or lumped parameters, the approach used to
model random factors, and the choice between linear and nonlinear models. These issues are considered
in the paragraphs below.

Analytical vs. Numerical Models

In this area both analytical and numerical tools are available to support our efforts, so we have a number
of decisions to make regarding the level of complexity of the models we choose to use for various tasks.
Analytical tools provide insights into overall system behaviors and can allow us to make comparisons
between dissimilar systems based on a similarity in their models. These analogous systems often prove
useful in the concept generation phase of design because they allow us to bring to bear solutions to
diverse problems to the solution of the problem at hand. However, as described above, these analogies
usually break down upon closer inspection. In the case of analogies in dynamics, they are typically based
on systems described by equivalent differential equations (e.g., electronic and mechanical oscillators).
However, these linear differential equations are but simplifications that ignore nonlinearities and time-
dependent behavior that may greatly affect system behavior. Therefore, when applying analogies one
must always be careful to explicitly state assumptions made in the modeling process.

Numerical tools, on the other hand, do not yield the same insights of analytical tools, but provide
other and more detailed insights into real system behavior and performance. Typically these tools become
most useful later in the design process, both for tradeoff analysis and for detailed design work. The
availability of these tools opens many doors to modeling options that have in the past been closed and
allows us to consider options that have historically been considered unwieldy. For example, numerical
solution of nonlinear differential equations allows modeling of systems that had previously been
approached only with linear approximations.

Partial vs. Ordinary Differential Equations

One modeling choice that must be made is whether we must model the dynamics of the system using
ordinary or partial differential equations. Partial differential equations must be used whenever values of
interest vary spatially as well as temporally. For example, if we are considering the design of a robot arm,
we are free to use ordinary differential equations if we consider the arm to be rigid, partial differential
©2002 CRC Press LLC
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ffector? In this case we can make a lumped parameter model of the arm that summarizes its
 terms of end effector motion and dynamic forces on the driver and end effector. When can
 parameter model be used? There are two restrictions. First, the details of the variation of
r space must be uninteresting to us. If we need to know these details (for example, to determine
tration, or temperature distribution) we cannot apply the simplified model. Secondly, the

ential equation may not be amenable to forming a lumped form due to its complexity.

c vs. Deterministic Models

hat must be made in the modeling of system behavior is how uncontrolled variability will be
in the model.15 The approach taken depends a great deal on the source and characteristics of
ty. For example, the values of some system parameters may not be precisely known, but may
over time. Others may vary slowly over time in unknown ways. In the first case, the sensitivity

 to parameter value can be determined, using a variety of both analytical and numerical
In the latter case, one must examine the speed of parameter variation to determine if the
e analyzed in quasi-steady state or if the dynamics of the parameter variations are coupled
amics of the system. For this purpose, it is often useful to write equations in dimensionless
time and scale constants indicate critical speeds for coupling.
 variation of parameters over time must be considered or when some inputs to a system have
 variability, we must choose whether to model the input as an arbitrary signal or a signal

 statistical parameters. In the first case, we have just another input and can analyze the system
y to this input. In the second case, we can characterize the system in terms of autocorrelation
t spectral measures and use optimal filtering techniques to reduce uncertainty.16 A key point
ical modeling of a system is to base the model on the known variability of the process rather
ng additive, white, Gaussian noise at every turn.17 

. Nonlinear

techniques are available for the analysis of linear time invariant systems. Unfortunately, the
us nonlinear components. One advantage of modeling techniques that allow us to divide a
tem into simpler sub-components is that we can often isolate nonlinearities as individual
d develop linear models for them. For small variations about a differentiable point on a
rve, we can always find a linear model, but the value of this model might be extremely limited
n its accuracy over a reasonable range of input values. In the case of a discontinuous or
iable nonlinearity, there is a greater problem. A linear model can be found only when we are

 discontinuity or when the discontinuity is small compared to the linear portion of the model.
 nonlinearities also add essentially new behaviors to systems that are not possible in purely

s. For this reason alone, nonlinear models are needed in certain circumstances. As an
 a linear system, stable oscillations are only theoretically possible for differential equations
imaginary eigenvalues. Positive real parts lead to growing oscillations, while negative real
 damped oscillations. Clearly, the behavior of such a system is highly sensitive to system
Small variations will either kill the oscillation or drive the system into nonlinear regions of
urthermore, even for perfect oscillators, the amplitude of oscillations is unconstrained.
onlinear system such as the Van der Pol equation:

 

amping term that increases with the magnitude of the oscillation. For oscillations small
 y0 the oscillations grow, while larger oscillations are damped. This and other essentially
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nonlinear behavior cannot be modeled adequately with linear models. Although once this behavior is
recognized through the use of a nonlinear model, the resulting steady-state system (a stable oscillator)
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eled for many purposes using its linear (although physically unrealizable) equivalent.
ng differential equations to model a system, we must be particularly careful in our choice of
sure and in how we group parameters. For example, in the Van der Pol equation above, we
n alternative scale for y such that y0 is 1 and a time scale such that ω is 1. In this case we have

y0, τ = ω t, and ε = α/ω. This scaling provides a dimensionless equation as well as providing
n of the system’s natural time scale, the scale of y, and an indication that the size of α relative
ortant. In general, we find that writing equations in dimensionless form provides three
First, as mentioned above, the scaling factors provide a sense of time scale and magnitude of
res of the system’s dynamic behavior. Second, the dimensionless parameters that result from
hysical system parameters provide a way of characterizing the behavior of a wide range of
rms of parameters that are easily mapped. Third, by putting the equation into dimensionless
 able to categorize it and recognize similar equations in different domains. 
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23
Signals and Systems

23.1 Continuous- and Discrete-Time Signals
Signal Classification1–4 • Singularity Functions • Basic 
Continuous-Time Signals • Basic Discrete-Time 
Signals • Analysis of Continuous-Time Signals • Fourier 
Analysis of CT Signals • Fourier Transform • Sampled 
Continuous-Time Signals • Frequency Analysis of Discrete-
Time Signals • The Discrete Fourier Transform6,8,13

23.2 z Transform and Digital Systems 
The z Transform • Digital Systems and Discretized 
Data • The Discrete Fourier Transform • The Transfer 
Function • State-Space Systems • Digital Systems 
Described by Difference Equations (ARMAX Models) •
Prediction and Reconstruction • The Kalman Filter

23.3 Continuous- and Discrete-Time 
State-Space Models
Introduction • States and the State-Space • Relationship
Between State Equations and Transfer-Functions •
Experimental Modeling Using Frequency-Response •
Discrete-Time State-Space Modeling • Summary

23.4 Transfer Functions and Laplace Transforms
Transfer Functions • The Laplace Transformation •
Transform Properties • Transformation and Solution of a 
System Equation

23.1 Continuous- and Discrete-Time Signals

Signals are physical variables or quantities measured at various parts of a system, which when processed
yield the desired information. A wide variety of signals are often encountered in describing many practical
systems. Electrical signal, in form of current and voltage, is the most easily measured quantity, hence the
need to use sensors and transducers to transform other non-electrical quantity into electrical signals.
These signals must be processed by appropriate techniques if desirable results are to be obtained. Several
methods of signal representation, suitable for effective signal processing in both time and frequency
domains, are discussed in this section.

Signal Classification1–4

Signals are broadly classified as either continuous-time (CT) or discrete-time (DT) signals, and each of
these may in turn be categorized as deterministic or random signals. A deterministic signal can always
be expressed mathematically, whereas the time of occurrence or value of a random signal cannot be
predicted with certainty. A CT signal, x(t), has a specified value for every value of time, t, while a DT
signal, x(n), has specified a value only at discrete points, that is, for integer values of n. Closely related
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T signals are analog and digital signals, respectively. If the amplitude of a signal can take on
 a continuous range, then it is an analog signal. On the other hand, the amplitude of a digital
ave only finite number of values at discrete points. Examples of continuous-time, discrete-
, and random signals are shown in Fig. 23.1.
istic signals fall into two main categories, namely periodic and aperiodic signals. A periodic
e same values at times separated by one period, T, that is, x(t) satisfies the relation, x(t) =
 < t < ∞. An example of a CT periodic signal is a sinusoidal waveform of the form x(t) = A
, where θ is the phase in radians, Ω = 2πF is the frequency in radians per second, and F is
y in hertz. It should be noted that the frequency range for the analog sinusoids is −∞ < F < ∞.
T signal is described by x(n) = x(n + N), −∞, < n < ∞, where N represents the period. An

this is the sinusoidal waveform x(n) = A sin(2πrn + θ), −∞ < n < ∞, where r is the signal
er sample frequency and has values in the range −  ≤ r ≤ . Samples of sinusoids having
within this range are unique and distinct. However, DT sinusoids whose frequencies are
 an integer multiple of 2π are identical. Examples of analog and DT sinusoids are depicted

ministic signal that is not periodic is referred to as aperiodic or nonperiodic. Damped sinusoids
tial decaying signals are common examples of aperiodic signals. For some applications, it may

Description of some classes of signals: (a) continuous-time analog, (b) sampled-data, (c) digital
dom signal.

Description of periodic signals: (a) CT, (b) DT.
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(23.1)

age power is defined as

(23.2)

ly, x(t) is an energy signal if and only if 0 < E < ∞, which implies that P = 0. Similarly, x(t) is
al if and only if 0 < P < ∞, indicating E = ∞. A signal that fails to satisfy either definition is,
ither energy nor power signal. These definitions are also applicable to DT signals except that the
qs. (23.1) and (23.2) is replaced by summation. In general, periodic signals exist for all the
 such have infinite energy. However, they have finite average power, hence they are power
he other hand, bounded finite-duration signals are energy signals. The classification of a signal
rgy, finite power, or neither is important so that appropriate and effective procedures can be
its analysis.

ty Functions

unctions are useful for signal modeling, that is, they serve as basis for representing complex
plify their analysis.

mpulse Function

 or delta function is a mathematical model for representing physical phenomena that occurs
small time duration; this time duration can be assumed to be equal to zero. The unit delta
ot a mathematical function in the usual sense; rather it is a distribution or a generalized
us, the impulse function can be described by its effect on the test function φ(t), that is,

(23.3)

t) is continuous at t = 0. This equation shows the shifting property of the delta function. A
ot of the delta function is shown in Fig. 23.3(a). Table 23.1 shows the operating properties
function.

tep Function

p function is particularly useful for the mathematical analysis of CT signals. This is depicted
b), and is defined as

(23.4)

TABLE 23.1 Properties of the Delta Function

Property Mathematical Expression

Sampling

Shifting

Scaling  

Convolution

E x t( ) 2 td
T/2–

T/2

∫T→∞
lim=

P
1
T
--- x t( ) 2 td

T/2–

T/2

∫T→∞
lim=

φ t( )δ t( ) td
∞–

+∞

∫ φ 0( )=

u t( )
1, t 0>
0, t 0<




=

x t( )δ t a–( ) td
∞–

+∞

∫ x a( )=

x t( )δ t a–( ) x a( )δ t a–( )=

δ at b±( ) 1
a
-----δ t  b

a
--± 

 ≡

x t( )∗δ t a–( ) x τ( )δ t τ a––( ) τd
∞–

+∞

∫ x t a–( )= =
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m function is derived from the step function according to 

 Function

23.4) yields the ramp function shown in Fig. 23.3(c). The unit ramp function r(t) is expressed as

(23.5)

ore, integrating r(t) yields a unit parabolic signal of the form

(23.6)

picted in Fig. 23.3(d).

ntinuous-Time Signals

shows some of the elementary signals that are often encountered in signal analysis. Some of
 can be derived directly from the singular functions discussed above. For example, the unit
pulse signal that extends from −τ/2 to τ/2 can be expressed as

(23.7)

epicted in Fig. 23.4(a).

Description of singularity function: (a) impulse, (b) step, (c) ramp, (d) parabolic.

sgn t( ) 2u t( ) 1–=

r t( )
t, t 0≥
0, t 0<




=

a t( )
t2

2
--- , t 0≥

0, t 0<





=

t( ) u t
τ
2
--+ 

  u t
τ
2
--– 

 –=∏
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gular function, denoted as Λ(t), is defined as

(23.8)

 convolution theorem, to be discussed in section “Analysis of Continuous-Time Signals”, it
n that

 

signal is defined as

 (23.9)

triangular and sinc signals are shown in Figs. 23.4(b) and 23.4(c), respectively.

crete-Time Signals

ple sequence, denoted as δ(n), is defined as

Description of basic CT signal: (a) rectangular pulse, (b) triangular pulse, (c) sin c function.

Λ t( )
1 t , t 1<–

0, otherwise



=

Λ t( ) t( ) ∗ t( )∏∏=

sinc t( )
πt( )sin

πt
------------------ , t 0≠

1, t 0=





=

δ n( )
1, n 0=
0, otherwise




=
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It is also referred to as the unit impulse sequence or Kronecker delta function. The working properties
of the unit sample sequence are analogous to that of δ(t) and these are shown here:

Note that th
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e scaling property is only applicable when both a and b/a are integers. Two other basic signals
l for analysis are the unit step and unit ramp signals. The unit step sequence, u(n), is defined as

(23.10)

 unit ramp signal, denoted as r(n), is given by

e three sequences are related as follows:

.5 illustrates the above DT sequences.

of Continuous-Time Signals

ations on Signals

me important operations that are often performed on signals so as to understand either their
cs or the physical phenomena generating them. The three most common operations are
e scaling, and reflection. Examples of these operations are illustrated in Fig. 23.6, where x(t)
 as

x n( )δ n m–( )
n= ∞–

∞

∑ x m( )=

x n( )δ n m–( ) x m( )δ n m–( )=

δ an b±( ) δ n
b
a
--± 

 =

x n( ) ∗ δ n m–( ) x r( )δ n r– m–( )
n=−∞

∞

∑ x n m–( )= =

u n( )
1, n 0≥
0, n 0<




=

r n( )
n, n 0≥
0, n 0<




=

δ n k–( ) u n k–( ) u n k– 1–( )–=

u n( ) δ n m–( )
m= ∞–

n

∑=

r n( ) u n( ) ∗ u n 1–( )=

x t( )
t 1, 1– t 3≤≤+
3, 3 t 6≤<
0, otherwise






=
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lution and Correlation Integrals2

 convolution operation is often associated with systems studies, occasionally this operation
ed in analyzing signals obtained from a physical system. The convolution of two CT signals
 yields z(t), where

(23.11)

ion is not limited to time-domain since it is also used to determine the frequency-domain
sociated with the product of two time-domain signals. The cross-correlation function
 and y(t), denoted as Rxy(t), is defined as

(23.12)

e convolution there is no reflection operation here. Furthermore, the variable lag, t, is the
rameter that measures the degree of similarity between these two signals. If x(t) = y(t), then
ribes the autocorrelation function. Some properties of the correlation functions are given in

olution and correlation integrals are applicable to the energy as well as power signals. In the
r signals, the integral is taken over the period T and the result is scaled by 1/T. Correlation
portant as it leads to the computation of the energy spectral density for the transient signals,

pectral density for both periodic and random signals.

Description of basic DT signal: (a) unit pulse sequence, (b) unit step sequence, (c) ramp sequence.

z t( ) x t( ) ∗ y t( ) x τ( )y t τ–( ) τd
∞–

∞

∫= =

Rxy t( ) x t( ) y t( )⊕ x τ( )y∗ τ t–( ) τd
∞–

∞

∫= =
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nalysis of CT Signals

e discussed only the time-domain methods of analyzing CT signals. The convolution integral
lar interest since this can be used to study how a signal is modified as it passes through a
e is need to consider the frequency-domain methods of analysis since the convolution analysis
rious. Furthermore, the formulation of convolution integral is based on representing the
ifted δ-functions. In many applications, it is more appropriate and desirable to choose a set
al functions as the basic signals since this approach leads to a reduction in computational
s well as providing a graphical representation of the frequency components in a given signal.

l Basis Functions2,3

atically convenient to represent arbitrary signals as a weighted sum of orthogonal waveforms
 to a very much simplified signal analysis as well as showing the fundamental similarity

nals and vectors. Consider a set of basis function φ(t), i = 0, ±1, ±2,…. This is said to be
over an interval (t1, t2) if

(23.13)

Even/Reorder
Upper Bound , for any t

Basic operations on signal: (a) original signal, (b) scaling, (c) shifting, (d) reflection.

Rxx t( ) Rxx t–( )= Rxy t( ) Ryx t–( )=
Rxx 0( ) Rxx t( )≥ Rxy t( ) Rxx 0( )Ryy 0( )≤

φm t( )φk
∗ t( ) td

t1

t2

∫ Ekδ m k–( )=

ress LLC



where (t) stands for the complex conjugate of the signal. If Ek is equal to unity for all values of k, then
the φ(t) is an orthonormal set. It is relatively easy to approximate a given signal by an appropriate set of
orthonorma
Thus, a give

where
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l functions as this leads to minimum error between the actual signal and its approximation.
n signal x(t) with finite energy over the interval t1 < t < t2 can be expressed as

(23.14)

tion is referred to as the generalized Fourier series of x(t), and the constants ck, k = 0, ±1,
alled the Fourier series coefficients with respect to the orthogonal set {φ(t)}.
 the first M terms in Eq. (23.14) as (t), the resulting error function is

(23.15)

ting the average power of this error function and setting its derivatives with respect to ck to
an optimal set of {ck} that minimizes the error energy. Also, if (t) = x(t), then the
ns are said to be complete, that is, the error energy is equal to zero. When dealing with

nals, the time interval (t1, t2) is equal to the period, T, of the signal. In addition, φn(t) =
 often selected as the set of basis functions, for n = 0, ±1, ±2, …, and ω0 = 2π/T. The methods
g the Fourier series coefficients are subsequently discussed.

lex Exponential Fourier Series

l x(t) be such that x(t) = x(t + T) and that it satisfies the Dirichlet conditions:3

s absolutely integrable over its period, that is,

umber of maxima and minima of x(t) in each period is finite,
umber of discontinuities of x(t) in each period is finite,
x(t) can be expanded as

(23.16)

(23.17)

trary value of t1.
cients ck are called the complex Fourier series coefficients for the signal x(t), which, in general,
plex numbers.

x t( ) ckφk t( )
k= ∞–

∞

∑=

ck x t( )φ∗
k t( ) t, kd

t1

t2

∫ 0, 1, 2,…±±= =

x̂

eM t( ) x t( ) ckφ∗
k t( )

k=0

M

∑–=

x̂
M→∞
lim

x t( ) t ∞<d
t1

t1+T

∫

x t( ) cke
jkω0t

, ω0
k= ∞–

∞

∑ 2πf0= =

ck
1
T
--- x t( )e

jkω0t–
dt

t1

t1+T

∫=
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hlet conditions are only sufficient conditions for the existence of the Fourier series expansion.
 series expansion of signals, which does not satisfy these conditions, can still be obtained.
lex Fourier series coefficients can be determined by either directly evaluating the integral in
sing the method of differentiation. The latter method relies on differentiating x(t), for a
ber of times, to produce a train of impulses. These two methods of determining ck will now
.

the periodic signal shown in Fig. 23.7(a), which can be expressed as

ng this in Eq. (23.17) we have

f the magnitude and phase spectra of the complex Fourier series coefficients are shown in
for varied τ/T. 
the computation of the complex Fourier series coefficients of the signal shown in Fig. 23.8(a)
ethod of differentiation. This signal is expanded according to Eq. (23.16). Differentiating this
ce with respect to t yields

Rectangular periodic signal and its Fourier series coefficients.

x t( ) 1
T
--- t nT–

τ
-------------- 

 ∏
n= ∞–

∞

∑=

ck
1
T
--- x t( )e

j2πkf0t–
td

T/2–

T/2

∫=

1
T
--- e

j2πkf0t–
td

τ/2–

τ/2

∫=

1
πk
------sin kπf0τ( )=

τ f0sinc kf0τ( )=

x t( ) τ f0sinc kf0τ( )e
j2πkf0t

n= ∞–

∞

∑=

x″ t( ) j2πkf0( )2cke
j2πkf0t

k= ∞–

∞

∑=

ress LLC



    

which can b

Figure 23

    

will also be 

        

computed fr

where

Thus,

That is,

 

FIGURE 23.8

  

0066_Frame_C23  Page 11  Wednesday, January 9, 2002  1:53 PM

©2002 CRC P
e written as

.8(c) shows the result of differentiating x(t). It is noted that if a signal is periodic, its derivatives
periodic. This implies that βk is the complex Fourier series coefficient of x″(t) and can be
om

Illustration of the differentiation technique for Fourier series coefficient computation.

x″ t( ) βke
j2πkf0t

k= ∞–

∞

∑=

βk
1
T
--- x″ t( )e

j2πkf0t–
td

T/2–

T/2

∫=

x″ t( ) 2
A
T
--- δ t

T
2
---+ 

  2δ t( )– δ t
T
2
---– 

 +=

βk 8
A

T 2
------sin2 πkTf0

2
-------------- 

 – j2πf0k( )2ck= =

ck

2A

π2k2
---------- , k odd

0, otherwise





=
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od of determining ck, where applicable, is less laborious than the direct method.

ries for Real Signals3

l x(t) that satisfies the Dirichlet conditions can be expanded by the following procedure.
3.17) and replace k by −k, we obtain

(23.18)

he positive and negative coefficients are complex conjugates of each other for real signals.
nals, |ck| has even symmetry and ∠ck has odd symmetry with respect to k = 0. Denote ck =
then c−k = (ak + jbk)/2, so that

 real and defined as c0 = a0/2, then we can write

(23.19)

ionship, which only holds for a real periodic signal x(t), is called the trigonometric Fourier
sion. Since

 

(23.20)

(23.21a)

(23.21b)

 method of Fourier series expansion of real signals is given by

(23.22)

c0
1
T
--- x t( ) td

T/2–

T/2

∫ A
2
--- .= =

c k–
1
T
--- x t( )e

j2πkf0t
td

t1

t1+T

∫ 1
T
--- x t( )e

j– 2πkf0t
td

t1

t1+T

∫
∗

c∗
k= = =

cke
j2πkf0t

c k– e
j– 2πkf0t

+
ak jbk–

2
-----------------e

j2πkf0t ak jbk+
2

-----------------e
j– 2πkf0t

+=

x t( )
a0

2
---- ak 2πkf0t( ) bk 2πkf0t( )sin+cos[ ]

k=1

∞

∑+=

ck = 
ak jbk–

2
----------------- 1

T
--- x t( )e

j2πkf0t–
td

t1

t1+T

∫=

1
T
--- x t( ) 2πkf0t( ) j 2πkf0t( )sin–cos[ ] td

t1

t1+T

∫=

ak
2
T
--- x t( ) 2πkf0t( )cos td

t1

t1+T

∫=

bk
2
T
--- x t( ) 2πkf0t( )sin td

t1

t1+T

∫=

a0
2
T
--- x t( ) td

t1

t1+T

∫=

x t( ) c0 ck 2πkf0t θk+( )cos
k=1

∞

∑+=
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where c0 is t
respectively. 
ck and θk are

Properties 

Knowledge 
many forms
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• half-w

The effects o
on Fourier s
of x(t) and y

TABLE 23.3 Fourier Series Symmetry Conditions

Type of Symmetry Real Fourier Series Coefficient Complex Fourier Series Coefficients Comments

Even periodi

Odd periodic

Half-wave ev

Half-wave od

x t( ) x t–(=

x t( ) x– –(=

x t( ) x t +
=

x t( ) x– t
=
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he dc component, ck and θk represent the amplitude and phase angle of the kth harmonic,
Equation (23.22) is called the harmonic form of Fourier series expansion of x(t). The parameters
 related to ak and bk according to

of the Fourier Series1,4

of signal symmetry can simplify its complex Fourier series coefficients computation. While
 of symmetry can be established, the following important types of symmetry are more often
 in signal analysis:

symmetry, x(t) = x(−t)

ymmetry, x(t) = −x(t)

ave odd symmetry, x(t) = −x(t + T/2)

f symmetry on the Fourier series computations are shown in Table 23.3. The other properties
eries are summarized in Table 23.4, where αk and βk are the complex Fourier series coefficients
(t), respectively.

c

ck has real value

Phase of ck is 
either zero or π

ck has imaginary values

Phase of ck is 
either π/2 or
−π/2

en symmetry a2k and b2k may have
nonzero values but

a2k+1 = 0, b2k+1 = 0

c2k ≠ 0
c2k+1 = 0

d symmetry a2k+1 and b2k+1 may have 
nonzero values but

a2k = 0, b2k = 0

c2k = 0
c2k+1 ≠ 0

TABLE 23.4 Properties of the Fourier Series

Property Signal Description Fourier Series Coefficients, ck

Linearity ax(t) + by(t); a, b constants aαk + bβk

Multiplication x(t)y(t) αk ∗ βk

Convolution x(t) ∗ y(t) αk βk

Parseval’s theorem

Time shift x(t ± τ)

Differentiation ( j2πkf0)
nαk

Integration ( j2πkf0)
−1αk, α0 = 0

)
ak

4
T
--- x t( ) 2πkf0t( )cos td

0

T/2

∫=

bk 0=

ck
1
2
--ak=

t)
ak 0=

bk
4
T
--- x t( ) 2πkf0t( )sin td

0

T/2

∫=

ck j
1
2
--– bk=

T
2
--- 



T
2
---+ 



1
T
--- x t( )2 td

t1

t1+T

∫ αk
2

k= ∞–

∞

∑
αke

j± 2πf0τ

dn

dtn
-------x t( )

x τ( ) τd
T∫

c0

a0

2
---- , ck ak

2 bk
2+ , θk tan 1–= = =

bk

ak

----
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Fourier Transform

Frequency domain method of analyzing periodic CT signals has been presented in the previous section.
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technique, termed the Fourier transform, is used for the analysis of aperiodic signals. The
t of the Fourier transform is based on Eqs. (23.16) and (23.17). Substituting (23.17) into (23.16)

(23.23)

T → ∞, then 1/T → df, kf0 → f, and Eq. (23.23) becomes

(23.24a)

(23.24b)

s of the Fourier Transform5,6

basic properties of the Fourier transform that are often used in analysis are given in Table 23.5.
ier transform pairs of the following basic signals are also useful for analysis:

 

p procedure is required in order to determine the Fourier transform of a periodic signal. If
iodic signal with period T, then x(t) can be Fourier series expanded as

(23.25)

the linearity property to this equation gives

(23.26)

ier transform of any periodic signal x(t). Eq. (23.26) explains the difference between the
ectrum produced by the Fourier series analysis and the amplitude spectral density produced

er transformation. Thus, the frequency spectrum is a (discrete) display of ck versus kf0, whereas

x t( ) 1
T
--- x λ( )e

j2πkf0λ–
λd

T/2–

T/2

∫ 
  e

j2πkf0t

k= ∞–

∞

∑=

X f( ) x t( )e j2πkft– td
∞–

∞

∫=

x t( ) X f( )e j2πft fd
∞–

∞

∫=

K Kδ f( )↔

t( ) 1
jπf
-------↔sgn

u t( ) 1
2
--δ f( ) 1

j2πf
----------+↔

2pf0t( ) 1
2
--δ f f0–( ) 1

2
--δ f f0+( )+↔cos

x t( ) cke
j2πkf0t

k= ∞–

∞

∑= , f0
1
T
---=

X f( ) ckδ f kf0–( )
k= ∞–

∞

∑=
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TABLE 23.5 Properties of the Fourier Transform
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E
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T
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e spectral density gives a continuous display of the amplitude density spectrum, which in
n the form of impulses, rather than just a number.
the Fourier transform of a train of impulses of the form

(23.27)

(23.28)

 Power Spectral Density6

) is an aperiodic signal with a Fourier transform X( f ), then its energy is given by

(23.29)

eval’s theorem and it shows that the principle of conservation of energy in the time and
omains holds. The amplitude spectrum X( f ) can be expressed as

inearity ax  + by ; a, b constants aX  + bY

venness and oddness

ime shift e−j2πfτX

ime scale x

ime reversal x(−t) X∗

uality X x

ime convolution x  ∗ y X Y

requency convolution x y X  ∗ Y

odulation X

ime differentiation

requency differentiation tnx

ntegration

orrelation Y X

arseval’s theorem

t( ) t( ) f( ) f( )

x t–( ) x t( )=
x t–( ) x– t( )=

X f( ) 2 x t( ) 2πft( )cos td
0

∞

∫=

X f( ) 2– x t( ) 2πft( )sin td
0

∞

∫=

x t t–( ) f( )

at( ) 1
a
-----X

f
a
-- 

 

f( )
t( ) f–( )

t( ) t( ) f( ) f( )
t( ) t( ) f( ) f( )

x t( )e
j2πf0t

f f0–( )

dn

dtn
-------x t( ) j2pf( )nX f( )

t( ) j
2p
------ 

 
n dn

df n
--------X f( )

x τ( ) τd
∞–

∞

∫ 1
j2πf
---------- X f( ) 1

2
--X 0( )δ f( )+

Rxy τ( ) y t( )x t τ–( ) td
∞–

∞

∫= f–( ) f( )

x t( ) 2 td
∞–

∞

∫ X f( ) 2 fd
∞–

∞

∫

p t( ) δ t nT–( )
n= ∞–

∞

∑=

P f( ) 1
T
--- δ f kFs–( ), Fs

k= ∞–

∞

∑ 1
T
---= =

E Rxx 0( ) x t( ) 2 td
∞–

∞

∫ X f( ) 2 fd
∞–

∞

∫= = =

X f( ) X f( ) X f( )∠=
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al energy of the signal is given by

(23.30)

 represents the distribution of the signal energy as a function of frequency. Sxx( f ) is termed
pectral density for the finite energy signal x(t).
a periodic signal x(t) with an autocorrelation function

(23.31)

s the signal power. Following the same procedure for energy signals, we define Sxx( f ) as the
sform of Rxx(τ) so that

(23.32)

s termed the power spectral density of the periodic signal x(t).
 to analyze stationary random signals also arises in many practical situations. The properties
ls can be inferred from their correlation functions. For example the autocorrelation function,

tationary random signal decreases and goes to zero as τ increases since the events become
 for a large separation of time. Hence, φxx(τ) = φxx(−τ) and its Fourier transform exists.

ly we can write

(23.33)

) and φxx(0) represent, respectively, the power spectral density and the average power of a
cess.

Continuous-Time Signals

e (DT) signals arise either naturally or by sampling continuous-time (CT) signals; however,
m is more often encountered in practice. In this case, a digital signal is formed from a CT

gh the process of analog-to-digital conversion. The first part of this process is the sampling
g signal, that is, the conversion of x(t) into x(nTs), where Ts is the sampling period and its

s = 1/Ts, is the sampling frequency in samples per second. The sampling frequency must be
y selected to avoid spectral distortion (aliasing), thereby ensuring that x(t) can be reconstructed
ples. To gain a good understanding of this procedure the sampling process is examined in the
main.

Sxx f( ) X f( ) 2=

E Sxx
∞–

∞

∫ f( )df=

Rxx τ( ) 1
T
--- x t( )x∗ t τ–( ) td

−T/2

T/2

∫T→∞
lim=

Rxx 0( ) 1
T
--- x t( ) 2 td

T/2–

T/2

∫T→∞
lim=

P Rxx 0( ) Sxx f( ) fd
∞–

∞

∫= =

φxx 0( ) Γxx
∞–

∞

∫= f( ) fd
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mpling6–9

 idealized impulse-sampling process shown in Fig. 23.9, where x(t) is to be sampled using
impulses p(t), so that

(23.34)

fference between xs(t) and x(nTs) is that the former is essentially a CT signal with zero values
 integer values of Ts, while the latter is a perfectly selected sample of x(t) as a result of impulse

ier transform of Eq. (23.34) yields

(23.33)

 is the spectrum of x(t).

Ideal impulse sampling process: (a) bandlimited continuous-time signal and its Fourier transform,
pulses and its spectra, (c) sampled signal and its spectra.

xs t( ) x t( )p t( ) x t( ) δ t nTs–( )
n= ∞–

∞

∑ x nTs( )δ t nTs–( )
n= ∞–

∞

∑= = =

Xs f( ) X f( ) ∗ P f( ) Fs X f Fs–( )
k= ∞–

∞

∑= =
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As shown in Fig. 23.9(c), it is obvious that when Fs − FM ≥ FM , there is no overlapping of the spectra and
the signal x(
overlap, resu
version. Con
that

that is,

This is ca
Nyquist freq
termed alias
an ideal low
spectrum, w

Suppose w
with no alia

Note that

so that its in

This is th
multiplying 

Practical S

The above d
bandlimited
and ideal lo
conversion o
sampled, qu
called anti-a
Fs /2 prior to

0066_Frame_C23  Page 18  Wednesday, January 9, 2002  1:53 PM

©2002 CRC P
t) can be recovered completely from xs(t). However, if Fs − FM < FM the replicas of X( f ) will
lting in a distorted spectrum and as such, x(t) can no longer be recovered from its sampled
sequently, in order to recover x(t) from its samples, the sampling frequency should be such

lled the Nyquist sampling theorem. The minimum sampling frequency Fs = 2FM is called the
uency. Sampling a signal at less than the Nyquist frequency results in a spectral distortion
ing. Furthermore, sampling a signal at a frequency of at least Nyquist frequency implies that
-pass filter (LPF) with a gain of 1/Fs and cutoff frequency Fc can be used to recover its original
here 
e want to reconstruct x(t) from its samples. Assume that X( f ) is the spectrum of x(nTs),

sing, as shown in Fig. 23.9(c). Thus,

(23.36)

(23.37)

verse Fourier transform is given by

(23.38)

e formula for the reconstruction of x(t) from its samples. That is, x(t) is generated by
the appropriately shifted function g(t) = sinc(tFs) by the corresponding samples of x(nTs).

ampling8–10

iscussion on sampling is based on the idealized models of periodic impulse sampling and
 interpolation. In practice, CT signals are not precisely bandlimited just as impulse signals
w-pass filters do not exist physically. Figure 23.10 represents the block diagram for the
f continuous signals into their discrete forms. The continuous-time signal is prefiltered,

antized, and finally encoded into finite-length words of, say, b bits. The prefilter, which is also
liasing filter (AAF), is a low-pass filter that is needed to limit the input signal bandwidth to
 sampling to avoid aliasing. In practice this filter will possess non-ideal characteristics, hence

Fs FM FM≥–

Fs 2FM≥

FM Fc Fs FM.–≤≤

Xa f( )

1
Fs

----X f( ), f
Fs

2
----≤

0, f
Fs

2
---->






=

Xa f( ) x nTs( )e
j2πnfTs–

n= ∞–

∞

∑=

xa t( ) 1
Fs

---- x nTs( ) e
j2πf t−nTs( )

Fs/2–

Fs/2

∫ df
n= ∞–

∞

∑=

x nTs( )
π t nTs–( )/Ts[ ]sin

π t nTs–( )/Ts

---------------------------------------------
n= ∞–

∞

∑=
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 designed to provide sufficient attenuation, usually to a level undetectable by the analog-to-
rter (ADC) at frequencies above the Nyquist frequency.
tered signal is fed into the ADC where it will be converted to a DT signal. The ADC has an
ple-and-hold circuit and it operates at the sampling rate of Fs; however, the sampling function

idth as opposed to the impulse sampling discussed above. The sampling operation can be
 the finite-width pulse sampler shown in Fig. 23.11(b), in which the sampling gate is open
 Ts seconds and shorted to ground the remainder of the sampling interval. Here p(t) is

e Fourier series expanded as

ier transform of the sampled signal can be written as

 ck is not constant in this expression (as opposed to the impulse sampling) since its value
the harmonic number (k) as well as the duty cycle τ /Ts . The discrete-time signal, x(nTs), is
quantizer where each sample is transformed into one of the nearest finite sets of prescribed
s, (n) = Q(x(nTs)), where (n) is the quantized sample. The quantization process is shown
(d) for zero-order sample hold ADC, where Li denotes the quantization level and ∆ is the
 step. The quantization error (or noise) incurred in this process is

0 Practical sampling of continuous-time signals.

p t( )
t nTs–

τ
---------------- 

 ∏
n= ∞–

∞

∑=

p t( ) cke
j2πkfst

n= ∞–

∞

∑=

ck
τ
Ts

-----sin c k
τ
Ts

----- 
 =

Xs f( ) ckX f kFs–( )
n= ∞–

∞

∑=

x̂ x̂

Li
∆
2
--- x nTs( ) Li

∆
2
---+<<–
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1 Finite-width pulse sampling signals and spectra: (a) bandlimited signal and spectrum, (b) finite-
f pulses and its transform, (c) sampled signal and its spectra, (d) quantization process.
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istical considerations, the noise power is found to be ∆2/12 watts. A common measure of the
 of the ADC is the ratio of the signal power to noise power, and this is called the signal-to-
 noise power, which expressed in decibels (dB) is

SQNR(dB) = 1.76 + 6.02b

Analog Conversion8–12

ion of the analog signal from its sampled form is closely akin to lowpass filtering of the
al. Figure 23.12 shows how an analog signal can be reconstructed by filling the gaps between
 holding the current value constant till the next sample is received. Consider an ideal

on filter with an impulse response function h(t), then its response is given by

e Fourier transform of this equation gives

is the periodic spectrum of x(nTs) as shown in Fig. 23.13 and h(t) = sinc(Fst). Note that h(t)
l; hence it cannot be used for real-time applications. Furthermore, since h(t) is not time-
nfinite number of impulse responses must be used for interpolating between values in order
ct results. Consequently, alternative reconstruction filters such as zero-order hold (staircase),
r fractional-order holds are used in practice. However, the staircase reconstruction filter is,
, the simplest and most widely used in practice. The impulse response of this filter is given

2 Digital-to-analog conversion process.

3 Frequency response of the ideal reconstruction filter.

y t( ) x nTs( )h t nTs–( )
n= ∞–

∞

∑=

Y f( ) H f( )X f( )=
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t) − u(t − Ts) since it must have a duration of Ts seconds to fill the entire gap between the
us, in effect this filter, as its name implies, generates a staircase approximation to the original
l. The frequency response of the filter is

e output of the staircase reconstruction filter is smoother than its sampled form, see Fig. 23.14(a),
spurious high-frequency components due to the sudden jumps in the staircase levels as

pled values are considered. In addition, holding each of x(nTs) by Ts seconds introduces a
 Ts/2 to the output signal. However, this time delay has virtually no effect on the quality of
gnal. Figure 23.14(b) compares the signal spectra before and after the staircase reconstruction
ted that the output spectrum is slightly distorted due to non-ideal characteristics of Ho( f )

torted and attenuated versions of X( f ) remain centered at nonzero multiples of Fs. These
pectral replicas may be removed by using an anti-imaging filter.8,11,12 In essence, the anti-
r smoothens out the discontinuities produced by the staircase reconstruction filter as illus-
. 23.15.

y Analysis of Discrete-Time Signals

of discrete-time (DT) signals in the frequency domain is very much similar to that of continuous-
nals. As in the CT analysis, the techniques for the analysis depend on the type of signal. Analysis
DT signals will be considered first.

ime Fourier Transform6–8

osition of an aperiodic DT signal into its frequency components is carried out using discrete-
 transformation (DTFT). Thus, the DTFT of x(n) is given by

(23.39)

e Fourier transform of analog signal, X( f ) is periodic with period Fs; hence, the frequency
DT signal is unique over the frequency interval (−Fs /2, Fs /2) or, equivalently (0, Fs). Note
.39) must be absolutely summable in order for X( f ) to exist, that is,

4 (a) Staircase reconstruction in frequency domain, (b) Result of staircase reconstruction in frequency

Ho f( ) T
πf Ts( )sin

πf Ts

------------------------e
jπf Ts–

=

X f( ) x n( )e j2πfn–

n= ∞–

∞

∑=

x n( ) ∞<
n= ∞–

∞

∑
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ctrum of a signal exists, then we can find the signal from its spectrum through the inverse
nverse DTFT of X( f ) is given as

ies of the DTFT of a DT signal are shown in Table 23.6.
gnals, the convolution of two sequences x(n) and y(n) is expressed as

(23.40)

oss-correlation function of x(n) and y(n) is given by

 y(n), then the autocorrelation of x(n) is

5 (a) Reconstruction of analog signal, (b) effect of anti-image postfiltering.

x n( ) 1
Fs

---- X f( )e j2πfn fd
Fs– /2

Fs/2

∫=

x n( ) ∗ y n( ) x m( )y n m–( )
m= ∞–

∞

∑=

Rxy n( ) x n( ) y n( )⊕ x m( )y∗ m n–( )
m= ∞–

∞

∑= =

Rxx n( ) x m( )x∗ m n–( )
m= ∞–

∞

∑=
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exception of the reflection operation (for the convolution), the procedures for computing
ion and correlation are the same. Hence, it is more computationally efficient to use the same
r evaluating both functions. To achieve this, one of the sequences is reflected (only for the
nalysis), followed by convolution operation, that is,

of an aperiodic signal is computed from

ng the conjugated form of (23.40) into this equation gives

(23.41)

ion relates the distribution of the energy of an aperiodic signal to frequency. The quantity
led the energy spectral density of x(n). The DTFT of some commonly encountered signals
 Table 23.7.

 symmetry (real signal)

symmetry (real signal)

rity ax  + by aX  + bY

 shifting x(n − m) e−j2π fmX

 reversal x X

olution x ∗y X Y

elation Rxy  = x  ⊕ y Sxy  = X Y

er–Khintchine theorem Rxx Sxx

ency shifting X

ulation

iplication x y

rentiation in the 
uency domain nx

 differencing x  − x

ation

ugation x∗ X∗

val’s theorem

xe n( ) 1
2
-- x n( ) x n–( )+{ }= Xe f( ) xe n( ) 2πnf( )cos

n= ∞–

∞

∑=

xo n( ) 1
2
-- x n( ) x n–( )–{ }= Xo f( ) xo n( ) 2πnf( )sin

n= ∞–

∞

∑–=

n( ) n( ) f( ) f( )
f( )

n–( ) f–( )
n( ) n( ) f( ) f( )

n( ) n( ) n( ) f( ) f( ) f–( )
n( ) f( )

e
j2πf0n

x n( ) f f0–( )

x n( ) 2pnf0( )cos
1
2
-- X f f0+( ) X f f0–( )+{ }

n( ) n( ) 1
Fs

---- X λ( )Y f λ–( ) λd
Fs

∫

n( ) j
2π
------dX f( )

df
----------------

n( ) n 1–( ) 1 e j2pf––( )X f( )

x m( )
m= ∞–

n

∑ X f( )
1 e j2πf––( )

------------------------
FsX 0( )

2
---------------- δ f mFs–( )

m= ∞–

∞

∑+

n( ) f–( )

x n( )y∗ n( )
n= ∞–

∞

∑ 1
Fs

---- X f( )Y ∗ f( ) fd
Fs

∫

Rxy n( ) x n( ) ∗ y∗ n–( )=

Rxx n( ) x n( ) ∗ x∗ n–( )=

E x n( )2

n= ∞–

∞

∑ x n( )x∗ n( )
n= ∞–

∞

∑= =

E
1
Fs

---- X f( ) 2 fd
Fs

∫ 1
Fs

---- Sxx f( ) fd
Fs

∫= =
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ourier Series6–8

) is a periodic DT signal with period N, then it is possible to obtain its discrete Fourier series
sion in a manner analogous to the computation of the complex Fourier series for the CT

 orthogonal basis function for the DFS is  = e j2πn/N so that the decomposition of x(n)
f N harmonically related complex exponentials is expressed as

(23.42)

esents the discrete Fourier series coefficients. Multiplying both sides of (23.42) by , summing
iod, and using the fact that

δ(n) 1

A, −∞ < n < ∞

u(n)

sgn(n)

αnu(n)

α|n|

nαnu(n)

e−αnu(n)

e−α |n|

cos(2πf0n + θ)

AFs δ f mFs–( ) , Fs

k= ∞–

∞

∑ 1
T
---=

1

1 e j2πf––
-------------------

Fs

2
---- δ f kFs–( )

k= ∞–

∞

∑+

Π n
2q 1+
--------------- 

 

Λ n
q
--- 

 

2q 1+( )πf[ ]sin
πf( )sin

---------------------------------------

sin2 πfq( )
qsin2 πf( )
-----------------------

2

1 e j2πf––
-------------------

1

1 αe j2πf––
------------------------ , α 1<

1 α2–

1 2α 2πf( ) α2+cos–
--------------------------------------------------- , α 1<

αe j2πf–

1 αe j2πf––( )2
------------------------------ , α 1<

1

1 e α j2πf+( )––
----------------------------- , α 0>

1 e 2α––

1 2e α– 2πf( ) e 2α–+cos–
--------------------------------------------------------- , α 0>

e
j2πf0n

Fs δ f f0 kFs+–( )
k= ∞–

∞

∑
Fs

2
---- e jθδ f f0 kFs+–( ) e j– θδ f f0 kFs+ +( )+{ }

k= ∞–

∞

∑
2πfcn( )sin
πn

-------------------------- Π f
2fc

------ 
 

WN
n–

x n( ) cke j2πkn/N

k=0

N−1

∑ ckWN
kn–

k=0

N−1

∑= =

WN
mn

WN
n k−m( )

k=0

N−1

∑ N, k m=

0,  k m≠



=
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(23.43)

coefficients {ck} provide the description of x(n) in the frequency domain since ck represents
e and phase spectra associated with the kth harmonic component. Note that {ck} is a periodic

th fundamental period N, that is, ck = ck+N. Hence, any N consecutive samples of the signal
oefficients provide a complete description of the signal in the time or frequency domains.
 Table 23.8, the properties of the DFS follow closely those given for the DTFT. One of the

tages of DFS over the DTFT is the replacement of the infinite summation in the DTFT by a
 the DFS, thus allowing the computations of DFS and inverse DFS by digital computers.
a periodic DT signal with period N, then its average power is

(23.44)

 (23.42) in (23.44) gives

(23.45)

arseval’s relation for the DT periodic signals, which indicates that the average power in x(n)
f the harmonics power. Consequently, the sequence |ck|

2 is the power spectral density as this
e distribution of power as a function of frequency.

rete Fourier Transform6,8,13

 Fourier transform (DFT) is an important and extremely powerful technique for analyzing
ontrary to the DTFT, the DFT is applicable to finite-length sequences and it produces finite-
te spectra. Consequently, this transformation is amenable to digital computations and it is

use in digital hardware implementations. As a result of its practicability, DFT has become a
ool for analyzing various waveforms or data that arise in many disciplines. 
is a mapping of an N sample sequence, x(n), into another N sequence X(k) in the frequency
t is,

(23.46)

Linearity

Time shift

Time-reversal c−k

Modulation ck−m

Real x(n)

xe(n) is an even DT signal

x0(n) is an odd DT signal

βmxm n( )
m=0

Q

∑ βmcm ,k

m=0

Q

∑
x n m–( ) ckWN

km

x n–( )
x n( )WN

mn–

x n( ) ck c∗
k=

xe n( ) Re ck( )
xo n( ) j Im ck( ){ }

ck
1
N
---- x n( )WN

kn, k
n=0

N−1

∑ 0, 1, 2,…, N 1–= =

P
1
N
---- x n( ) 2

n=0

N−1

∑=

P
1
N
---- x n( )x∗ n( )

n=0

N−1

∑ 1
N
---- x n( ) c∗

k WN
kn

k=0

N−1

∑ 
 
 

n=0

N−1

∑ ck
2

k=0

N−1

∑= = =

X k( ) x n( )WN
kn, k

n=0

N−1

∑ 0, 1,…, N 1–= =
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d the kth harmonic and this exists provided all the samples of x(n) are bounded. In order to
 from X(k) we need to perform inverse transformation. Thus, the inverse discrete Fourier
DFT) of X(k) is defined as

(23.47)

 and DFS are conceptually different in the sense that the DFS is only applicable to periodic
eas DFT assumes that the signal is periodic, that is, there is an inherent windowing of
 signal if analyzed by the DFT technique. Also the scaling factor is applicable to the synthesis
 the DFT operation, whereas it is used in the analysis equation in the DFS analysis.

 properties bear strong resemblance to those of the DFS and DTFT as shown in Table 23.9.
wing should be noted in the DFT computation: Circular shift operation can be considered
 the part of the sequence that falls outside of 0 to N − 1 to the front of the sequence, that is,
 N] is equivalent to x(N − n).
lt of the circular shift, linear convolution as given by Eq. (23.40) is different from circular
 given in Table 23.9. Thus,

inearity

ircular shift

odulation

ime reversal x∗ x∗

omplex conjugation x∗ X∗

ircular convolution X Y

ultiplication x y

arseval’s theorem

eal part of signal Re

maginary part of signal j Im

omplex even XR

omplex odd jXI

ny real signal

amxm n( )
m=0

Q

∑ amXm k( )
m=0

Q

∑
x n m–( )mod N[ ] WN

kmX k( )
WN

qn– x n( ) X k q–( )mod N[ ]
n–  mod N[ ] k( )

n( ) k–  mod N[ ]

x m( )y n m–( )mod N[ ]
m=0

N−1

∑ k( ) k( )

n( ) n( ) 1
N
---- X m( )Y k m–( )mod N[ ]

m=0

N−1

∑

x n( )y∗ n( )
k=0

N−1

∑ 1
N
---- X k( )Y ∗ k( )

k=0

N−1

∑

x n( ){ } 1
2
-- X k( ) X ∗ N k–( )+{ }

x n( ){ } 1
2
-- X k( ) X ∗ N k–( )–{ }

xce n( ) 1
2
-- x n( ) x∗ N n–( )+{ }= k( )

xco n( ) 1
2
-- x n( ) x∗ N n–( )–{ }= k( )

x n( ) X k( ) X ∗ N k–( )=
XR k( ) XR N k–( )=
XI k( ) X– I N k–( )=
X k( ) X N k–( )=
X k( )∠ X N k–( )∠–=

x n( ) 1
N
---- X k( )WN

kn– , n
k=0

N−1

∑ 0, 1,…, N 1–= =

x n( )⊗N y n( ) x m( )y n m–( )mod N[ ]
m=0

N−1

∑ x n m–( )mod N[ ]y m( )
m=0

N−1

∑= =
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where x[(n − m)mod N] is the reflected and circularly translated version of x(n). However, by appropriate
selecting the value of N, both the circular and linear convolution can be the same. Thus, if signals x(n)
and y(n) are
N ≥ N1 + N2

Circular c
sequences x(
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 of length N1 and N2, respectively, then circular and linear convolution are the same provided
 − 1.
orrelation can be implemented by circular convolution since the cross correlation of the two
n) and y(n) can be expressed as

. (23.46) and (23.47), it is noted that to compute the DFT coefficients would require N 2

ltiplications and N(N − 1) complex additions. This can be a computational load if N is very
urier transforms (FFTs) are different types of algorithms that have been developed to speed
utation of the DFT coefficients. Readers can refer to many textbooks where the development

us forms of the FFT algorithms has been discussed.7,8 It can be shown that the number of
s required for the FFT algorithms can be expressed as a constant times N ∗ log2 N. Conse-
e is a reduction in computation when an FFT algorithm is used for the DFT computation.

n the DFT Processing of Signals

g6,8

FT for DFT coefficients computation imposes some constraints on the value of N, for example
a power of 2 for radix-2 FFT algorithm. Also, circular convolution is an undesirable solution
ts from the IDFT of the product of the transform of two sequences. Zero-padding is a technique
ng the above situations, that is, the zero-padding is used either to augment the sequence
at either a radix-2 FFT algorithm can be used or to ensure that both the linear and circular
 are the same. In addition, this procedure is also used to provide a better-looking display of
ectrum since the frequency spacing of the FFT samples decreases as N increases.

es8,10

t spectrum of a sampled signal comprises the analog spectrum repeated at the integer multiples
ling frequency. The overlapping of the analog signal spectrum with its shifted versions causes
ractice, excessive errors due to aliasing are minimized by either increasing the sampling rate
g the signal to remove the high-frequency spectral components. Another source of error in the
ing of signals is the spectral leakage. This is caused by using a window to truncate an infinitely
o obtain a finite-length data for DFT processing. It is known that windowing the samples of a
time domain transforms to convolution of sampled signal spectrum and the window spectrum
ncy domain. Suppose the window width does not correspond to an integer multiple of periods
quency components of a discrete-time signal, then a single frequency component will spread
ther frequency locations in the DFT of the truncated data. This phenomenon causes spectral
d makes it difficult to determine whether or not two closely adjacent frequencies are present
pectral resolution becomes better if the window width is increased, or by choosing a window
h low sidelobes. The picket-fence effect arises because only a finite number of frequency points
ous-frequency spectrum are produced by the DFT. It is therefore possible to miss the peak of
frequency component in a signal because it is located between two adjacent frequency points
um. Since the frequency spacing ∆f = Fs/N, this problem can be alleviated by increasing N the
FT points while maintaining the same sampling rate, implying having more samples in the
ploying zero-padding technique.

eter Selection6

g period, Ts, frequency resolution (spacing), ∆f, and the DFT length, N, are the three parameters
 specified in performing DFT signal processing. Since Fs = N∆f = 1/Ts, these parameters are
ding to ∆f = 1/NTs. If Tx denotes the length of the sampled data, then Tx = MTs. Thus, there is

Rxy n( ) x n( )⊗N y n( )  x n( )⊗N y∗ n–( )mod N[ ]= =
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no spectral distortion if N ≥ M = Tx/Ts. Equivalently, there will be no spectral distortion if
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rs for the DFT processing of a sampled continuous signal must be carefully selected to avoid
ortion due to aliasing or data truncation. Assuming a window width of Tx seconds and that
as a maximum bandwidth of B hertz, then based on the sampling theorem we would have
iasing, provided Fs = 1/Ts ≥ 2B. Spectral leakage due to sharp data truncation is avoided
e frequency resolution is selected to satisfy 1/∆f = T ≥ Tx. Consequently, spectral distortion
ng and spectral leakage can be avoided if the length of the DFT is selected to satisfy N =
x .

s
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, 1998.
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Transform and Digital Systems

ansson

tem (or discrete-time system or sampled-data system) is a device such as a digital controller
lter or, more generally, a system intended for digital computer implementation and usually
eriodic interaction with the environment and with a supporting methodology for analysis

Of particular importance for modeling and analysis are recurrent algorithms—for example,
uations in input–output data—and the z transform is important for the solution of such

nsform is being used in the analysis of linear time-invariant systems and discrete time
 example, for digital control or filtering—and may be compared to the Laplace transform as
nalysis of continuous-time signals and systems, a useful property being that the convolution

-domain signals is equivalent to multiplication of their corresponding z transforms. The z
 important as a means to characterize a linear time-invariant system in terms of its pole–zero
 transfer function and Bode diagram, and its response to a large variety of signals. In addition,
mportant relationships between temporal and spectral properties of signals. The z transform
pears in the analysis of difference equations as used in many branches of engineering and
hematics.

∆f
1
T
--- 1

NTs

--------- 1
MTs

----------≤ 1
Tx

-----= = =
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The z Transform
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(23.48)

riable z has the essential interpretation of a forward shift operator so that

(23.49)

orm is an infinite power series in the complex variable z−1 where {xk} constitutes a sequence
ts. As the z transform is an infinite power series, it exists only for those values of z for which
nverges and the region of convergence of X(z) is the set of z for which X(z) takes on a finite
cient condition for existence of the z transform is convergence of the power series

(23.50)

n of convergence for a finite-duration signal is the entire z plane except z = 0 and z = ∞. For
infinite-duration sequence , a number r can usually be found so that the power series
r |z |  > r. Then, the inverse z transform can be derived as

(23.51)

ntour of integration encloses all singularities of X(z). In practice, it is standard procedure
ated results; some standard z transform pairs are to be found in Table 23.10.

ystems and Discretized Data

pling of signals and subsequent computation or storing of the results requires the computer
sampling and to handle the resulting sequences of numbers. A measured variable x(t) may
only as periodic observations of x(t) as sampled with a time interval T (the sampling period).
sequence can be represented as

(23.52)

ortant to ascertain that the sample sequence adequately represents the original variable x(t);
6. For ideal sampling it is required that the duration of each sampling be very short and the
ction may be represented by a sequence of infinitely short impulses δ(t) (the Dirac impulse).
led function of time be expressed thus:

(23.53)

(23.54)

k −∞

X z( ) � x{ } xkz k–

k=−∞

∞

∑= =

� xk+1{ } z� xk{ } zX z( )= =

xk z k– ∞<⋅
k=−∞

∞

∑

{xk}k=0
∞

xk
1

2pi
-------- X z( )zk−1dz∫°=

xk{ } ∞–
∞ , xk x kT( ) for k …,  −1, 0, 1, 2,…= =

x∆ t( ) x t( ) T d t kT–( )
k=−∞

∞

∑⋅ x t( ) T t( )⋅= =

∆
T t( ) T d t kT–( )

k=−∞

∞

∑=
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TABLE 23.10 Properties of the z Transform

z transform �({ f }) = F(z)

FIGURE 23.1
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he sampling period T is multiplied to ensure that the averages over a sampling period of the
able x and the sampled signal x∆ , respectively, are of the same magnitude. A direct application
tized variable x∆(t) in Eq. (23.53) verifies that the spectrum of x∆ is related to the z transform

(23.55)

he original variable x(t) and the sampled data are not identical, and thus it is necessary to
 distortive effects of discretization. Consider the spectrum of the sampled signal x∆(t) obtained
er transform

(23.56)

(23.57)

k

Convolution �({ fk ∗ gk}) = �({ fk}) ⋅ �({gk})
�({ fk ⋅ gk}) = �({ fk}) ∗ �({gk})

Forward shift �({ fk+1}) = z�({ fk}) = zF(z)
Backward shift �({ fk−1}) = �({ fk}) = z−1F(z)
Linearity �({afk + bgk}) = a�({fk}) + b�({gk})
Multiplication �({akfk}) = F(a−1z)
Final value   

Initial value

Time Domain z Transform

Impulse �{δk} = 1,  z ∈ C

Step function

Ramp function xk = k ⋅ σk  

Exponential xk = ak ⋅ σk  

Sinusoid xk = sin ωk ⋅ σk  

6 A continuous-time signal x(t) and a sampling device that produces a sample sequence {xk}.

fk
k→∞
lim 1 z 1––( )F z( )

k→1
lim=

f0 F z( )
z→∞
lim=

dk

1, k 0=
0, k 0≠




=  

sk

0, k 0<
1, k 0≥




=  � sk( ) z
z 1–
----------- , z 1>=

 X z( ) z

z 1–( )2
------------------ , z 1>=

 X z( ) z
z a–
----------- , z a>=

 X z( ) z wsin

z2 2z wcos– 1+
-------------------------------------- , z 1>=

x(t) Sampling
device

{xk}

X∆ iw( ) � x t( )  T t( )⋅{ } T xk exp iwkT–( )
k=−∞

∞

∑ TX eiwT( )= = =

X∆ iw( ) � x∆ t( ){ } � x t( ){ } ∗ � T t( ){ }= =

� T t( ){ } d w 2p
T
------ k– 

 
k=−∞

∞

∑ T
2p
------ 2p/T w( )= =
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(23.58)

urier transform X∆ of the sampled variable has a periodic extension of the original spectrum
 the frequency axis with a period equal to the sampling frequency ωs = 2π/T. There is an
esult based on this observation known as the Shannon sampling theorem, which states that
ous-time variable x(t) may be reconstructed from the samples  if and only if the
quency is at least twice that of the highest frequency for which X(iω) is nonzero. The original
 may thus be recovered as

(23.59)

ula given in Eq. (23.59) is called Shannon interpolation, which is often quoted though it is
or infinitely long data sequences and would require a noncausal filter to reconstruct the
time signal x(t) in real-time operation. The frequency ωn = ωs /2 = π/T is called the Nyquist
d indicates the upper limit of distortion-free sampling. A nonzero spectrum beyond this limit
rference between the sampling frequency and the sampled signal (aliasing); see Fig. 23.17.

7 Illustration of aliasing appearing during sampling of a sinusoid x(t) = sin 2π ⋅ 0.9t at the insufficient
uency 1 Hz (sampling period T = 1) (upper graph). The sampled signal exhibits aliasing with its major
milar to a signal x(t) = sin2π ⋅ 0.1t sampled with the same rate (lower graph).

X∆ iw( ) � x t( ){ } ∗ � T t( ){ } X i w 2p
T
------ k– 

 
k=−∞

∞

∑= =

{xk}−∞
+∞

x t( ) xk

p
T
--- t kT–( )sin

p
T
--- t kT–( )

-------------------------------
k=−∞

∞

∑=

0 2 4 6 8 10 12 14 16 18 20

0 2 4 6 8 10 12 14 16 18 20
Time [samples]

Sinusoid x(t) of frequency f=0.1 Hz and sampled 1 Hz

Sinusoid x(t) of frequency f=0.9 Hz and sampled 1 Hz

Time [samples]
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rm X(z) at N equally spaced points on the unit circle z = exp(iωkT) = exp[i(2π/NT)kT] for
 − 1 defines the discrete Fourier transform (DFT) of a signal x with a sampling period h and
ents:

(23.60)

the discrete Fourier transform  is only defined at the discrete frequency points

(23.61)

e discrete Fourier transform adapts the Fourier transform and the z transform to the practical
s of finite measurements. Similar properties hold for the discrete Laplace transform with z =
ere s is the Laplace transform variable.

sfer Function

 following discrete-time linear system with input sequence {uk} (stimulus) and output sequence
se). The dependency of the output of a linear system is characterized by the convolution-
n and its z transform,

(23.62)

quence {vk} represents some external input of errors and disturbances and with Y(z) = �{y},
, V(z) = �{v} as output and inputs. The weighting function h(kT) = , which is zero
k and for reasons of causality is sometimes called pulse response of the digital system (compare
onse of continuous-time systems). The pulse response and its z transform, the pulse transfer

(23.63)

e system’s response to an input U(z); see Fig. 23.18. The pulse transfer function H(z) is obtained

(23.64)

8 Block diagram with an assumed transfer function relationship H(z) between input U(z), disturbance
diate X(z), and output Y(z).

k k=0

Xk DFT x kT( ){ } xl iwklT–( )exp
l=0

N−1

∑ X e
iwkT

( )= = =

{Xk}k=0
N−1

wk
2p
NT
-------- k, for k 0, 1,…, N 1–= =

yk hmuk−m vk+
m=0

∞

∑ hk−mum vk, k+
m=−∞

k

∑ …, −1, 0, 1, 2,…= = =

Y z( ) H z( )U z( ) V z( )+=

{hk}k=0
∞

H z( ) � h kT( ){ } hkz k–

k=0

∞

∑= =

H z( ) X z( )
U z( )
-----------=

U(z) X(z) Y(z)

V(z)

ΣH(z)
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and provides the frequency domain input–output relation of the system. In particular, the Bode diagram
is evaluated as |H(z)| and arg H(z) for z = exp(iωkT) and for |ωk | < ωn = π/T, that is, when H(z) is
evaluated fo
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r frequency points up to the Nyquist frequency ωn along the unit circle.

ce Systems

 to the input–output representations by means of transfer functions are the state-space
ns. Consider the following finite dimensional discrete state-space equation with a state vector

put  and observations 

(23.65)

se transfer function

(23.66)

ut variable

(23.67)

le effects of initial conditions x0 appear as the first term. Notice that the initial conditions
wed as the net effects of the input in the time interval (−∞, 0).

ystems Described by Difference Equations (ARMAX Models)

t class of nonstationary stochastic processes is one in which some deterministic response to
input and a stationary stochastic process are superimposed. This is relevant, for instance,
ternal input cannot be effectively described by some probabilistic distribution. A discrete-
can be formulated in the form of a difference equation with an external input {uk} that is
idered to be known:

(23.68)

n of the z transform permits formulation of Eq. (23.68) as

(23.69)

(23.70)

uk �
p,∈ yn �

m.∈

xk+1 Φxk Γuk+=
k 0, 1,…=

yk Cxk Duk+=





H z( ) C zI Φ–( ) 1– Γ D+=

Y z( ) C Φkz k– x0 H z( )U z( )+
k=0

∞

∑=

k a1yk−1
…– anyk−n– b1uk−1

… bnuk−n wk c1wk−1
… cnwk−n+ + + + + ++–=

A z 1–( )Y z( ) B z 1–( )U z( ) C z 1–( )W z( )+=

A z 1–( ) 1 a1z 1– … anz n–+ ++=

B z 1–( ) 1 b1z 1– … bnz n–+ ++=

C z 1–( ) 1 c1z 1– … cnz n–+ ++=
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Stochastic models including the A polynomial, according to Eqs. (23.69) and (23.70), are known as
autoregressive (AR) models and models including the C polynomial are known as moving-average (MA)
models, whe
moving aver
to 1 or that 
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reas the B polynomial determines the effects of the external input (X). Notice that the term
age is here somewhat misleading, as there is no restriction that the coefficients should add
the coefficients are nonnegative. An alternative description is finite impulse response or all-

 full model of Eq. (23.69) is an autoregressive moving average model with external input
nd its pulse transfer function H(z) = B(z−1)/A(z−1) is stable if and only if the poles—that is,
 numbers z1,…, zn solving the equation A(z−1) = 0—are strictly inside the unit circle, that is,
 zeros of the system—that is, the complex numbers z1,…, zn solving the equation B(z−1) =
 on any value without any instability arising, although it is preferable to obtain zeros located
e the unit circle, that is, |zi| < 1 (minimum-phase zeros). By linearity {yk} can be separated

rely deterministic process {xk} and one purely stochastic process {vk}:

(23.71)

of decomposition (Eq. (23.71)) that separates the deterministic and stochastic processes is
e Wold decomposition.

n and Reconstruction

e problem of predicting the output d steps ahead when the output {yk} is generated by the
el,

(23.72)

iven by a zero-mean white noise {wk} with covariance �{wiwj} =  In other words,
at observations {yk} are available up to the present time, how should the output d steps ahead
 optimally? Assume that the polynomials A(z−1) and C(z−1) are mutually prime with no zeros
et the C polynomial be expanded according to the Diophantine equation,

(23.73)

ed by the two polynomials

(23.74)

tion of z−1 as a backward shift operator and application of Eqs. (23.72) and (23.73) permit
tion

(23.75)

A z 1–( )X z( ) B z 1–( )U z( )=
and

A z 1–( )V z( ) C z 1–( )W z( )=



 yk xk vk+=

Y z( ) X z( ) V z( )+=





A z 1–( )Y z( ) C z 1–( )W z( )=

s w
2 dij.

C z 1–( ) A z 1–( )F z 1–( ) z d– G z 1–( )+=

F z 1–( ) 1 f1z 1– … fnF z nF– , nF+ ++ d 1–= =

G z 1–( ) g0 g1z 1– … gnG z nG– , nG+ ++ max nA 1, nC– d–( )= =

yk+d F z 1–( )wk+d
G z 1–( )
C z 1–( )
--------------- yk+=
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Let us, by  denote linear d-step predictors of yk+d based upon the measured information available
at time k. As the zero-mean term F(z−1)wk+d of Eq. (23.75) is unpredictable at time k, it is natural to
suggest the f

The predi
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ollowing d-step predictor:

(23.76)

ction error satisfies

(23.77)

k} denote the conditional mathematical expectation relative to the measured information
ime k. The conditional mathematical expectation and the covariance of the d-step prediction
ailable information at time k is

(23.78)

 that the predictor of Eq. (23.76) is unbiased and that the prediction error only depends on
edictable noise components. It is straightforward to show that the predictor of Eq. (23.76)
 lower bound of Eq. (23.78) and that the predictor of Eq. (23.76) is optimal in the sense that
n error variance is minimized.

3.1—An Optimal Predictor for a First-Order Model

 the first-order ARMA model

(23.79)

nce of a one-step-ahead predictor  is

(23.80)

al predictor satisfying the lower bound in Eq. (23.80) is obtained from Eq. (23.80) as

(23.81)
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which, unfortunately, is not realizable as it stands because wk is not available to measurement. Therefore,
the noise sequence {wk} has to be substituted by some function of the observed variable {yk}. A linear
predictor ch
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osen according to Eq. (23.76) is

(23.82)

an Filter

e linear state-space model

(23.83)

nd {wk} are assumed to be independent zero-mean white-noise processes with covariances
, respectively. It is assumed that {yk}, but not {xk}, is available to measurement and that it is
predict {xk} from measurements of {yk}.
 the state predictor,

(23.84)

ctor of Eq. (23.84) has the same dynamics matrix  as the state-space model of Eq. (101.83)
tion, there is a correction term  with a factor Kk to be chosen. The prediction

(23.85)

ction-error dynamics is

(23.86)

 prediction error is governed by the recursive equation

(23.87)

n square error of the prediction error is governed by

(23.88)

ote

(23.89)

.88) is simplified to

(23.90)
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(23.91)

he last term depends on Kk. Minimization of Pk+1 can be done by choosing Kk such that the
idefinite Kk-dependent term in Eq. (23.91) disappears. Thus Pk+1 achieves its lower bound for

(23.92)

an filter (or Kalman–Bucy filter) takes the form

(23.93)

 optimal predictor in the sense that the mean square error (Eq. (23.88)) is minimized in each

3.2—Kalman Filter for a First-Order System

e state-space model

(23.94)

nd {wk} are zero-mean white-noise processes with covariances  and 

an filter takes on the form

(23.95)

t of one such realization is shown in Fig. 23.19.

Terms

ive (AR) model: An autoregressive time series of order n is defined via yk = amyk−m

he sequence {wk} is usually assumed to consist of zero-mean identically distributed stochastic
les wk.
ive moving average (ARMA) model: An autoregressive moving average time series of order
fined via yk = amyk−m + cmwk−m. The sequence {wk} is usually assumed to consist

o-mean identically distributed stochastic variables wk.
lace transform: The discrete Laplace transform is a counterpart to the Laplace transform
pplication to discrete signals and systems. The discrete Laplace transform is obtained from

transform by means of the substitution z = exp(sT), where T is the sampling period.
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rage (MA) process: A moving average time series of order n is defined via yk = cmwk−m.
equence {wk} is usually assumed to consist of zero-mean identically distributed stochastic
les wk.
del: AR, MA, ARMA, and ARMAX are commonly referred to as rational models.

: A sequence of random variable {yk}, where k belongs to the set of positive and negative
rs.
: A generating function applied to sequences of data and evaluated as a function of the
lex variable z with interpretation of frequency.

s

. and Jenkins, G. M. 1970. Time Series Analysis: Forecasting and Control. Holden-Day, San
isco, CA.
. 1947. Filters and servo systems with pulsed data. In Theory of Servomechanisms, H. M.

, N. B. Nichols, and R. S. Philips, eds., McGraw-Hill, New York.
. and Watts, D. G. 1968. Spectral Analysis and Its Applications. Holden-Day, San Francisco,

. 1993. System Modeling and Identification. Prentice-Hall, Englewood Cliffs, NJ.
56. Synthesis and critical study of sampled-data control systems. AIEE Trans. 75: 141–151.
E. and Bertram, J. E. 1958. General synthesis procedure for computer control of single and
loop linear systems. Trans. AIEE. 77: 602–609.

9 Kalman filter applied to one-step-ahead prediction of xk+1 in Eq. (23.94). The observed variable
 {xk}, and the predicted state  the estimated variance {Pk} and {Kk}, and the prediction error 
 a 100-step realization of the stochastic process. (Source: Johansson, R. 1993. System Modeling and
 Prentice-Hall, Englewood Cliffs, NJ.)
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. 1950. Theory of discontinuous control. Avtomatika i Telemekhanika. Vol. 5.
949. Extrapolation, Interpolation and Smoothing of Stationary Time Series with Engineering
ations. John Wiley & Sons, New York.

nformation

etical efforts developed in connection with servomechanisms and radar applications
947]. Tsypkin [1950] introduced the discrete Laplace transform and the formal z transform
as introduced by Ragazzini and Zadeh [1952] with further developments by Jury [1956].
diction theory was originally developed by Kolmogorov [1939] and Wiener [1949] whereas
ethods were forwarded by Kalman and Bertram [1958]. Pioneering textbooks on time-series

 spectrum analysis are provided by Box and Jenkins [1970] and Jenkins and Watts [1968].
ccounts of time-series analysis and the z transform and their application to signal processing
nd in

nheim, A. V. and Schafer, R. W. 1989. Discrete-Time Signal Processing. Prentice-Hall, Englewood
, NJ.

is, J. G. and Manolakis, D. G. 1989. Introduction to Digital Signal Processing. Maxwell MacMillan
d., New York.

me-series analysis and its application to discrete-time control is to be found in

m, K. J. and Wittenmark, B. 1990. Computer-Controlled Systems, 2nd ed., Prentice-Hall,
wood Cliffs, NJ.

e-series analysis and methodology for determination and validation of discrete-time models
pects of system identification are to be found in

sson, R. 1993. System Modeling and Identification. Prentice-Hall, Englewood Cliffs, NJ.

s to monitor current research are

Transactions on Automatic Control

Transactions on Signal Processing

 easy-to-read survey articles for signal processing applications are

ow, J. A. 1990. Signal processing via least-squares error modeling. IEEE ASSP Magazine.
31, October.

eder, M. R. 1984. Linear prediction, entropy, and signal analysis. IEEE ASSP Magazine.
1, July.

ontinuous- and Discrete-Time State-Space Models

ng, Qingze Zou, and Santosh Devasia

ion

n we introduce the modeling of continuous- and discrete-time systems using the state-space
he state-space approach is a technique that uses a set of first order differential equations to
e behavior of a system in the time-domain. The state-space approach has an advantage over
omain approaches such as the transfer-function approach: it can be used to model linear,
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in the time-domain can be readily solved by a digital computer or microprocessor, which
pproach quite useful for the design and control of modern mechatronic systems. Further-
is a wide variety of available computer software, such as MATLAB [2], that take advantage
space form for analyzing and solving design problems. Therefore, the state-space approach
to investigate the behavior and facilitate in the design of both continuous- and discrete-time
 fundamentals of which will be the focus of this section.
lowing, we begin with an example: the modeling of a piezoceramic actuator and use the
oughout the section. The concept of a system state is introduced and we explain the state-
on for linear systems and present its solution. The topic of linearization of nonlinear systems
ntioned. The relationships between time- and frequency-domain models are discussed and
 for obtaining a state-space model using experimental frequency-domain (frequency-
ta is presented. This section closes with a discussion of discrete-time state-space modeling
ing remarks. Useful MATLAB commands are also included as footnotes.

d the State-Space

le Piezoceramic Actuator

 modeling a piezoceramic actuator, which is an example mechatronic (electromechanical)
n a voltage is applied to a piezoceramic material, its dimension changes. This change in
an be used to precisely position an object or tool (such as a sensor), therefore making

cs suitable actuators for a wide variety of applications. For example, due to their ability to
tioning with sub-nanometer level precision, piezoceramic actuators have become ideal for
notechnologies. In particular, a piezo-tube actuator is used in scanning probe microscopes
Fig. 23.20) to precisely position a probe tip for high-precision nanofabrication, surface
, and the acquisition of images of atoms [3]. The probe tip can be positioned in the three
xes (x, y, and z), with each motion controlled by an independent voltage source (Vx(t), Vy(t),
canning of the probe is performed parallel to the sample surface along the x- and y-axis; the
ment allows motion of the probe perpendicular to the sample surface. An accurate mathe-
el of the dynamics of a piezo-tube actuator is required for the analysis and design of SPM
esigner can exploit the known information of the system from its model to improve or
esign for building faster and more reliable SPMs. For example, an approach that has been

0 The main components of a scanning probe microscope (SPM) used for surface analysis, which
iezo-tube actuator, the probe tip, and the sample. The configuration of the probe tip and sample with
 coordinate axes (x, y, and z) are shown in the magnified view.
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implemented is the inversion-based control method, which finds the inputs required to
t tracking by inverting the system model [3]. This technique works best when the dynamics
 are well characterized and understood. In general, the analysis and design of control systems
 a system model. Thus for analysis and design, it is crucial to obtain an accurate mathematical
escribes the behavior of a system. Modeling of the example piezo-tube system is considered
ing.

el of a Piezo-Tube Actuator
el the dynamics of the piezo-tube actuator along the z-axis where the input is the applied

 and the output of the system is the displacement of the probe tip z(t). We begin the modeling
ng the system as an isolated mass, an ideal spring, and a damper as shown in Fig. 23.21(a).

ass of the piezo-tube is lumped into one mass element m, the internal elastic behavior of
be is modeled as a spring, and the structural damping in the piezo-tube is modeled as a
 viscous friction element (such models are referred to as lumped models [4]). A mathematical
 between the applied voltage Vz(t) and the displacement of the probe tip z(t) can be obtained
al laws. Applying Newton’s second law (the sum of all external forces Fi acting on a body is
oduct of its mass m and acceleration (t)) we can write the equation of motion as

(23.96)

 in Fig. 23.21(b) (the free body diagram), there are three external forces acting on the piezo-
he force exerted by the spring is assumed to be proportional to the displacement of the probe

(23.97)

he spring constant with SI units [N/m]. Second, the damping force is considered to be
l to the velocity of the probe tip (t), i.e.,

(23.98)

1 (a) A simple lumped model of the piezo-tube actuator modeled along the z-axis consisting of a mass,
a damper [4]. The positive z-direction is indicated by the arrow and the “+” sign. (b) The forces acting
free body diagram).
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oportional to the induced strain ε. Hence, the induced force Fp(t) (stress σ times the cross-
a) is proportional to the applied voltage Vz(t), i.e.,

(23.99)

 constant with SI units [N/V]. Rewriting Eq. (23.96) in terms of the three external forces,
 of motion becomes

(23.100)

ed the mass-spring-damper model. Note that the relationship between the input voltage Vz(t)
lacement z(t) of the probe tip (i.e., the model of the dynamics) is a second order differential
e response of the probe tip (displacement of mass m) to an applied voltage Vz(t) can be

the frequency-domain by using the Laplace transform technique [6, Chapter 2, section 5];
 state-space approach can be used to obtain the solution directly in the time-domain. In the
ctions, the state-space approach to modeling is presented and the mass-spring-damper model

-tube actuator will be used as an example.

 System

 introducing the concept of a state, which is the basis for the state-space approach. In general,
e defined as the following: 

x(t0) of a dynamic system at time t0 is a set of variables that, together with the input u(t),
determines the behavior of the system for all t ≥ t0 [7, Chapter 2, section 1.1].

ntal to this definition is the notion that the state summarizes the current configuration of a
refore, the memory of a dynamical system is preserved in the state variables at the current
ed initial condition), and the future behavior of the system is determined by the initial
t0) and the applied input u(t), for t ≥ t0. The state of a system can be written as the set 

(23.101)

e number of states.1 Any set of variables that satisfy the above definition can be a valid state,
ate is not unique [8, Chapter 2, section 2].

riables required to describe the mass-spring-damper system can be chosen as the position
city (t) of the mass. We can write the state vector as

(23.102)

ssion on the minimal set of states required to describe a system (minimal realization), see [7, Chapter 7].
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e x(t)) can be determined by solving the differential Eq. (23.100).

 State-Space Equation and Its Solution

system, the evolution of the states of a system over time can be described by a set of linear
ifferential equations of the form:

(23.103)

he number of states (or the order of the system) and p is the number of inputs.2 Defining
ctor as 

(23.104)

e vector x(t) as defined in Eq. (23.101), the set of first order differential equations given by
 can be rewritten in compact matrix form as [8, Chapter 2, section 2]

(23.105)

s an n × n matrix and B(t) is an n × p matrix. For a system defined with q outputs y(t), which
 to be a linear combination of the state x(t) and input u(t), we can write the output equation as

(23.106)

gher order differential equation, a set of first order differential equations can be obtained by a procedure
uction to first order as presented in [9].

dx1 t( )
dt

--------------- a11 t( )x1 t( ) … a1n t( )xn t( ) b11 t( )u1 t( ) …b1p t( )up t( )+ + + += =

dx2 t( )
dt
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M
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M
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where C(t) is a q × n matrix and D(t) is a q × p matrix. In general, the matrices A(t), B(t), C(t), and D(t)
are time varying; however, in this chapter we will only consider the time-invariant case where A, B, C,
and D are c
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ẋ1 t( ) ż̇= t(
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onstant matrices, then Eqs. (23.107) and (23.108) are called the linear time-invariant (LTI)
tput equations, respectively.3

(23.107)

(23.108)

nse of the system to an applied input can be quantified by the evolution of the system state
output y(t). The state-space Eq. (23.107) is a set of first order differential equations in matrix
 can be solved in time for a given initial condition x(t0) as [8, Chapter 3]

(23.109)

 solution (23.109) is the sum of two terms: the first term is the effect of initial condition x(t0)
nd is the effect of the applied input u(t) between t0 ≤ τ ≤ t.4 Using the output Eq. (23.108)

e solution given by (23.109), the output y(t) becomes

(23.110)

 response y(t) to an applied input u(t) is characterized by the system matrices (A, B, C, D).
, the output y(t) will be bounded for any bounded input if the system is stable and the system
he real parts of all the eigenvalues of A are less than zero (strictly negative) [8, Chapter 4,

s-spring-damper example system, the state-space equation can be found by differentiating
t) defined in Eq. (23.102) and using the equation of motion (23.100) to obtain

(23.111)

e the position of the mass z(t) to be the output of the system, and write the state-space and
tion in the form given by Eqs. (23.107) and (23.108) as

(23.112)

(23.113)

iled discussion of the solution of linear time-varying equations, see [7, Chapter 4, section 5].
LAB command 1sim simulates the time response of LTI models to arbitrary inputs.
LAB command eig(A)returns the eigenvalues of the system matrix A.

ẋ t( ) Ax t( ) Bu t( )+=

y t( ) Cx t( ) Du t( )+=

x t( ) e
A t−t0( )

x t0( ) eA t−t( )

t0

t

∫ Bu t( )dt+=

y t( ) Ce
A t−t0( )

x t0( ) CeA t−t( )

t0

t

∫ Bu t( )dτ Du t( )+ +=

) x2 t( )=

) k
m
---- 

  z t( )–
c
m
---- 

  ż t( )–
b
m
---- 

  Vz t( )+ k
m
---- 

  x1 t( )–
c
m
---- 

  x2 t( )–
b
m
---- 

  u t( )+= =

ẋ t( ) 0 1

k/m( )– c/m( )–
x t( ) 0

b/m
u t( )+=

y t( ) 1 0 x t( )=
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Linearization of Nonlinear Systems

A general form of the state-space equation (for nonlinear systems) is
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(23.114)

(23.115)

 h can be nonlinear functions.6 The behavior of nonlinear systems is beyond the scope of
however, a detailed discussion can be found in [10]. The behavior of a nonlinear system can
ated by a linear model in a neighborhood of an equilibrium point. Such linearizations

 the analysis and design of nonlinear systems because the tools developed for linear systems
ied under certain conditions [10]. Let x0 and u0 be the equilibrium point and equilibrium
ctively, such that [10, Chapter 1]

(23.116)

(23.117)

small perturbations in the equilibrium point x(t) = x0 + (t), the input u(t) = u0(t) + (t),
put y(t) = y0 + (t). If the perturbation (t) is small for all t, we obtain the following by
23.114) in Taylor series (neglecting higher order terms of (t) and (t)):

(23.118)

ng that g(x0, x0) = 0 we obtain

(23.119)

(23.120)

s  and  are the Jacobians evaluated at x0 and u0. Equation (23.119) is a linear state
d is valid for small perturbations about x0 and u0. A similar result can be obtained for the
 in the output from the equilibrium value y0 as

(23.121)

(23.122)

LAB command ode45 can be used to obtain the numeric solution to the general nonlinear state space

ẋ t( ) g x, u( )=

y t( ) h x, u( )=

g x0, u0( ) 0=

h x0, u0( ) y0=

x u
y x

x u

ẋ0 ẋ t( )+ g x0 x+ t( ),u0 u t( )+( )=

ẋ t( ) g x0, u0( )
∂g
∂x
------

x=x0
u=u0

x t( ) ∂g
∂u
------+

x=x0
u=u0

u t( )+=

ẋ t( ) Ax t( ) Bu t( )+=

A
g∂
x∂

-----
x=x0
u=u0

and B
g∂
u∂

------
x=x0
u=u0

= =

A B

y t( ) Cx t( ) Du t( )+=

C
h∂
x∂

-----
x=x0
u=u0

and D
h∂
u∂

------
x=x0
u=u0

= =
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Relationship between State Equations and Transfer-Functions
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o-output relationship of a dynamic system in the frequency-domain is represented by a
ction, which can be obtained by taking the Laplace transform of (23.107) and (23.108) with
onditions as follows [8, Chapter 3, section 5]:

(23.123)

(23.124)

e Laplace variable. Solving (23.123) for X(s) and substituting into (23.124), the ratio of the
to input U(s) for a single-input single-output system (SISO) can be found as 

(23.125)

 n × n identity matrix. In Eq. (23.125), N(s) and D(s) are referred to as the numerator and
r polynomial of G(s), respectively.7

s to the state-space equation, the boundedness of the output response y(t) to a bounded
 characterized by the roots of the denominator polynomial D(s), i.e., the values of s for which
 particular, the output y(t) will be bounded for any bounded input, i.e., system is stable if
ts of all the roots of D(s) are less than zero (strictly negative).8 Alternatively, a convenient
etermine stability without having to find the roots of D(s) explicitly is the Routh–Hurwitz

erion [6, Chapter 6].

te-space description of the mass-spring-damper system defined in Eqs. (23.112) and (23.113),
function realization using Eq. (23.125) becomes

(23.126)

 the system is the applied voltage Vz(t) and the output is the displacement of the mass z(t).

-Response Using Transfer-Functions

near single-input single-output (SISO) stable system with transfer-function description G(s).
stem G(s) is excited by a sinusoidal input of the form

(23.127)

de P and frequency ω, the output response (after the transients decay) will also be a sinusoid

(23.128)

LAB command ss2tf can be used to convert a state-space realization to a transfer-function.
AB command roots (den) can be used to find the roots of den, where den is the coefficients of D(s).

sX s( ) AX s( ) BU s( ),+=

Y s( ) CX s( ) DU s( ),+=

G s( ) Y s( )
U s( )
----------- C sI A–( ) 1– B D+= =

N s( )
D s( )
-----------=

G s( ) Y s( )
U s( )
----------- 1 0 s 1 0

0 1

0 1

k/m( )– c/m( )–
–

1–

0

b/m
0[ ]+= =

 
b/m

s2 c/m( )s k/m+ +
------------------------------------------=

u t( ) P wt( )sin=

y t( ) MP wt f+( )sin=
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with the same frequency 
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 and a phase shift 
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 [6, Chapter 8]. The output amplitude is the input amplitude
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 s = jω, i.e.,

(23.129)

magnitude gain M is expressed in units of decibels (dB), i.e., M [dB] = 20log M. The phase
 angle of G(s) evaluated at s = jω, i.e.,

(23.130)

f degrees. The plot of the magnitude gain M and the phase shift φ versus the frequency ω
ical representation of the frequency-response (Bode plots) of a system.9 These plots can be
erimentally by measuring the magnitude gain and phase shift between the input and output
 system over a range of frequencies. Additionally, a system’s transfer-function can be obtained

erimental frequency-response data by using curve-fitting software. In section “Experimental
sing Frequency Response,” we present this approach to determine a model for a system using
l frequency-response data.

unction to State-Space

State-Space to Transfer-Function,” a transfer-function model was obtained for a system in
orm. In the following, an approach for realizing a state-space model from a transfer-function
nted. For a realizable transfer function G(s) of a SISO system of the form

(23.131)

ble canonical state-space form written in terms of the coefficients of G(s) is

(23.132)

(23.133)

umber of states n is equal to the highest power of the denominator of G(s).10 The smallest
ension for realizing a system, referred to as the minimum realization, is an important factor
in analysis and design.11 Models of minimum order require less computational power in
nd implementation compared to higher order models. For information about other equiv-
cal state-space forms, refer to [7, Chapter 4, sections 3 and 4]. 

LAB command bode plots the magnitude gain and phase shift for a linear system.
LAB command tf2ss generates the controllable canonical form realization of a transfer function

seful commands include ss2tf, zp2tf, and tf2zp.
ailed discussion of minimal realizations for multi-input multi-output systems, see [7, Chapter 7].

M G s( ) s= jω=

φ G s( ) s= jω∠=

G s( )
b0sn b1sn−1 … bn+ ++
sn a1sn−1 … an+ ++

----------------------------------------------------=

ẋ t( )

a1– a2– … an−1– an–

1 0 … 0 0

0 1 … 0 0

M M O M M

0 0 … 1 0

x t( )

1

0

0

M

0

u t( )+=

y t( ) b1 a1b0–( ) b2 a2b0–( ) … bn anb0–( )[ ]x t( ) b0[ ]u t( )+=
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ntal Modeling Using Frequency-Response

 to modeling using experimental frequency-response data is presented in this section. Using
gnal analyzer (DSA), the frequency-response of the dynamics along the x-axis for the piezo-
r was measured.12 A sinusoidal input voltage Vx(t) with frequency varying between 10 Hz

was generated by a DSA and applied to the scanning probe microscope (SPM) system as
g. 23.22. Using an inductive sensor, the displacement xp(t) of the piezo-tube along the x-axis
d and fed back to the DSA to compute the frequency-response (M and φ versus frequency
ure 23.23 shows the Bode plots obtained by the DSA between the applied voltage Vx(t) and
f the inductive sensor y(t). An estimate of the system model from the frequency-response

2 A schematic of the experimental setup used to determine the frequency-response of the piezo-tube
nductive sensor measured the displacement of the actuator along the x-axis, and the frequency-response
 DSA were used to estimate the system model.

3 The experimental magnitude gain and phase versus frequency plots for the piezo-tube actuator
ng the x-axis with superimposed model frequency-response. Solid line represents experimental data;
presents results from estimated model.

Research Systems, model SRS785.
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data was then found with the MATLAB software.13 The transfer-function between the applied input
voltage Vx(t) and the output of the inductive sensor y(t) was found to be 

with units o
function bet
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G1 s( ) Y
V
----=

s6 1+
-----------=

G2 s( )
X
V
---=

 
s6 1.+
---------------=

Ĝ2 s( ) =

=

Ĝ2 s( ) =
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(23.134)

f V/V. Equation (23.135) was scaled by the inductive sensor gain (30 Å/V) and the transfer-
ween the applied voltage Vx(t) and the actual displacement of the piezo-tube xp(t) is given by

(23.135)

f Å/V.

ng of a Transfer-Function Model

below an approach for rescaling time for G2(s) from seconds [s] to milliseconds [ms]. We
 the time scaling property of the Laplace transform presented in [1, Chapter 3, section 1.4].
he Laplace transform of f(t), i.e.,

 (23.136)

otes the Laplace transform operator. Now, consider a new time scale defined as ,
 constant. The Laplace transform of (at) is given by

(23.137)

n (23.137), we can reduce the coefficients of G2(s) by changing the time units of both the
 u(t) and output signal y(t) as follows:

(23.138)

 rescale time for G2(s) from seconds [s] to millisecond [ms], we choose 
 rescaled transfer (s) becomes

(23.139)

LAB command invfreqs gives real numerator and denominator coefficients of experimentally
equency response data.

s( )
x s( )
---------

5.544 105s4 7.528 109s3 1.476 1015× s2 4.571 1018s 9.415 1023×+×–+×–×
.255 104s5 1.632 109s4 1.855 1013s3× 6.5 1017s2 6.25 1021s 1.378 1025×+×+×+ +×+×

-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

p s( )
x s( )
----------

1.663 107s4 2.258 1011s3 4.427 1016× s2 1.371 1020s 2.825 1025×+×–+×–×
255 104s5 1.632 109s4 1.855 1013s3× 6.5 1017s2 6.25 1021s 1.378 1025×+×+×+ +×+×
---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

L
f t( ) F s( )→

t̂ at=
f( t̂) f=

L

f t̂( ) f at( ) 1
a
-----F

s
a
-- 

 → F̂ s( )= =

Ĝ s( ) Ŷ s( )
Û s( )
-----------  

Y s/a( )/ a
U s/a( )/ a
------------------------  

Y s/a( )
U s/a( )
----------------== G

s
a
-- 

 = =

t̂ at 0.001t= =
Ĝ2

G2
s
a
-- 

 
a=0.001

G2 1000s( )

16.63s4 225.8s3 4.427 104s2 1.371 105s×– 2.825 107×+×+–

s6 12.55s5 1.632+ 103s4 1.855 104s3 6.5 105s2 6.25 106s 1.378 107×+×+×+×+×+
--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
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putational errors due to round off than the form G2(s), Eq. (23.135).

Space Model

ace realization for (s) expressed in controllable canonical form (Eqs. (23.132) and (23.133))
he following:

(23.140)

(23.141)

unit for Eqs. (23.140) and (23.141) are milliseconds [ms]. If the initial state at t0 is known,
he applied voltage Vx(t) defined for t ≥ t0, the future behavior of the system, i.e., the state
put y(t), can be determined from Eqs. (23.140) and (23.141), respectively.

Time State-Space Modeling

n

f discrete-time systems is important to the analysis and the design of modern mechatronics
re digital computers or small microprocessors are predominantly used to control systems.
puters and microprocessors output or acquire information at discrete time instants. For
e input applied by a digital computer to actuate the piezo-tube changes at discrete time
ilarly, the displacment of the piezo-tube can only be measured at specified time instants

 computers; therefore, in comparison to a continuous-time control system where the input
ge continuously over time, the input of a discrete-time system changes once in a while. Such
e systems are studied next.
a continuous-time system with continuous input u(t) and output y(t) as described by Eqs.
 (23.108). Let a digital computer or microprocessor be used to provide the input u[k] and

 output y[k] as depicted in Fig. 23.24 (such systems with continuous and discrete signals are

4 A block diagram of a discrete-time system showing signals in graphic from. Note that u[k] = u( )
), for k = 0,1,2,…, and the sampling period T is assumed to be constant.

Ĝ2
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ed to the continuous system from a digital computer or microprocessor and is held constant
ime interval T (zero-order hold). A sampler acquires the output of the continuous system at
stant T yielding the discrete output y[k]. The discrete system is between the input u[k] and
[k] [11, Chapter 1].14 The equivalent discrete-time state-space representation of the contin-
ate-space model given by Eqs. (23.107) and (23.108) is given by (the details of the formulation
d in [11, Chapter 5, section 5]) 

(23.142)

(23.143)

(23.144)

s CD and DD are not changed by the sampling.15 This discrete model (Eqs. (23.142) and
the representation of the sampled-data system shown in Fig. 23.24.

o the Discrete-Time State-Space Equations

 to the discrete model (Eqs. (23.142) and (23.143)) is given by

(23.145)

(23.146)

pling step k. Details of the formulation can be found in [11, Chapter 5, section 3]. The state
] to an applied input u[k] is characterized by the system matrices (AD, BD, CD, DD). In
e output y[k] will be bounded for any bounded input u[k] if the system is stable. A system

given by Eq. (23.142) is stable if the magnitude of all the eigenvalues of AD are less than unity,
n the unit circle center at the origin of the z-plane [11, Chapter 5, section 6].

sform and Relationship with the State-Space

-output relationship in the frequency-domain for a discrete-time system is represented by
ansfer-function called the z-transform, written in terms of the variable z [12, Chapter 4].
o the continuous-time case, the model of a dynamic system in discrete transfer-function
 useful in the design and control of systems [12, Chapter 7]. If the system model is available
ansfer-function form, then a state-space realization can be found as follows. Given a discrete
ibed by the following z-transform G(z):

(23.147)

t discuss quantizing and quantization error. See [11, Chapter 1, section 3] for details.
ontinuous-time state-space model (A, B, C, D), the MATLAB command c2d, gives the discrete time
 a specified sampling period T.

x k 1+[ ] ADx k[ ] BDu k[ ]+=

y k[ ] CDx k[ ] DDu k[ ]+=

AD eAT, BD eAl λd
0

T

∫ 
  B, CD C, and DD D= = = =

x k[ ] AD
k  x 0[ ] AD

k− j−1BDu j[ ]
j=0

k−1

∑+=

y k[ ] CAD
k  x 0[ ] C AD

k− j−1BDu j[ ] Du k[ ]+
j=0

k−1

∑+=

G z( )
d0 d1z 1– … dnz n–+ ++
1 c1z 1– … cnz n–+ ++

-----------------------------------------------------=
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(23.148)

(23.149)

er of states n is equivalent to the highest power of the denominator of G(z). For information
 equivalent canonical state-space forms, refer to [11, Chapter 5, section 2].

 continuous-time state-space model of the piezo-tube system described by Eqs. (23.140) and
digital computer with the sampling rate of 10 kHz (T = 1.0 × 10−4) is used to provide the
t u[k] and measure its displacement along the x-axis (output y[k]). The discrete-time state-
 with (AD , BD, CD, and DD) given by Eq. (23.144) is

(23.150) 

(23.151)

ation given by Eqs. (23.150) and (23.151) was found using the MATLAB command ‘c2d’.

d tools for modeling continuous- and discrete-time systems using the state-space approach
n. The state-space approach to modeling is a powerful technique for the analysis and design
nic and dynamic systems, and can take advantage of tools available in modern digital com-
icroprocessors. The discussion of the system states and the state-space was motivated by an

zo-tube actuator system. We considered the modeling of linear systems and a technique for
onlinear systems was briefly introduced. The frequency-response of a system and an approach
 using experimental frequency-response data was presented. Relationships between models

x k 1+[ ]

c1– c2– … cn−1– cn–

1 0 … 0 0

0 1 … 0 0

M M  M M

0 0 … 1 0

x k[ ]

1

0

0

M

0

u t[ ]+=

y k[ ] d1 c1d0–( ) d2 c2d0–( ) … dn cnd0–( )[ ]x k[ ] d0[ ]u k[ ]+=

0.999 0.163– 1.85– 65.0– 624.5– 1377.1–

9.99 10 5–× 0.999 9.26 10 5–×– 3.25 10 3–×– 3.12 10 2–×– 6.69 10 2–×–

5.00 10 9–× 1.00 10 4–× 1 −1.08 10 7–× 1.04 10 6–×– 2.30 10 6–×–

1.67 10 13–× 5.00 10 9–× 1.00 10 4–× 1 2.60 10 11–×– 5.74 10 11–×–

4.17 10 18–× 1.67 10 13–× 5.00 10 9–× 1.00 10 4–× 1 1.15 10 15–×–

8.33 10 23–× 4.17 10 18–× 1.67 10 13–× 5.00 10 9–× 1.00 10 4–× 1

x k[ ]

  

9.99 10 5–×
4.99 10 9–×
1.67 10 13–×
4.17 10 18–×
8.33 10 23–×
1.39 10 27–×

u k[ ]+

y k[ ] 0 16.63 225.8 4.427 104 1.371 105 2.825 107××–×– x k[ ]=
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expressed in the frequency- and time-domain for both continuous- and discrete-time systems was
discussed. For additional details about the concepts mentioned in this section and those not covered, it
is recommen
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6. Dorf, R
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7. Chen, T
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ded that the reader consider the attached references for further reading.
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per Saddle River, NJ, 1997.
., et al., Creep, hysteresis, and vibration compensation for piezoactuators: atomic force

opy application, ASME J. Dyn. Syst., Meas., Control, 123, 35, 2001.
. N., Understanding Dynamic Systems—Approaches to Modeling, Analysis, and Design, Prentice-

glewood Cliffs, NJ, 1993.
i, M., et al., Easy method to characterize a piezoelectric ceramic tube as a displacer, Rev. Sci.
., 59, 4, 1988.
. C., and Bishop, R. H., Modern Control Systems, 9th ed., Prentice-Hall, Upper Saddle River,
1.
. C., Linear System Theory and Design, Oxford University Press, New York, 1999.
d, B., Control System Design: An Introduction to State-Space Methods, McGraw-Hill, New
86.

 T., State space, in The Control Handbook, Levine, W. S., CRC Press, Salem, MA, 1996, Chap. 5.
. K., Nonlinear Systems, 2nd ed., Prentice-Hall, Upper Saddle River, NJ, 1996.
., Discrete-Time Control Systems, 2nd ed., Prentice-Hall, Englewood Cliffs, NJ, 1995.
, G. F., et al., Digital Control of Dynamic Systems, 3rd ed., Addison-Wesley, Menlo Park, 1998. 

ransfer Functions and Laplace Transforms

n Dorny

 a system primarily through its behavior. Therefore, our mental image of a system usually
resentative response signals. The step response, the behavior when we suddenly turn on the
ch a system-characterizing signal. We should view the step response as a description of the
 impulse response is another description of the system. For a system represented by linear
quations, the unit-step response is the integral of the unit-impulse response.
resent time differentiation (d/dt) by the time-derivative operator, p. Then we can denote the
ive of a signal y by py, its second derivative by p2y, its integral with respect to time by (1/p)y,
his operator notation simplifies the expressions for differential equations. We shall use the

ystem equations to mean a set of differential equations that determines fully the behaviors of
nt variables that appear in those equations. We can reduce a linear set of system equations
nput–output system equation by eliminating all but one dependent variable from the set.
 function associated with that dependent variable is a mathematical expression that contains
tial information embodied in the system differential equation. 
ce transformation converts signals (functions of time) to functions of a complex-frequency

 σ + jω. There is a one-to-one correspondence between a signal and its Laplace transform.
ieve the time function by inverse transformation. Laplace transformation produces images
me properties that are more convenient than those of the original signals. In particular, time

g a signal corresponds to multiplying its Laplace transform by the complex-frequency
ence, the transformation converts linear constant-coefficient differential equations to linear
ations. Such simplifications of time-domain operations make Laplace transformation useful.
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ce transformation also converts the impulse response of a system variable to the transfer
 that variable. As a consequence, we can view the differential equation that represents a linear
 expression of the response of that system to an impulsive input.

Functions

splacements x1 and x2 and the compressive forces f1 and f2 within the branches of the lumped
. 23.25 are related to each other by the spring equation, the damper equation, and the balance
ode 2. The spring equation is f2 = k(x1 − x2). The equation for the damper is f1 = b(px1 − px2).
of forces requires that f1 + f2 = mp2x2. These equations describe fully the behavior of the system
 and mass are unenergized. (If the mass were moving and/or the spring were compressed,
ve to express separately their initial energy states to describe fully the future relations among
.)
 f1 and f2 from the equations to obtain the operational equation:

(23.152)

tial equation describes fully the zero-state relation between x1 and x2. Rearrange Eq. (23.152)
ratio 

(23.153)

q. (23.152) the transfer function from x1 to x2. The transfer function focuses attention on the
al operations that characterize the behavioral relationships rather than on the particular
e variables. (Note that the transfer function from v1 to v2, where v1 = px1 and v2 = px2, is the
transfer function given by Eq. (23.153).)
l, suppose that y1 and y2 are two variables related (in operator notation) by the linear
quation

(23.154)

 define the transfer function from y1 to y2 by

(23.155)

otation ZS means zero state. If y1 is an independent variable, then G(p) is the input–output
tion for the variable y2 and accounts fully for its behavior owing to the input signal y1. We
ne from that transfer function the behavior of the system for any source waveform and any

5 The lumped model of a mechanical
k

m

x1 x2

mp2 bp k+ +( )x2 bp k+( )x1=

x2

x1

---- bp k+
mp2 bp k+ +
-------------------------------=

y2 G p( )y1=

G p( )
y2

y1

----
ZS

=
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The Laplace Transformation

The one-sided Laplace transformation, �, is an integral operator that converts a signal f(t) to a complex-
valued funct
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ion F(s) in the following fashion:

(23.156)

the transformed function F(s) as the Laplace transform of the signal f(t). Picture the lower
he integral as a specific instant prior to but infinitesimally close to t = 0. It is customary to
ase symbol ( f ) to represent a signal waveform and an uppercase symbol (F) to represent its
sform. (Although we speak here of time signals, there is nothing in Eq. (23.156) that requires
unction of time. The transformation can be applied to functions of any quantity t.)
se the Laplace transformation to transform the signals of time-invariant linear systems. The
such a system for t ≥ 0 depends only on the input signal for t ≥ 0 and on the prior state of
ariable (at t = 0−). Hence, it does not matter that the Laplace transformation ignores f(t) for

ss of finding the time function f(t) that corresponds to a particular Laplace transform F(s)
erse Laplace transformation, and is denoted by � −1. We also call f(t) the inverse Laplace
 F(s). Since the one-sided Laplace transformation ignores t < 0−, F(s) contains no information
r t < 0−. Therefore, inverse Laplace transformation cannot reconstruct f(t) for t < 0−. We

l signals as if they are defined only for t ≥ 0−. Then there is a one-to-one relation between
.
te the Laplace transformation, we find the Laplace transform of the decaying exponential,
≥ 0−. The transform is 

(23.157)

uire σ  > −α, where σ is the real part of s, in order that the real-exponent factor converge
 upper limit. (The magnitude of the complex-exponent factor remains 1 for all t.) Therefore,

transform of the decaying exponential is defined only for Re[s] > −α. This restriction on the
 in the complex s plane is comparable to the restriction t ≥ 0− on the domain of f.

ficant features of the complex-frequency function 1/(s + α) are the existence of a single pole
tion of that pole, s = −α [rad/s]. (The pole defines the left boundary of that region of the
lane over which the transform 1/(s + α) is defined.) The significant features of the corre-

e function are the fact of decay and the rate of decay, with the exponent −α [rad/s]. There
allels between the features of f(t) and F(s). We should think of the whole complex-valued
s representing the whole time waveform f.
nd transformation example, let f(t) = δ(t), the unit impulse, essentially a unit-area pulse of
uration. It acts at t = 0, barely within the lower limit of the Laplace integral. It has value zero
ecause we use 0− as the lower limit of the defining integral, it does not matter whether the
ddles t = 0 or begins to rise at t = 0.) The impulse is nonzero only for , where .
e Laplace transform is 

(23.158)

� f t( )[ ] F s( ) ∆ f t( )e st– dt
0

−

∞

∫=≡

F s( ) e αt– e st– dt
0−

∞

∫ e s +a( )t–

s a+( )–
--------------------

0−

∞

= =

e σ +a( )t– e− jωt

s a+( )–
--------------------------

0
−

∞

= 1
s a+
------------ for Re s[ ] a–>=

t 0≈ e st– 1≈

∆ s( ) d t( )e st– dt d t( ) 1( ) dt 1=
0

−

∞

∫≈
0

−

∞

∫=
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ecessary to derive the Laplace transform for each signal that we use in the study of systems.
gives the transforms for some signal waveforms that are common in dynamic systems.

 Properties

f useful properties of the Laplace transformation � are summarized in Table 23.12. According
ative property, the multiplier s acts precisely like the time-derivative operator, but in the
aplace-transformed signals. When we Laplace transform the equation for an energy-storage
h as a mass or a spring, the derivative property automatically incorporates the prior energy

1. Unit impulse δ(t) 1

2. Unit step us(t)

3. tn, n = 1, 2, ...

4. e−αt

5. tne−αt, n = 1, 2, ...

6. 

7. 

8. 

9. 

Source: Dorny, C. N. 1993. Understanding Dynamic Systems, p. 412. Prentice-
Hall, Englewood Cliffs, NJ. With permission.

t

t

t

t

t

t

t

t

t

1
s
--

n!

sn+1
--------

1
s a+
------------

n!

s a+( )n+1
-----------------------

w0t( )sin
w0

s2 w0
2+

----------------

w0t( )cos
s

s2 w0
2+

----------------

e αt– wdt( )sin
ωd

s a+( )2 wd
2+

-------------------------------

e αt– wdt( )cos
s a+

s a+( )2 wd
2+

-------------------------------
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element—essentially the value of the variable at t = 0−. When we Laplace transform the
t system equation for a particular system variable, the derivative property automatically
 the whole prior system state. As a consequence, we can find the solution to the system

thout having to determine the initial conditions (at t = 0+)—a considerable simplification of
 process.
 contains all information about f(t) for t ≥ 0−, it is possible to find some features of the signal
e transform F(s) without performing an inverse Laplace transformation. Properties 7–9 of
provide three of these features, namely the initial value (t → 0+), the final value (t → ∞),
 under the waveform. The remaining properties in the table show the effect on the transform
hanges in the signal waveform. 
 approach to finding inverse transforms is to use a table of transform pairs. That table might
 a software package such as CC, MATLAB, MAPLE, and so on. Table 23.11 demonstrates
rms of typical system signals are ratios of polynomials in s. A ratio of polynomials can be
 into a sum of simple polynomial fractions—a process referred to as partial fraction expansion.

nversion process can be accomplished by a computer program that incorporates a brief table
s.

ation and Solution of a System Equation

t an independent external source applies a specific velocity pattern v1(t) to node 1 of Fig. 23.25.
e input–output system equation that relates the velocity v2 of node 2 to the input signal v1,

. (23.153) by p and substitute v1 for px1 and v2 for px2. The result is 

(23.159)

2. Addition

3. Derivative

4. Derivatives

5. Integral

6. Convolution

7. Initial value

8. Final Value

9. Definite integral

10. Exponential decay

11. Delay

12.Time multiplication

13. Time division

14. Time scaling

Source: Dorny, C. N. 1993. Understanding Dynamic Systems, p. 413.
Prentice-Hall, Englewood Cliffs, NJ. With permission.

� f1 t( ) f2 t( )+[ ] F1 s( ) F2 s( )+=

� ḟ t( )[ ] sF s( ) f 0−( )–=

� ḟ̇ t( )[ ] s2F s( ) sf 0−( ) ḟ 0−( )––=

� f
0

−

t

∫ t( ) dt
F s( )

s
----------=

� f1
0

−

t

∫ l( )f2 t l–( ) dl F1 s( )F2 s( )=

f 0+( ) f t( ) sF s( )
s→∞
lim=

t→0
+

lim=

f ∞( ) f t( ) sF s( ) if finite
s→0
lim=

t→∞
lim=

f
0

∞

∫ t( ) dt sF s( ) if finite
s 0→
lim=

� e at– f t( )[ ] F s a+( )=

� f t t0–( )us t t0–( )[ ] e
t0s–

F s( ) for t0 0≥=

� tf t( )[ ] dF s( )
ds

-------------–=

�
f t( )

t
-------- F

s

∞

∫ s( )ds=

� f at( )[ ] F s/a( )
a

---------------=

mp2 bp k+ +( )v2 bp k+( )v1=
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The two sides of Eq. (23.159) are identical functions of time. Therefore, the Laplace transforms of the
two sides of Eq. (23.159) are equal. Since the Laplace transformation is linear (properties 1 and 2 of
Table 23.12)
can be appli
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, and since the coefficients of the differential equation are constants, the Laplace transform
ed separately to the individual terms of each side. The result is

(23.160)

rivative properties of the Laplace transformation (properties 3 and 4 of Table 23.12) introduce the
 v1(0−), v2(0−), and  into the equation. According to Eq. (23.160), to fully determine

 V2(s) of the behavior v2(t), we must specify these prior values and also V1(s). It can be shown
ng the three prior values is equivalent to specifying the energy states of the spring and mass.
ume that the independent source applies the constant velocity v1(t) = vc beginning at t = 0.
onding transform, by item 2 of Table 23.11 and property 1 of Table 23.12, is V1(s) = vc /s.
e transform V1(s) into Eq. (23.160) and solve for 

(23.161)

 find the output signal waveform v2(t) as a function of the model parameters m, k, b, the
l parameter vc, and the prior state information v1(0−), v2(0−), and , but the expression

tion would be messy. Instead, we complete the solution process for specific numbers: m =
 · s/m, k = 10 N/m,  = 0 m/s2, v1(0−) = 0 m/s, v2(0−) = −1 m/s, and vc = 1 m/s. The

ion expansion of the transform and the inverse transform, both obtained by a commercial
ogram, are

(23.162)

(23.163)

ke Laplace transforms of the system equations at any stage in their development. We can even
ations directly in terms of transformed variables if we wish. The process of eliminating variables

ed out as well in one notation as in another. For example, the operator G(p) in Eq. (23.154)
 ratio of polynomials in the time-derivative operator p. Therefore, Laplace transforming the
quation, Eq. (23.154), introduces the prior values of various derivatives of y1 and y2. If the

 of all these derivatives are zero, then the Laplace-transformed equation is 

(23.164)

perator p in Eq. (23.154) is replaced by the complex-frequency variable s in Eq. (23.164). It
te, therefore, to define the transfer function directly in terms of Laplace-transformed signals:

(23.165)

and Y2(s) are the Laplace transforms of the signals y1(t) and y2(t), and the notation PV = 0
he prior values (at t = 0−) of y1(t) and y2(t) and the various derivatives mentioned above in
ith Eq. (23.164) are set to zero. The frequency domain definition, Eq. (23.165), is equivalent

omain definition, Eq. (23.155). 

s) sv2 0−( )– v̇2 0−( )– ] b sV2 s( ) v2 0−( )–[ ] kV2 s( )+ + b sV1 s( ) v1 0−( )–[ ] kV1 s( )+=

v̇2 0−( )

V2 s( )
bs k+( )vc msv̇2 0−( ) bs v2 0−( ) v1 0−( )–[ ] ms2v2 0−( )+ + +

s ms2 bs k+ +( )
---------------------------------------------------------------------------------------------------------------------------------------=

v̇2(0−)

v̇2(0−)

V2 s( ) 1
s
-- 2s 2+

s 1+( )2 22+
-----------------------------–=

v2 t( ) 1 2e−t 2t( ), for t 0≥cos–=

Y2 s( ) G s( )Y1 s( )=

G s( )
Y2 s( )
Y1 s( )
------------

PV=0

=
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Suppose that the input signal y1(t) is the unit impulse δ(t). Then the response signal y2(t) is the unit-
impulse response of the system. Since the Laplace transform of the unit impulse is Y1(s) = ∆(s) = 1 by
entry 1 of Ta
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ble 23.11, Eq. (23.164) shows that the Laplace transform Y2(s) of the unit-impulse response
o the zero-state transfer function (expressed in the transform domain). 
fer function for a linear system has two interpretations. Both interpretations characterize the
the frequency domain, the transfer function G(s) is the multiplier that produces the
y multiplying the source-signal transform, as in Eq. (23.164). In the time domain, we use a
e response signal—the impulse response—to characterize the system. The transfer function
aplace transform of that characteristic response.

Terms 

 independent variable.
ut system equation: A differential equation that describes the behavior of a single depen-
ariable as a function of time. The dependent variable is viewed as the system output. The

endent variable(s) are the inputs. 
 dependent variable.
 observable variable; a quantity that reveals the behavior of a system. 
 state of an nth-order linear system corresponds to the values of a dependent variable and
t n − 1 time derivatives.
ant: A system that can be represented by differential equations with constant coefficients.

A condition in which no energy is stored or in which all variables have the value zero.

s

 F., Powell, J. D., and Emami-Naeini, A. 1994. Feedback Control of Dynamic Systems, 3rd ed.,
on Wesley, Reading, MA.
991. Automatic Control Systems, 6th ed., Prentice-Hall, Englewood Cliffs, NJ.
992. Control Systems Engineering, Benjamin Cumming, Redwood City, CA.

nformation

mathematical treatment of Laplace transforms is presented in Advanced Engineering Math-
C. Ray Wylie and Louis C. Barrett. Understanding Dynamic Systems, by C. Nelson Dorny,
sfer functions and related concepts in a variety of contexts. The following journals publish
use transfer functions and Laplace transforms:
sactions on Automatic Control. Published monthly by the Institute of Electrical and Electron-
s.
sactions on Systems, Man, and Cybernetics. Published bimonthly.
 Dynamic Systems, Measurement, and Control. Published quarterly by the American Society
al Engineers.
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and System Properties

24.1 Models: Fundamental Concepts 
24.2 State Variables: Basic Concepts

Introduction • Basic State Space Models • Signals and State 
Space Description

24.3 State Space Description for Continuous-Time 
Systems
Linearization • Linear State Space models • State Similarity 
Transformation • State Space and Transfer Functions

24.4 State Space Description for Discrete-Time 
and Sampled Data Systems
Linearization of Discrete-Time Systems • Sampled Data 
Systems • Linear State Space Models • State Similarity 
Transformation • State Space and Transfer Functions

24.5 State Space Models for Interconnected 
Systems

24.6 System Properties
Controllability, Reachability, and Stabilizability
• Observability, Reconstructibility, and Detectability
• Canonical Decomposition • PBH Test

24.7 State Observers
Basic Concepts • Observer Dynamics • Observers and 
Measurement Noise

24.8 State Feedback
Basic Concepts • Feedback Dynamics • Optimal State 
Feedback. The Optimal Regulator

24.9 Observed State Feedback
Separation Strategy • Transfer Function Interpretation for 
the Single-Input Single-Output Case

24.1 Models: Fundamental Concepts

An essential connection between an engineer/scientist and a system relies on his/her ability to describe
the system in a way which is useful to understand and to quantify its behavior.

Any description supporting that connection is a model. In system theory, models play a fundamental
role, since they are needed to analyze, to synthesize, and to design systems of all imaginable sorts.

There is not a unique model for a given system. Firstly, the need for a model may obey different
purposes. For instance, when dealing with an electric motor, we might be interested in the electro-
mechanical energy conversion process, alternatively, we might be interested in modelling the motor either
as a thermal system, or as a mechanical system to study vibrations, the strength of the materials, and so on.

Mario E. Salgado 
Universidad Técnica Federico
Santa María

Juan I. Yuz
Universidad Técnica Federico
Santa María
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A second source of that nonuniqueness is the fact that models are always inaccurate, since real systems are
usually infinitely complex. One of the key decisions for an engineer when facing the task of modelling
a system is to decide which are the essential features that the model should capture, and that decision is
also closely related to the purpose of the model.

The theory supporting modelling is by itself a vast field, where first principles, signal theory, mathe-
matics and numerical tools combine in different ways to generate rich methodologies. A model is rarely
built in one go, the model building process is usually iterative, and it progresses according to the quality
of the results obtained when using the model in a particular application. Iterations may also include
changes in modelling methodology.

In this chapter we will deal with a special class of models to describe dynamic systems. Dynamic systems
are those where the system variables are interdependent not only algebraically, but also in a way where
we observe the intervention of accumulated effects and rate of change. Models for dynamic systems can
be built in the continuous time domain, in the discrete time domain, or in a continuous-discrete time
framework (for hybrid systems, involving sampled systems). We will cover the three situations.

In this quest we will put the emphasis on concepts, fundamental properties, physical interpretations,
and examples. We will include neither proofs nor intricate theoretical developments. Sometimes we will
sacrifice rigor for the sake of an easier understanding. To cover in depth the theory supporting our
presentation we refer the interested reader to the specialized literature such as [6,8,10–14].

24.2 State Variables: Basic Concepts

Introduction

One of the most frequently used class of models is that defined by a set of equations on a set of system
inner variables. These inner variables are known as state variables. The values they have at a specific
time instant form a set known as the system state, although we will often use the expressions state
variables and system state as synonyms.

The above definition is too vague since it would fit to any set of system variables. What is distinctive
in the set of state variables is clarified in the following definition.

A set of state variables for the given system is a set of system inner variables such that any system variable
can be computed as a function of the present state and the present and future system inputs.

In this definition we have preferred to stress the physical meaning of state variables. However, a more
abstract definition is also possible. The definition also implies that if we know the state at time t we can
then compute the energy stored in the system at that instant. The energy stored in a system depends on
some system variables (speed, voltage, current, position, temperature, pressure, etc.) and all of them, by
definition, can be computed from the system state.

The above definition suggests that one can think of the state in a more general way: the state variables
can be chosen as a function (e.g., a linear combination) of inner system variables. This generalization
builds some distance between the state and its physical interpretation. However, it has the advantage of
making the framework more general. It also makes more evident an interesting feature: the choice of
state variables is not unique.

Another important observation is that the time evolution of the state, the state trajectory itself, can
be computed from the present value of the state and the present and future inputs. Thus, the models
involved are first order differential (continuous time) or one-step recursive (discrete time) equations.

Basic State Space Models

If we denote by x the vector corresponding to a particular choice of state variables, the general form of
a state variable model is as follows:
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For continuous-time systems

(24.1)

(24.2)

where u(t) is the system input vector and y(t) is an output vector.

For discrete-time systems

(24.3)

(24.4)

Similarly to the continuous-time case, u[t] is the system input vector and y[t] is an output vector.
Note that throughout this chapter we will use the symbol t to denote continuous and discrete time, but

the difference will be made on using [ and ] to enclose the argument in the discrete-time case, when t Œ �.
To obtain a first glimpse at the concepts underlying the state space approach, we consider the following

example. 

Example 24.1

In Fig. 24.1, an external force f(t) is applied to a mass-spring system. The position d(t) is measured with
respect to the mass position when the spring is relaxed and no external force is applied. The mass
movement is damped by a viscous friction force proportional to the mass velocity, v(t).

From first principles we know that to be able to compute the mass position and the mass velocity we
must know the initial mass velocity, and the initial spring stretching. Thus, the state vector must have
two components, i.e., x(t) = [x1(t) x2(t)]T, and a natural state choice is

(24.5)

(25.6)

With this choice, one can apply Newton laws to obtain

(24.7)

where D is the viscous friction proportional constant. We are now in position to write the state equations as

(24.8)

(24.9)

FIGURE 24.1 Mechanical system.

dx
dt
------ F x t( ), u t( ), t( )=

y t( ) G x t( ), u t( ), t( )=

x t 1+[ ] Fd x t[ ], u t[ ], t( )=

y t[ ] Gd x t[ ], u t[ ], t( )=

x1 t( ) d t( )=

x2 t( ) v t( ) ẋ1 t( )= =

f t( ) M
dv t( )

dt
------------ Kd t( ) Dv t( )+ + Mẋ2 t( ) Kx1 t( ) Dx2 t( )+ += =

ẋ1 t( ) x2 t( )=

ẋ2 t( )
K
M
-----– x1 t( )

D
M
-----x2 t( )–

1
M
----- f t( )+=

M

viscous friction

d(t)

v(t)

K
f(t)
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We also observe that the energy, w(t), stored in the system is given by

(24.10)

where ΛΛΛΛ is a diagonal matrix: ΛΛΛΛ = diag .
Finally, the nonuniqueness of the state vector can be appreciated if, instead of the choices made in

(24.8), we choose a new state (t) related to x(t) by a nonsingular matrix T Œ�
2¥2, i.e.,

(24.11)

More on this will be said in subsection “State Similarity Transformation.”

Signals and State Space Description

The state space framework can also be used to describe a wide variety of signals using a model of the form

 (24.12)

(24.13)

To illustrate the idea we consider a continuous-time signal given by

(24.14)

This signal can be interpreted as the solution for the homogeneous differential equation

(24.15)

If we now choose, as state variables, x1(t) = f(t), x2(t) = (t), and x3(t) = (t), then the state space
model for this signal is

(24.16)

In this usage of state space models, the state variables have no particular physical meaning. However,
this description is particularly useful in signal reconstruction theory and when dealing with disturbances
in control system synthesis.

24.3 State Space Description for Continuous-Time Systems

In this section the state space description for continuous-time systems is presented. The analysis is focused
on the class of linear and time invariant systems; to do that, we first show how to build a linear model
from the nonlinear equations (24.1) and (24.2).

An additional restriction is that, at this stage, the systems under study have no pure time delays. This
feature generates an infinite dimensional state vector. However, we will see in section 24.4 that this class
of systems can be successfully dealt with using sampled data models.

w t( )
1
2
--K d t( )( )2

1
2
--M v t( )( )2+ x t( )TLx t( )= =

K
2
--- , 

M
2
-----

Ó ˛
Ì ˝
Ï ¸

x

x t( ) Tx t( )=

d x t( )
dt

-------------- Ax t( ), y t( ) Cx t( ) for continuous-time signals= =

x t 1+[ ] A qx t[ ], y t[ ] Cqx t[ ] for discrete-time signals= =

f t( ) 2 4 5t( ) 5t( )sin–cos+=

d3f t( )
dt3

------------- 25
df t( )

dt
------------+ 0, subject to f 0( ) 6, ḟ 0( ) 5 and ḟ˙ 0( )– 100–= = = =

ḟ ḟ˙

dx t( )
dt

--------------
0 1 0

0 0 1

0 25– 0

x t( ), y t( ) 1 0 0[ ] x t( )= =
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Linearization

Since we will concentrate on time invariant systems, (24.1) and (24.2) can be rewritten as

We assum
This is a tria

Note that th
If we now

(24.17) and 

Equations

where

and

The linea

Example 2
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by the elect
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(24.17)

(24.18)

e that the model (24.17) and (24.18) has at least one equilibrium point given by {xQ, uQ, yQ}.
d conformed by three constant vectors satisfying

(24.19)

(24.20)

e equilibrium point is defined by the state derivatives equal to zero.
 consider a neighborhood around the equilibrium point, then we can approximate the model
(24.18) by a truncated Taylor’s series having the form

(24.21)

(24.22)

 (24.21) and (24.22) can then be written as

(24.23)

(24.24)

(24.25)

(24.26)

rization ideas presented above are illustrated in the following example.

4.2

e magnetic levitation system shown in Fig. 24.2.
llic sphere is subject to two forces: its own weight, mg, and the attraction force generated
romagnet, f(t). The electromagnet is commanded through a voltage source, e(t) > 0, ∀t.

dx
dt
------- F x t( ), u t( )( )=

y t( ) G x t( ), u t( )( )=

0 F xQ, uQ( )=

yQ G xQ, uQ( )=

ẋ t( ) F xQ, uQ( ) ∂F
∂ x
------- x t( ) xQ–( ) ∂F

∂ u
-------+x=xQ

u=uQ

u t( ) uQ–( )x=xQ
u=uQ

+≈

y t( ) G xQ, uQ( ) ∂G
∂ x
------- x t( ) xQ–( ) ∂G

∂ u
-------+x=xQ

u=uQ

u t( ) uQ–( )x=xQ
u=uQ

+≈

d∆x t( )
dt

----------------- A∆x t( ) B∆u t( )+=

∆y t( ) C∆x t( ) D∆u t( )+=

∆x t( ) x t( ) xQ,–= ∆u t( ) u t( ) uQ, ∆y t( ) y t( ) yQ–=–=

A
∂F
∂ x
------- , B

∂F
∂ u
-------=x=xQ

u=uQ  

,
x=xQ
u=uQ

 
C

∂G
∂ x
------- , D

∂G
∂ u
-------- x=xQ

u=uQ

=x=xQ
u=uQ  

==
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n force on the sphere, f(t), depends on the distance h(t) and the current, i(t). This relation
oximately described by

(24.27)

d K2 are positive constants. 
t principles we can write

(24.28)

(24.29)

(24.30)

hoose as state variables: the current i(t), the sphere position h(t), and the sphere speed v(t),

(24.31)

m (24.28)–(24.30) we can set the system description as in (24.1) yielding

(24.32)

(24.33)

(24.34)

e can build the linearized model, an equilibrium point has to be computed. The driving
 system is the source voltage e(t). Say that the equilibrium point is obtained with e(t) = EQ.

Magnetic levitation system.

R

f(t)

mg

v(t)h(t)

L e(t)

f t( )
K1

h t( ) K2+
----------------------i t( )=

e t( ) Ri t( ) L
di t( )

dt
-----------+=

v t( ) dh t( )
dt

-------------–=

f t( )
K1

h t( ) K2+
----------------------i t( ) mg m

dv t( )
dt

------------+= =

x t( ) x1 t( ) x2 t( ) x3 t( )[ ]T i t( ) h t( ) v t( )[ ]T= =

di t( )
dt

-----------
dx1 t( )

dt
--------------- R

L
---– x1 t( ) 1

L
---e t( )+= =

dh t( )
dt

-------------
dx2 t( )

dt
--------------- x3 t( )–= =

dv t( )
dt

------------
dx3 t( )

dt
---------------

K1

m x2 t( ) K2+( )
---------------------------------x1 t( ) g–= =
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Hence, the state in equilibrium can be computed from (24.32) to (24.34), setting all the derivatives equal
to zero, i.e.,

The settin
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(24.35)

(24.36)

(24.37)

g now is adequate to build the linearized model in the incremental input ∆e(t) and the
 state ∆x(t) = [∆x1(t) ∆x2(t) ∆x3(t)]T. The result is

(24.38)

(24.39)

(24.40)

ne as the system output, the sphere position h(t), we can then compare the above equations
 and (24.24) to obtain

(24.41)

uel we will drop the prefix ∆, but the reader should bear in mind that the model above is
 incremental components of the state, the inputs and the outputs around a chosen equilib-

ate Space Models

 point is now the linear time invariant state space model

(24.42)

(24.43)

ion to Eq. (24.42), subject to x(to) = x o, is given by

(24.44)

−R
L
---x1Q

1
L
---EQ+ 0 x1Q⇒

EQ

R
------= =

x3Q– 0 x3Q⇒ 0= =

K1

m x2Q K2+( )
-----------------------------x1Q g– 0 x2Q⇒

K1

mg
-------x1Q K2–

K1EQ

mgR
------------ K2–= = =

d∆ x1 t( )
dt

-------------------- R
L
---∆ x1 t( )–

1
L
---∆e t( )+=

d∆ x2 t( )
dt

-------------------- ∆ x3 t( )–=

d∆ x3 t( )
dt

-------------------- Rg
EQ

------∆ x1 t( ) Rmg2

K1EQ

-------------∆ x2 t( )–=

A

R
L
---– 0 0

0 0 1–

Rg
EQ
------ Rmg

2

K1EQ
--------------– 0

, B

1
L
---

0

0

, C
0

1

0

, D 0= = = =

dx t( )
dt

------------- Ax t( ) Bu t( )+=

y t( ) Cx t( ) Du t( )+=

x t( ) e
A t−to( )

xo eA t−t( ) Bu t( ) t t to≥∀d
to

t

∫+=
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where the transition matrix eAt satisfies
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(24.45)

sted reader can check that (24.44) satisfies (24.43). To do that he/she should use the Leibnitz’s
derivative of an integral.
above result, the solution for (24.43) is given by

(24.46)

namics

the system has two components: the unforced component, x u(t), and the forced component,

(24.47)

(24.48)

sight into the state space model and its solution, consider the case when to = 0 and u(t) = 0
the state has only the unforced part. Then

(24.49)

ssume that A ∈ �
n and that, for simplicity, it has distinct eigenvalues λ1, λ2,…,λn with n

ependent) eigenvectors v1, v2,…, vn. Then there always exists a set of constants α1, α2,…,αn

(24.50)

own result from linear algebra tells us that the eigenvalues of Ak are , ,…,  with
ng eigenvectors v1, v2,…, vn. The application of this result yields

(24.51)

tion shows that the unforced component of the state is a linear combination of natural modes,
f which is associated with an eigenvalue of A. Hence the matrix A determines:

ructure of the unforced response

ability (or otherwise) of the system

eed of response

 matrix A does not have a set of n independent eigenvectors, Jordan forms can be used (see,

eAt I
1
k!
---- Aktk

k=1

∞

∑+=

y t( ) Ce
A t−to( )

xo C eA t−t( )Bu t( ) t Du t( )+d
to

t

∫+=

xu t( ) e
A t−to( )

xo=

xf t( ) e A t−t( )Bu t( ) td
to

t

∫=

x t( ) eAtxo=

xo a�v�, a� �∈
�=1

n

∑=

l1
k l2

k ln
k

x t( ) eAtxo I a�
1
k!
---- Akv�

l�
k

v�

tk

k=1

∞

∑
�=1

n

∑+ a�e
l�t

v�

�=1

n

∑= = =  
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Structure of the Unforced Response
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FIGURE 24.3
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tions: all those generated by exponentials with either real or complex exponents. Hence these
de constants, real exponentials, pure sine waves, exponentially modulated sine waves, and
specials functions arising from repeated eigenvalues.
te these ideas and their physical interpretation consider the system in Example 24.1. For that

(24.52)

ystem eigenvalues are solutions to the equation

(24.53)

(24.54)

en the damping is zero (D = 0), the system eigenvalues are a couple of conjugate imaginary
d the two natural (complex) modes combine to yield a sustained oscillation with angular

o = . This is in agreement with our physical intuition, since we expect a sustained
 appear when the system has nonzero initial conditions even if the external force, f(t), is zero.
 system is slightly damped (D2 < 4KM), the matrix eigenvalues are conjugate complex
d the associated complex natural modes combine to yield an exponentially damped sine
lso agrees with intuition, since the energy initially stored in the mass and the spring will
go from the mass to the spring and vice versa but, at the end, it will completely dissipate, as
viscous friction.
he damping is high (D2 > 4KM), the matrix eigenvalues are a couple of negative real numbers,
ral modes are two decaying exponentials. The heavy damping will preclude oscillations and
ergy will dissipate quickly.

 different situation are illustrated in Fig. 24.3. For this simulation we have used three different
 viscous friction constant D and

(24.55)

, except when there is no friction (D = 0), the mass comes to rest asymptotically.

 Unforced response of a mass-spring system.

A
0 1
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=
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l1,2 − D
2M
-------- D2

4M2
---------- K

M
-----–±=

K/M

M 2 kg, K 0.1 N/m, d 0( ) 0.3 m, v 0( ) 0.05 m/s= = = =

0 5 10 15 20 25 30 35 40 45 50
-0.4

-0.2

0

0.2

0.4

Time [s]

M
as

s 
di

sp
la

ce
m

en
t [

m
]

D=0  
D=0.2
D=2  

ress LLC



Structure of the Forced Response
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will include natural modes and some additional forced or particular modes, which depend
e of the system input u(t). In general the forcing modes in the input will also appear in the
er, some special cases arise when some of the forcing modes in u(t) coincide with some

ral modes.

bility

inear, time-invariant systems can also be analyzed using the state matrix A. 
s variables can be expressed as linear functions of the state and the system input. When the

t u(t) is a vector of bounded time functions, then the boundeness of the system variables
the state to be bounded.
ave the following result:

.1 Consider a system with the state description (24.42) and (24.43) where B, C, and D have
ents. Then the system state (and hence the system output) is bounded for all bounded inputs

f the eigenvalues of A have negative real parts.

te this theorem we again consider the magnetic levitation system from Example 24.2. For
the matrix A (in the linearized model) is given by

(24.56)

values are the roots of det(λI − A) = 0, where

(24.57)

hen see that the set of matrix eigenvalues includes one which is real and greater than zero.
 that the system is unstable. This is in agreement with physical reasoning. Indeed, at least
, we can position the sphere in equilibrium (this is described by x2Q in (24.37)). However, this
e equilibrium point, since as soon as we slightly perturb the sphere, it accelerates either towards
or towards the magnet.

esponse and Resonances

ystem is stable there are still some questions regarding other fundamental properties. 
ith, in stable systems the real part of the eigenvalues determines the speed at which the associated
rges to zero. The slowest modes, the dominant modes, determine the speed at which the system
s at its steady state value, i.e., determine the system speed of response. For example, if the system
genvalues are λ1,2 = −σ  ±  jwo , σ > 0, the combined natural modes generate an exponentially
 wave y(t) = Ae−st sin(ωot + α). We then observe that this signal decays faster for a larger σ.
issue, of special importance for flexible structures, is the presence of resonances, which have
omplex eigenvalues. In physical systems, the existence of complex eigenvalues is intimately
 the presence of two forms of energy. The resonance describes the (poorly damped) oscil-

en those two forms of energy. In electric circuits those energies are the electrostatic energy
s and the electromagnetic energy in inductors. In mechanical systems we have the kinetic
oving masses and the potential energy in springs. Flexible structures may have many resonant
 of the main problems with resonances occurs when the input contains energy at a frequency

A

R
L
---– 0 0

0 0 1–

Rg
EQ
------ Rmg

2

K1EQ
--------------– 0

=

det lI A–( ) l R
L
---+ 

  l Rmg2

K1EQ

-------------– 
  l Rmg2

K1EQ

-------------+ 
 =
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tem output exhibits a very large (forced) oscillation with amplitude initially growing almost
 later, stabilizing to a constant value. In real situations this phenomenon may destroy the
ll the Tacoma bridge case).

ilarity Transformation

ady said that the choice of state variables is nonunique. Say that we have a system with input
 y(t), and two different choices of state vectors: x(t) ∈ �n with an associated 4-tuple (A, B,

(t) ∈ �n with an associated 4-tuple ( ). Then there exists a nonsingular matrix
h that

(24.58)

 the following equivalences:

(24.59)

choices of state variables may or may not respond to different phenomenological approaches
 analysis. Sometimes it is just a question of mathematical simplicity, as we shall see in section

r occasions, the decision is made considering relative facility to measure certain system variables.
hat is important is that, no matter which state description is chosen, certain fundamental
cteristics do not change. They are related to the fact that the system eigenvalues are invariant
 to similarity transformations, since

(24.60)

(24.61)

bility, nature of the unforced response, and speed of response are invariants with respect to
ansformations.

4.3

e electric network shown in Fig. 24.4
e the state vector x(t) = [x1(t) x2(t)]T = [iL(t) vc(t)]T. Also u(t) = vf (t). Using first principles
t

(24.62)

Electric network.

A B C D, , ,

x t( ) Tx t( ) x t( )⇔ T 1–
x t( )= =

A TAT 1– , B TB, C CT 1–===

det lI A–( ) det lTT 1– TAT 1––( ) det T( )det lI A–( )det T 1–( )= =

det lI A–( )=

dx t( )
dt

-------------
0 1

L
---

1
C
---–

R1 R2+
R1R2C
------------------–

x t( )
0
1

R1C
----------

u t( )+=

(t)f

1

(t)C2

(t)

L (t)

(t)2
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+
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i
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i

ress LLC



    

An alternative state vector is . It is straightforward to show
that

 

State Spa

 

The state sp
by transfer f
this subsecti

For a line

                 

H

 

(

 

s

 

)

 

� C

 

p

 

×

 

m

 

i.e., the (

 

i

 

, 

 

j

 

)

       

a unit impul

   

to zero for a
On the ot

For simpl

 

will focus o

 

output (SISO

             

D

 

 

 

=

 

 

 

H

 

(

 

∞

 

) (i

              

polynomials

  

where Adj(o
A key issu

 

general, that
appreciated 

Example 2

Let

x t( ) x1 t( ) x2 t( )[ ]T
= i t( ) i2 t( )[ ]T=

0066_Frame_C24  Page 12  Thursday, January 10, 2002  3:44 PM

©2002 CRC P
(24.63)

ce and Transfer Functions

ace description of linear time invariant systems is an alternative description to that provided
unctions. Strictly speaking, the state space description has a wider scope, as we shall see in
on.
ar time invariant system with input u(t)� �

m and output y(t)� �
p, the transfer function,

, is defined by the equation

(24.64)

 element in matrix H(s) is the Laplace transformation of the response in the i th output when
se is applied at the j th input, with zero initial conditions and with the remaining inputs equal
ll 
her hand, if we Laplace-transform (24.42) and (24.43) with zero initial conditions, we obtain

(24.65)

(24.66)

icity, and to be able to go deeper into the analysis, in the remaining part of this section we
ur attention on the class of scalar systems, i.e., systems with a single input and a single

 systems). This means that m = p = 1, B becomes a column vector, C is a row vector, and
n real systems it usually holds that D = H(∞) = 0). For SISO systems, H(s) is a quotient of
 in s, i.e.,

(24.67)

) denotes the adjoint matrix of (o).
e is that the transfer function poles are eigenvalues of matrix A. However, it is not true, in
 the set of transfer function poles is identical to the set of matrix A eigenvalues. This can be
through the following example.

4.4

(24.68)

x t( )
1

R2

----- R2 1

0 1

T

x t( )=

    
Y s( ) H s( )U s( ), where H s( )[ ]ij

Yi s( )
Uj s( )
------------= =

t 0.≥

X s( ) sI A–( ) 1– BU s( )=

Y s( ) CX s( ) DU s( )+ C sI A–( ) 1– B D+( )
H s( )

U s( )= =

        

H s( ) C Adj sI A–( )B D det sI A–( )+
det sI A–( )

----------------------------------------------------------------------------=

A 2– 1

0 3–
, B 1

0.5
, C 0 1 , D 0= = = =
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(24.69)

(24.70)

, the transfer function has only one pole, although matrix A has two eigenvalues. We observe
 a pole–zero cancellation in H(s). This phenomenon is closely connected to the question of
erties, which is the central topic in section 24.6.
e a phenomenological feeling on this issue, consider again the magnetic levitation system in
2. If we define the current i(t) as the system output we can immediately see that the transfer
m the input e(t) to this output has only one pole. This contrasts with the fact that the
f the state is equal to three. The explanation for this is that, in our simplified physical model,
i(t) is unaffected by the position and the speed of the metallic sphere (note that we have
e changes in the inductance due to changes in the sphere position).
esult is that the transfer function may not provide the same amount of information than
ce model for the same system.

sting problem is to obtain a state space description from a given transfer function. The reader
re that the resulting state space model does not reveal pole-zero cancellations; for that reason,
 description is known as a minimal realization.
 many methods to go from the transfer function to a state space model. We present below
 methods.
a transfer function given by

(24.71)

call that D = HT(∞). We can thus concentrate on the transfer function H(s) = HT(s) − HT(∞),
rictly proper transfer function.
next a variable  whose Laplace transform, V�(s), satisfies

(24.72)

 that

(24.73)

(24.74)

(24.75)
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x�(t) = v�(t) (24.76) 

quations yield

(24.77)

(24.78)

4.5

 function of a system is given by

(24.79)

inimal realization for this system is

(24.80)

(24.81)

sult is that a system transfer function is invariant with respect to state similarity
ions.

tate Space Description for Discrete-Time 
d Sampled Data Systems

n we will present an overview of the state space description for discrete time systems, mainly
 results presented for the continuous time case. 

ime models may arise from two different sources:

 a pure discrete-time system, usually nonlinear, whose variables are defined only at specific
instants tk. Systems like that can be found in economic systems, stochastic process theory, etc.

 a discretization of a continuous-time system. In this case, we are only concerned with the
 of some system variables at specific time instants. These models are useful when digital

s, such as microcontrollers, computers, PLCs, or others, interact with continuous-time real
s such as mechanical structures, valves, tanks, analog circuits or a whole industrial process1.
 are called sampled data systems.

s our analysis will be focused on the class of linear and time invariant models.

digital-to-analog and analog-to-digital converters (DAC and ADC, respectively).

A

0 1 0 ⋅⋅⋅ 0 0
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Linearization of Discrete Time Systems

The discrete time equivalents to (24.3) and (24.4) are given by the nonlinear equations
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(24.82)

(24.83)

ization of models for discrete time systems follows along the same lines to that for continuous
er firstly an equilibrium point given by {xQ, uQ, yQ}:

(24.84)

(24.85)

 an equilibrium point is defined by a set of constant values of the state and constant values
 which satisfy (24.82) and (24.83). This yields a constant system output. The discrete model
linearized around this equilibrium point. Defining

(24.86)

 state space model

(24.87)

(24.88)

(24.89)

Data Systems

already said, discrete time models are frequently obtained by sampling inputs and outputs
s-time systems. When a digital device is to be used to act upon a continuous-time system,
d signals need only to be defined at specific instants, and not at all time. However, to be

pon the continuous-time system, we need a continuous-time signal. This is usually built with
hold, which generates a staircase signal. Also, when we want to digitally measure a system
 is done at some specific time instants. This means that we must sample the output signals.
illustrates these concepts. If we assume a periodic sampling, with period ∆, we are only
 the signals at time k∆. In the sequel we will drop ∆ from the arguments, using u(k∆) = u[t]
t, y(k∆) = y[t] for the output, and x(k∆) = x[t] for the system state.

Schematic representation of a sampled data system.

x t 1+[ ] Fd x t[ ], u t[ ]( )=

y t[ ] Gd x t[ ], u t[ ]( )=

xQ Fd xQ, uQ( )=

yQ Gd xQ, uQ( )=

∆x t[ ] x t[ ] xQ, ∆u t[ ]– u t[ ] uQ, ∆y t[ ] y t[ ] yQ–=–= =
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∂ x
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Cd
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---------- ,x=xQ
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Dd
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∂ u
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==
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u (t)su[t] (t)y y[t]
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If we consider the continuous, time-invariant, and linear state space model defined by equations (24.42)
and (24.43), with initial state x(k0∆) = x0, we can use Eq. (24.44) to calculate the next value of the state:
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(24.90)

ore, if a zero order hold is used, i.e., u(t) = u(k0∆) for k0∆ ≤ t < k0∆ + ∆, we obtain

(24.91)

e know the state and the input at time k0∆, the output is defined by Eq. (24.43):

(24.92)

ow conclude that given a continuous-time model with state space matrices {A, B, C, D}, and
puts and outputs every ∆ seconds then, the equivalent sampled data systems will be described
te-time state space model:

(24.93)

(24.94)

(24.95)

 different methods to obtain Ad defined in (24.95), but a simple way to calculate this matrix
lace transformation. This yields

(24.96)

4.6

e mechanical system of Example 24.1 on the page 4, that was described by the state space

(24.97)

 the external force, and where we can choose either the mass position, x1(t), or the mass
), of the mass, as the system output.
urpose of a numerical illustration, we set M = 1 kg, D = 1.2 N s/m, and K = 0.32 N/m.
ix Ad is obtained from (24.96), applying inverse Laplace transformation

(24.98)

x k0∆ ∆+( ) e
A k0∆+∆−k0∆( )

x k0∆( ) e
A k0∆+∆−t( )

B u t( ) td
k0∆

k0∆+∆

∫+=

x k0∆ ∆+( ) eA∆x k0∆( ) eA hdhB u k0∆( )
0

∆

∫+=

y k0∆( ) Cx k0∆( ) D u k0∆( )+=

x k∆ ∆+( ) Adx k∆( ) Bdu k∆( )+=
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0
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∫ C, Dd D= = = =
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M
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1
M
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and the Bd matrix is obtained from (24.95):
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(24.99)

 both, Ad and Bd are functions of ∆. Thus, the sampling period, ∆, has a strong presence in
 behavior of the sampled system, as we shall observe in the following subsections.

ate Space Models

yze the linear time invariant state space model

(24.100)

(24.101)

be a linearized discrete time model like (24.87) and (24.88), or a sampled data system like
(24.94) where ∆ has been dropped from the time argument.
ion to Eqs. (24.100) and (24.101), subject to x[to] = x o, is given by

(24.102)

 is the transition matrix.
r can check easily that (24.102) satisfies (24.100). With the above result, the solution for
iven by

(24.103)

namics

the system has two components: the unforced component, x u[t], and the forced component,

(24.104)

(24.105)

sight into the state space model and its solution consider the case when to = 0 and u[t] = 0,
the state has only the unforced part. Then

(24.106)

Bd
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1
d
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=
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∑=
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Further assume that  and that, for simplicity, it has n distinct eigenvalues h�, with n linearly
independent eigenvectors v�. Then there always exists a set of n constants a� such that
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(24.107)

own result from linear algebra tells us that the eigenvalues of  are , for , with
ng eigenvectors v�. The application of this result yields

(24.108)

(24.109)

tion shows that the unforced component of the state is a linear combination of natural
, and each one is associated with an eigenvalue of Ad, which are also known as natural

 of the model. Thus, we again have that the matrix Ad determines:

ructure of the unforced response

ability (or otherwise) of the system

eed of response

f the Unforced Response

ce of input, the state evolves as a combination of natural modes which belong to a defined
tions: the powers of the model eigenvalues, either real or complex. These modes are discrete
lated to constants, real exponentials, pure sine waves, exponentially modulated sine waves,
her specials functions arising from repeated eigenvalues.
te these ideas and their physical interpretation consider the sampled system in Example 24.6.
 state space matrices are

(24.110)

ystem eigenvalues are solutions to the equation

(24.111)

(24.112)

703, h2 = 0.4493, and the unforced response is

(24.113)

 C2 depend on the initial conditions only. We can observe that, when t tends to infinity, xu[t]
o, because |h1,2| < 1. Also these eigenvalues are positive real numbers, so there is no oscillation

xo a�v�, a� C∈
�=1

n

∑=

Ad
k h�

k k �∈

x t[ ] Ad
t xo Ad

t a�v�

�=1

n

∑ a� Ad
t V�

h�
t

v�

�=1

n

∑= = =

  

x t[ ] a�h�
t v�

�=1

n

∑=

Ad
0.8913 0.5525

0.1768– 0.2283
, Bd

0.3397

0.5525
= =

det hI Ad–( ) det h 0.8913– 0.5525–

0.1768 h 0.2283– 
 
 

=

h 0.6703–( ) h 0.4493–( ) 0= =

xu t[ ] C1 0.6702( )t C2 0.4493( )t+=
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in the natural modes. This last observation is consistent with the parameter choice in Example 1.6, which
made the mass-spring system to be overdamped.
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f the Forced Response

e Eq. (24.102). Then, when the initial state is zero, the state will only exhibit the forced
 However, the forced component will still include natural modes plus some additional forced
r modes, which depend on the nature of the system input u[t]. In general, the forcing modes
will also appear in the state. However, special cases arise when a forcing mode in u[t] coincides

 natural mode.

bility

inear time-invariant systems can also be analyzed using the state matrix Ad. As we said, all
ables can be expressed as linear functions of the state and the system input. When the system
 a vector of bounded time functions, then the boundedness of the system variables depends
to be bounded. We then have the following result:

.2 Consider a system with the state description (24.100) and (24.101) where Bd, Cd, and Dd

d elements. Then the system state is bounded for all bounded inputs if and only if the eigenvalues
ide the unit disc, i.e., |h�| < 1, .

esponse and Resonances

at the natural modes of discrete-time systems are the powers of the eigenvalues h�. Since
alues can always be described as complex quantities, we can then write the natural modes as

(24.114)

, we have that

�| < ∞ determines the speed at which the mode decays to zero for stable systems (|h�| < 1),
ws to infinity for unstable systems (|h�| > 1)

q� ≤ p determines the frequency of the natural mode, measured in radians.

 the natural modes of stable systems decay to zero, their nature determines the system transient

te these issues the step response, with zero initial conditions, is frequently used.

4.7

e first order, single-input single-output discrete-time system

(24.115)

(24.116)

 the step response, we can use the Eq. (24.103), where xo = 0, u[t] = 1, .

(24.117)

(24.118)

(24.119)

�∀

h�( )t |h� |e
jq�( )

t
|h� |te

jq�t
, where q� h�∠= = =

x t 1+[ ] h�x t[ ] u t[ ]+=

y t[ ] 1 h�–( )x t[ ]=

t∀ 0≥

y t[ ] Cd Ad
t−i−1

i=0

t−1

∑ 
 
 

Bd=

1 h�–( ) h�
t−i−1

i=0

t−1

∑ 
 
 

1 h�–( )h�
t−1 1 h�

t––

1 h�
1––

----------------= =

1 h�
t–=
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ut signal, y[t] = yh[t] + yp[t], is shown in Fig. 24.6, for different values of the eigenvalue h�.
t is given by yh[t] = − , and the steady state response by yp[t] = 1.

ved in Eq. (24.114) that the system eigenvalues define the damping of its transient response,
ermine its frequency of oscillation (when the eigenvalues have a nonzero imaginary part).
al problem when resonant modes exist is the same problem we found in the context of
time systems, i.e., the system input contains a sine wave or another kind of signal, with energy
cy close to one of the natural frequencies of the system. The system output still remains
though it grows to undesirable amplitudes.

4.8

e discrete-time system described by the state space model

(24.120)

(24.121)

values of the system are obtained from Ad:

(24.122)

ssociated natural modes, present in the transient response, are

(24.123)

ral modes are slightly damped, because |h1,2| is close to 1, and they show an oscillation of
/4.
ts shown in Fig. 24.7 we appreciate a strongly resonant output. The upper plot corresponds
u[t] = sin( t), i.e., the input frequency coincides with the frequency of the natural modes.
 plot the input is a square wave of frequency input signal p/12. In this case, the input third
s a frequency equal to the frequency of the natural modes.

ifferent Sampling Periods

in Eq. (24.95) that Ad and Bd depend on the choice of the sampling period ∆. This choice
he position of the eigenvalues of the system too. If we look at the Eq. (24.96), assuming that

diagonalized, we have that

(24.124)

Step response of the system for different eigenvalues.
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y
[t

]
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η = 0.6
η = 0.8

h�
t

x t 1+[ ] 1.2796 0.81873–

1 0
x t[ ] 1

0
u t[ ]+=

y t[ ] 0 0.5391  x t[ ]=

h1,2 0.6398 j0.6398± 0.9048 e jp/4( )= =

h1,2
t 0.9048t e

j
p
4
--- t

0.9048t p
4
---t 

  j
p
4
---t 

 sin±cos= =

p
4
---

Ad e
diag l1,… ,ln{ }∆

diag e
l1∆

,…, e
ln∆{ }= =
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}are the eigenvalues of the underlying continuous-time systems. Then, these eigenval-
ped to the eigenvalues of the sampled-data system by equation:

(24.125)

.8 we observe the response of the sampled system of Example 24.6, choosing x1[t] as the
ut, when the initial condition is xo = [1 0]T, for different values of ∆. Observe that the
xis corresponds to t, so the real instants times are t∆.

Resonant effect in the system output.

Effect of sampling in natural modes.
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ental issue regarding sampling of continuous-time signals is that the sampling period has
 small enough to capture the essential nature of the signal to be sampled. To exemplify an
 assume that the signal f(t) = Asin(wot) is sampled every ∆ seconds, with ∆ = 2�p/wo , � ∈ �.
ulting discrete time signal is f [t] = 0, .

ata Systems and Time Delays

ction 24.3 that one cannot use continuous-time state space models to describe systems with
 because they are infinite dimensional systems. It was also said there that we would be able
s problem using sampled signals. This is done using the following example.

4.9

e heating system sketched in Fig. 24.9.
ured temperature, y(t), of the flow depends on the power injected by the heat source. This

manded by a control signal u(t). Changes in u(t) yield changes in the temperature y(t), but
cant time delay. The linearized system can thus be represented by the transfer function:

(24.126)

and Y(s) are the Laplace transforms of u(t) and y(t), respectively.
ssume that the input and output signals are sampled every ∆[s]. The time delay t, in seconds,
 of the flow velocity and we can assume, for simplicity, that t it is a multiple of the sampling
., t  = m∆, . These delays translate in a factor zm in the denominator of the Z-transform

ction. In other words, the delay gives rise to a set of m poles at the origin. Furthermore, the
time system eigenvalue at s = −l becomes a discrete-time system eigenvalue at z = e

−l∆ (see
). The resulting transfer function is

(24.127)

transfer function can be expressed as the discrete state space model

(24.128)

(24.129)

(24.130)

(24.131)

(24.132)

Heating system with time delay.

Temperature Sensor

flow direction

t∀ �∈

Y s( )
U s( )
----------- H s( ) e ts– K

s l+
-----------= =

m �
+∈

Y z[ ]
U z[ ]
----------- H z[ ] K

l
--- 1 e l∆––

zm z e l∆––( )
----------------------------= =

x1 t 1+[ ] x2 t[ ]=

x2 t 1+[ ] x3 t[ ]=

� �

xm t 1+[ ] xm+1 t[ ]=

xm+1 t 1+[ ] e l∆– xm+1 t[ ] K
l
--- 1 e l∆––( )u t[ ]+=

y t[ ] x1 t[ ]=
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We can then think of the states variables xm+1[t], …, x1[t] as the temperature at equally spaced points,
between the heat source and the temperature sensor.
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 time delay t is not a multiple of the sampling period ∆, an additional pole at the origin and
l zero appear in the discrete transfer function. The details can be found elsewhere, e.g., in [7].

ilarity Transformation

ransforming the state via a similarity transformation equally applies to discrete-time systems.
properties also remain unchanged. 

ce and Transfer Functions

time systems the relation between state space and transfer function models is basically the
e continuous-time case (see section “State Space and Transfer Functions”). As we said then,

ce description of linear time invariant systems is an alternative description to that provided
unctions, although in some situations it provides more information on the system.
ar discrete-time invariant system with input u[t] ∈ �

m and output y[t] ∈�
p, the transfer

z]∈ C p×m, is defined by the equation

(24.133)

 element in matrix H[z] is the Zeta transformation of the response in the i th output when
ecker’s delta is applied at the j th input, with zero initial conditions and with the remaining
 to zero for all t ≥ 0.
ther hand, if we apply Zeta transform to the discrete time state space model (24.100) and
th zero initial conditions, we have

(24.134)

(24.135)

(24.136)

owing analysis, we will focus on the class of scalar systems, i.e., m = p = 1, Bd,  are column
 Dd = H[∞]. We can then see that H[z] is a quotient of polynomials in z, i.e.,

(24.137)

) denotes the adjoint matrix of (o).
again, paralleling the continuous-time case, that the transfer function poles are eigenvalues
ver, it is not true in general that the set of transfer function poles is identical to the set of
of the matrix. It is important to realize that transfer function models can hide cancellations
es and zeros, with the consequences described in subsections “Controllability, Reachability
bility” and “Observability, Reconstructability and Detectability.”

ult for discrete-time system is the same for continuous-time systems: the transfer function
vide the same amount of information than the state space model for the same system.

Y z[ ] H z[ ]U z[ ], where H z[ ][ ]ij

Yi z[ ]
Uj z[ ]
-------------= =

X z[ ] zI Ad–( ) 1– BdU z[ ]=

Y z[ ] CdX z[ ] DdU z[ ]+=

Cd zI Ad–( ) 1– Bd Dd+ H z[ ]=

Cd
T

H z[ ]
Cd Adj zI Ad–( )Bd Dddet zI Ad–( )+

det zI Ad–( )
---------------------------------------------------------------------------------------=
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One way to obtain the state space model is to use the same method proposed in section “State Space and
Transfer Functions,” applying Zeta transformation instead of Laplace transformation, and using the fact that

Example 2

The transfer

Then a m

In discret
to state sim

24.5 S

To build sta
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a state space
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Series Con

The system 
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(24.138)

4.10

 function of a system is given by

(24.139)

inimal realization for this system is

(24.140)

(24.141)

e-time models it also happens that the system transfer function is invariant with respect
ilarity transformations.

tate Space Models for Interconnected Systems

te space models for complex systems it is sometimes useful (and possible) to describe them
onnection of simpler systems. That interconnection is usually a combination of three basic
ion structures: series, parallel, and feedback. In those three basic cases our aim is to obtain
 model for the composite system.
lowing analysis we will use two systems, which are defined by

(24.142)

(24.143)

(24.144)

(24.145)

nection

interconnection shown in Fig. 24.10 is known as a series or cascade connection. To build the
 space model, we first observe that y2(t) = u1(t). Also, the composite system input is u(t) = u2(t),

0 Series connection.

F z[ ] Z f t[ ]{ } zF z[ ]⇔ Z f t 1+[ ]{ }= =

H z[ ] 2z2 z– 1+
z 0.8–( ) z 0.6–( )

----------------------------------------- 1.8z 0.04+
z2 1.4z– 0.48+
------------------------------------ 2+= =

Ad
0 1

0.48– 1.4–
,       Bd

0

1
= =

Cd 0.04 1.8[ ],        Dd 2= =

System 1:
dx1 t( )

dt
--------------- A1x1 t( ) B1u1 t( )+=

y1 t( ) C1x1 t( ) D1u1 t( )+=

System 2:
dx2 t( )

dt
--------------- A2x2 t( ) B2u2 t( )+=

y2 t( ) C2x2 t( ) D2u2 t( )+=

x (t)
12

x (t)
u (t)

1
y (t)

1
y(t)u(t)

u (t)
2 2

y (t)
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and the composite system output is y(t) = y1(t). We thus obtain

Parallel Co

The system 
state space m
is y(t) = y1(

Feedback C

The system 
feedback), a
controller. To
the equation

FIGURE 24.1

FIGURE 24.1
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(24.146)

(24.147)

nnection

interconnection shown in Fig. 24.11 is known as a parallel connection. To obtain the desired
odel we observe that the input is u(t) = u1(t) = u2(t) and the output for the whole system

t) + y2(t). We obtain

(24.148)

(24.149)

onnection

interconnection shown in Fig. 24.12 is known as feedback connection (with unit negative
nd it corresponds to the basic structure of a control loop, where S1 is the plant and S2 is the
 build the composite state space model we observe that the overall system input satisfies
 u(t) = u2(t) + y1(t), and the overall system output is y(t) = y1(t). Furthermore, we assume

1 Parallel connection.

2 Feedback connection.

ẋ1 t( )

ẋ2 t( )
A1  B1C2

0 A2

x1 t( )

x2 t( )
B1D2

B2

 u t( )+=

y t( ) C1 D1C2[ ]
x1 t( )

x2 t( )
D1D2[ ] u t( )+=

ẋ1 t( )

ẋ2 t( )
A1 0

0 A2

x1 t( )

x2 t( )
B1

B2

 u t( )+=

y t( ) C1 C2[ ]
x1 t( )

x2 t( )
D1 D+ 2[ ] u t( )+=

x (t)
1

y (t)
1

y (t)
2

u (t)
2

u (t)
1

y(t)u(t)

2
x (t)

+

+

x (t)
12

x (t)
y (t)

1
y(t)u(t) u (t)

2
y (t)

2

1
u (t)+

−
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that the system S1 (the plant) is strictly proper, i.e., D1 = 0. We then obtain

The same re
found elsew
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(24.150)

(24.151)

sults apply, mutatis mutandis, to discrete-time interconnected systems. More details can be
here, e.g., in [15].

ystem Properties

bility, Reachability, and Stabilizability

rtant question that we must be interested in regarding control systems using state space models
r not we can steer the state via the control input to certain locations in the state space. We
ber that the states of a system frequently are internal variables like temperature, pressure,
s, or others. These are sometimes critical variables that we want to keep between specific

ility

 controllability is concerned with whether or not a given initial state x0 can be steered to the
ite time using the input u(t).

4.11

e the model defined in (24.152), we note that the input u(t) has no effect over the state x2(t).

(24.152)

 initial state [x1(0), x2(0)]T, the input u(t) can be chosen to steer x1(t) to zero, while x2(t)
hanged.
 we have the following definition: 

4.1 A state xo is said to controllable if there exists a finite interval [0, T] and an input
, T]} such that x(T) = 0. If all states are controllable, then the system is said to be completely
.

ty

ncept is that of reachability, used sometimes in discrete-time systems. It is formally defined

4.2 A state  is said to be reachable, from the origin, if given x(0) = 0, there exists a
nterval [0, T] and an input {u(t), t ∈ [0, T]} such that x(T) = . If all states are reachable
s said to be completely reachable.
nuous, time-invariant, linear systems, there is no distinction between complete controlla-
achability. However, the following example illustrates that there is a subtle difference in the

ẋ1 t( )

ẋ2 t( )
A1 B1D2C1– B1C2

B– 2C1 A2

x1 t( )

x2 t( )
B1D2

B2

 u t( )+=

y t( ) C1 0[ ]
x1 t( )

x2 t( )
=

ẋ1 t( )
ẋ2 t( )

0   1

0   0

x1 t( )

x2 t( )
1

0
 u t( )+=

x 0≠
x
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(24.153)

e that this system is completely controllable since x[t] = 0,  and . This
 every initial state is controllable. However, no nonzero state is reachable.
f the distinction between controllability and reachability in discrete time, we will use the
lability in the sequel to cover the stronger of the two concepts.
n the context of linear time invariant systems, controllability and reachability are used
bly.

ility Test

sent a systematic way to determine the complete controllability of a system.

.3 Consider the linear, time-invariant, state space model where :

(24.154)

(24.155)

et of all controllable states is the range space of the controllability matrix ΓΓΓΓc[A, B] where

(24.156)

odel is completely controllable if and only if ΓΓΓΓc[A, B] has full row rank.

4.12

e state space model given in (24.152), with state space matrices

(24.157)

ollability matrix for this system, is given by

(24.158)

nk ΓΓΓΓc[A, B] = 1, thus the system is not completely controllable.
 above applies to continuous-time models, and it holds equally well for reachability of discrete-
.
an see that the controllability of a system is a property that does not depend on the choice
bles. To see that, consider the similarity transformation defined in subsection “State Similarity
ion.” Then, observing that , we have

(24.159)

es that  and  have the same rank.

x t 1+[ ]
0.5 1

0.25– 0.5–

Ad

x t[ ] x t[ ]⇒ 0.5 1

0.25– 0.5–

t

x 0[ ]==

      

t∀ 2≥ x 0[ ]∀ �
2∈

A �
n×n∈

ẋ t( ) Ax t( ) Bu t( )+=

y t( ) Cx t( ) Du t( )+=

Γc A, B[ ] ∆= B AB A2B … An−1B[ ]

A 0 1

0 0
, B 1

0
= =

Γc A, B[ ] B AB[ ] 1 0

0 0
= =

A
i

T 1– AiT=

Γc A, B[ ] T 1– Γc A, B[ ]=

Γc A, B[ ] Γc A, B[ ]

ress LLC
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r may wish to check that the state space models used to describe signals in subsection “Signals
ace Description” are uncontrollable. Indeed, it is always true that any state space model

 is completely uncontrollable.

ntrollability

rollability is sometimes a structural feature. However, in some other cases, it depends on the
alue of certain parameters. We illustrate this in the following example.

4.13

e electronic circuit shown in Fig. 24.13.
uild a state space model for the circuit. We choose, as state variables, x1(t) = iR1(t) and x2(t) =
 first principles on the left half of the circuit we have that

(24.160)

(24.161)

(24.162)

ly, from the right half of the circuit we obtain

(24.163)

(24.164)

l) operational amplifier ensures that v+(t) = v−(t), so we can combine the state space models
. (24.161)–(24.164) to obtain

(24.165)

(24.166)

3 Electronic circuit.

+ v (t)
−

v  (t)
C3

v (t)
o

C3

R
3

2RC1v (t)
i

+

−
−

iC1 C1
d
dt
----- vi v+–( ), iR1

vi v+–
R1

-------------- , iR2

v+

R2

----- , iC1 iR2 iR1–= = = =

diR1 t( )
dt

---------------- −
R1 R2+( )
C1R1R2

----------------------iR1 t( ) 1
C1R1R2

-----------------vi t( )+=

v+ t( ) −R1iR1 t( ) vi t( )+=

dvC3 t( )
dt

----------------- − 1
R3C3

-----------vC3 t( ) 1
R3C3

-----------v− t( )+=

vo t( ) vC3 t( )=

diR1 t( )
dt

-----------------

dvC3 t( )
dt

------------------

R1 R2+( )
C1R1R2

-----------------------– 0

R1

R3C3
------------– 1

R3C3
------------–

iR1 t( )
vC3 t( )

1
C1R1R2
------------------

1
C3R3
------------

vi t( )+=

vo t( ) 0 1[ ] iR1 t( )
vC3 t( )

=
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The controllability matrix is then given by

and

where we ca
This issue

Applying La
that V+(s) = 

where we ca
means that 
the circuit i
discussed in

Controllab

The test of c
to conclude 
stable system
input signal

It can be 

where

The matr
vector x(0). 
the state vec
making, for 

0066_Frame_C24  Page 29  Thursday, January 10, 2002  3:45 PM

©2002 CRC P
(24.167)

(24.168)

n observe that the system is completely controllable if, and only if, .
 has a very important interpretation if we analyze it from the transfer function point of view.
place transform to Eqs. (24.161)–(24.164), the transfer function from vi(t) to vo(t) (recall
V−(s)) is given by

(24.169)

n observe that the loss of complete controllability, when R1C1 = R3C3 obtained from (24.168),
there is a zero-pole cancellation in the transfer function, i.e., the zero from the left half of
n Fig. 24.13 is cancelled by the pole from the other part of the circuit. This issue will be
 more detail in section “Canonical Decomposition.”

ility Gramian

ontrollability gives us a yes or no answer about the controllability of a system model. However,
that a system is completely controllable says nothing about the degree of controllability. For
s, we can quantify the effort to control the system state through the energy involved in the

 u(t) applied from t = −∞ to reach the state x(0) = x 0 at t = 0:

(24.170)

shown that the minimal control energy is

(24.171)

(24.172)

ix P is called the controllability gramian, and it measures the controllability of the state
If this matrix is small, it means that we need a lot of energy in the control input u(t) to steer
tor to x 0. Indeed, we can appreciate the necessary effort for each one of the state variables,
example x0 = [0,…, 0, 1, 0,…, 0]T.

Γc A, B[ ] B AB[ ]

1
R1R2C1
------------------

R1 R1+( )–

R1R2C1( )2
--------------------------

1
R3C3
------------

R2C1 R3C3+( )–

R3C3( )2
R2C1

---------------------------------------

= =

det Γc A, B[ ]( )
R2

R1R2R3C1C2( )2
------------------------------------- −R1C1 R3C3+( )=

R1C1 R3C3≠

Vo s( )
Vi s( )
------------

Vo s( )
V− s( )
-------------

V+ s( )
Vi s( )
-------------

1

R3C3

-------------

s 1
R3C3
------------+ 

 
----------------------

s 1
R1C1
-------------+ 

 

s
R1 R2+
R1R2C1
-------------------+ 

 
-------------------------⋅= =

J u( ) ||u t( )||2 td
∞–

0

∫ u t( )Tu t( ) td
∞–

0

∫= =

J uopt( ) xo
TP 1– x o=

P eAtBBTeA
T

t td
0

∞

∫=
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It is important to emphasize that the existence of the integral defined in (24.172) is guaranteed only
if the eigenvalues of A have negative real part, i.e., the system must be stable.
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controllability gramian P defined in (24.172) satisfies the Lyapunov equation

(24.173)

te-time systems we have the following equations for the controllability gramian:

(24.174)

es 

(24.175)

defined in (24.174) is bounded if and only if the discrete-time system is stable, i.e., its
lie inside the unit disc.

4.14

yze the model of the Example 24.13, where the electronic circuit was described by the state
s (24.165) and (24.166). If we want to appreciate the information that we can obtain from
bility gramian, defined in (24.172), when the model is close to losing complete controllability,
se suitable values of the parameters that ensure R1C1 ≈ R3C3.
ose

(24.176)

l will be described by

(24.177)

(24.178)

k at the relative magnitude of the elements of B, we can a priori say that the effect of the
pon the state iR1(t) will be much weaker than its effect upon the state vC3(t). To verify this
pute the controllability gramian defined in (24.172), solving

(24.179)

(24.180)

AP PAT BBT+ + 0=

Pd Ad
k BdBd

T Ad
T( )k

k=0

∞

∑=

AdPdAd
T Pd– BdBd

T+ 0=

R1 R2 R3 103 Ω, C1 0.9 103 mF× , C3 103 mF= = = = =

i̇R1 t( )

v̇C3 t( )

20
9
-----– 0

10
3– 1–

iR1 t( )

vC3 t( )

0.01
9

----------

1
vi t( )+=

vo t( ) 0 1[ ]
iR1 t( )

vC3 t( )
=

0 AP PAT BBT+ +=

0
20
9
-----– 0

103– 1–

p11 p12

p21 p22

p11 p12

p21 p22

20
9
-----– 103–

0 1–

0.01
9

----------

1

0.01
9

---------- 1+ +=
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(24.181)

 obtain the minimal control energy to steer the state x(t), from 0 in t = −∞ to x 0 in t = 0,
.171).

(24.182)

(24.183)

us verify that the control energy to attain iR1(0) = 1 is six orders of magnitude greater than
y energy to attain vC3(0) = 1.
 substitute the parameter values in Eq. (24.169), we have that the transfer function is given by

(24.184)

we observe a zero-pole quasi cancellation.
of gramian has been extended to include the unstable case; see [16]. 

Decomposition and Stabilizability

a system which is not completely controllable, it can be decomposed into a controllable
nd a completely uncontrollable subsystem in the following way.

Consider a system having rank {ΓΓΓΓc[A, B]} = k < n. Then there exists a similarity transfor-
ch that ,

(24.185)

ave the form

(24.186)

s dimension k and ( ) is completely controllable.

e result tells us what states we can and what states we cannot steer to zero. To appreciate this,
he state and output equations in the form

(24.187)

(24.188)

P 0.28 -6×10 0.000258620

0.000258620 0.99999948
, P 1– 4736624.0 1224.9–

1224.9– 1.3
= =

x0 1, 0[ ]T J uopt( )⇒ 4736624.0= =

x0 0, 1[ ]T J uopt( )⇒ 1.3= =

Vo s( )
Vi s( )
------------ 1

s 1+
-----------

s 1 1
9
--+ +

s 20
95
-----+

-------------------⋅=

x T 1– x=

A T 1– AT, B T 1– B= =

A Ac A12

0 Anc

, B Bc

0
= =

Ac, Bc

ẋc

ẋnc

Ac A12

0 Anc

xc

xnc

Bc

0
u+=

y Cc Cnc

xc

xnc

Du+=
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values of .
ther hand, the uncontrollable subspace is composed of all states generated through every
ar combination of the states in . The stability of this subspace is determined by the location
values of .
e input will have no effect over the uncontrollable subspace, so the best we can hope is that
ollable subspace is stable, since then the state in this subspace will go to the origin. In this
e space model is said to be stabilizable.
ure of the descriptions (24.187) and (24.188) arises from the fact that the transfer function

(24.189)

(24.189) says that the eigenvalues of the uncontrollable subspace do not belong to the set of
system transfer function. This implies that there is a cancellation of all poles corresponding
of ( ).

ility Canonical Form

Consider a completely reachable state space model for a SISO system. Then, there exists a
nsformation which converts the state space model into the following controllability canonical

(24.190)

n−1λ
n−1 + ⋅ ⋅ ⋅ + α1λ + α0 = det (λ I − A) is the characteristic polynomial of A.

Consider a completely controllable state space model for a SISO system. Then, there exists a
nsformation which converts the state space model into the following controller canonical form:

(24.191)

n−1λ
n−1 + ⋅ ⋅ ⋅ + α1λ + α0 = det (λ I − A) is the characteristic polynomial of A.

ility, Reconstructibility, and Detectability

er the state space model of a system, one might conjecture that if one observes the output
me interval then this might tell us some information about the state. The associated model
alled observability (or reconstructibility).

Ac

xnc

Anc

H s( ) Cc sI Ac–( )−1
Bc D+=

sI Anc–

A′

0 0 … 0 α0–

1 0 … 0 α1–

0 1 … 0 α2–

�  � O � �
0 0 … 1 αn−1–

, B′

1

0

0

�
0

==

A″

αn−1– αn−2– … α1– α0–

1 0 … 0 0

0 1 … 0 0

� � O � �
0 0 … 1 0

, B″

1

0

0

�
0

==
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4.15

t the system defined by state space model

(24.192)

that the output y(t) only is determined by x1(t), and the other state variable x2(t) has no
 the output. So the system is not completely observable.
definition is as follows:

4.3 The state  is said to be unobservable if given x(0) = x o, and u(t) = 0 for t ≥ 0,
 for t ≥ 0, i.e., we cannot see any effect of x o on the system output.

m is said to be completely observable if there exists no nonzero initial state that it is
e.

tibility

ther concept, closely related to observability, called reconstructibility. Reconstructibility is
ith what can be said about x(T), having observed the past values of the output, y, for
r linear time invariant, continuous-time systems, the distinction between observability and

bility is unnecessary. However, the following example illustrates that in discrete time, the two
 different. Consider

(24.193)

(24.194)

m is clearly reconstructible for all T ≥ 1, since we know for certain that x[T] = 0 for T ≥ 1.
is completely unobservable since y[t] = 0,  irrespective of x o.
f the subtle difference between observability and reconstructibility, we will use the term
 in the sequel to cover the stronger of the two concepts.

ity Test

servability of a system is established in the following theorem.

.4 Consider the linear, continuous, time-invariant, state space model where 

(24.195)

(24.196)

et of all unobservable states is equal to the null space of the observability matrix ΓΓΓΓo[A, C] where

(24.197)

ystem is completely observable if and only if ΓΓΓΓo[A, C] has full column rank n.

ẋ1 t( )

ẋ2 t( )
1– 0

1 1–
= x1 t( )

x2 t( )
, y t( ) 1 0[ ] x1 t( )

x2 t( )
=

xo 0≠

x t 1+[ ] 0, x 0[ ] xo= =

y t[ ] 0=

k∀

A �
n×n∈

ẋ t( ) Ax t( ) Bu t( )+=

y t( ) Cx t( ) Du t( )+=

ΓΓΓΓo A, C[ ] ∆=

C

CA

M

CAn−1
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(24.198)

vability matrix is given by

(24.199)

k ΓΓΓΓo[A, C] = 2, which says that the system is completely observable.

4.17

t the model defined in (24.192), we have

(24.200)

vability matrix is

(24.201)

k ΓΓΓΓo[A, C] = 1 < 2 and the system is not completely observable.
e result also applies to discrete-time models.
vability is a system property that does not depend on the choice of state variables. It can be
the rank of the matrix defined in Eq. (24.197) does not change when a similarity transfor-
used (see subsection “State Similarity Transformation”).

servability

rvability may arise from structural system features. However, it is also possible that lack of
 occurs when certain system parameters take some specific numerical values. This is the

menon, for controllability, we analyzed in the subsection “Controllability, Reachability, and
y.” We expect that those parameters will affect the complete observability of the model in a

 Let us look at the following example.2 

4.18

e electronic circuit in Fig. 24.14. We can see this is the same as that in Fig. 24.13 where the
t halves were swaped, so we can use similar equations to obtain a state space model. The

es have been chosen to be x1(t) = vC3(t) and x2(t) = iR1(t).
ft half of the circuit, we have

(24.202)

(24.203)

the dual of Example 24.13.

A 3– 2–

1 0
= , B 1

0
, C 1 1–[ ]= =

ΓΓΓΓo A, C[ ] C

CA

1 1–

4– 2–
= =

A 1– 0

1 1–
, C 1 0[ ]= =

ΓΓΓΓo A, C[ ] 1 0

1– 0
=

dvC3 t( )
dt

----------------- − 1
R3C3

-----------vC3 t( ) 1
R3C3

-----------vi t( )+=

v+ t( ) vC3 t( )=
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he right half, we have

(24.204)

(24.205)

tional amplifier, in voltage follower connection, ensures that v+(t) = v−(t), so we can combine
ce models given in Eqs. (24.202)–(24.205):

(24.206)

(24.207)

vability matrix is given by

(24.208)

ine the complete observability, or otherwise, we need to compute the matrix determinant

(24.209)

we conclude that the model system is completely observable if and only if, ,
 same condition we obtained in Example 24.13.
Laplace transform to Eqs. (24.204)–(24.203) we obtain the transfer function from Vi(s) to Vo(s):

(24.210)

4 Electronic circuit.

v  (t)
C3

v (t)
i

C1
v (t)o2R

C3

-+

−

diR1 t( )
dt

----------------
R1 R2+
C1R1R2

----------------- 
  iR1 t( )–

1
C1R1R2

-----------------v_ t( )+=

vo t( ) R1iR1 t( )– v_ t( )+=

dvC3 t( )
dt

------------------

diR1 t( )
dt

----------------

1
R3C3
------------– 0

1
C1R1R2
-------------------

R1 R2+
C1R1R2
-------------------–

vC3 t( )
iR1 t( )

1
R3C3
------------

0

vi t( )+=

vo t( ) 1 R1–[ ] vC3 t( )
iR1 t( )

=

ΓΓΓΓc C, A[ ] C

CA

1 R1–

− 1
R3C3
------------ 1

R2C1
------------–

R1 R2+
R2C1

------------------
= =

det ΓΓΓΓc C, A[ ]( ) 1
R3C3C1

------------------ R1C1 R3+– C3( )=

R1C1 R3C3≠

Vo s( )
Vi s( )
------------

V+ s( )
Vi s( )
-------------

Vo s( )
V− s( )
-------------

s 1
R1C1
------------+

s
R1 R2+
R1R2C1
------------------+

-----------------------

1
R3C3
------------

s 1
R3C3
------------+

------------------⋅= =
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The condition R1C1 = R3C3 produces the loss of complete observability, leading to a pole-zero cancel-
lation in the model transfer function, i.e., the pole from the left half of the circuit in Fig. 24.14 is cancelled
by the zero f
(24.169). Th
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rom the right half. There is subtle difference between the transfer functions in (24.210) and
e final result is the same, but the order the cancellation is different in each case. The zero-
ation is connected to the loss of complete observability and the pole-zero cancellation is
 the loss of complete controllability. These issues will be discussed in more detail in subsection

Decomposition.”

ity Gramian

bility test in Theorem 24.4 answers yes or no to the question about completely observability
However, sometimes we are interested in the degree of observability for a particular model.
uantify the energy of the output signal y(t), when there is no input (u(t) = 0) and the state
at t = 0

(24.211)

proved that the ouput energy is

(24.212)

(24.213)

ix Q is called observability gramian, and it measures the observability of the state vector
matrix is small, it means that we have a weak contribution of the initial state x 0 in the energy

t y(t). Indeed, we can appreciate the effect of each one of the state variables taking, for
= [0,…, 0, 1, 0,…, 0]T.
 the existence of the integral defined in (24.213) is guaranteed if and only if the system is
 and only if the eigenvalues of A have negative real part.
observability gramian Q defined in (24.213) satisfies the Lyapunov equation

(24.214)

 discrete-time systems, the controllability gramian is defined by

(24.215)

es

(24.216)

4.19

the model of Example 24.18, described by the state space models (24.206) and (24.207), to
e utility of the observability gramian (24.213), especially when the model is close to losing

servability, i.e., when R1C1 ≈ R3C3.

E x0( ) �y t( )�2 td
0

∞

∫ y t( )Ty t( ) td
0

∞

∫= =

E x0( ) �y t( )�2 td
0

∞

∫ x0
TQx0= =

Q eA
T

tCTC eAt td
0

∞

∫=

ATQ QA CTC+ + 0=

Qd Ad
T( )k

Cd
TCdAd

k

k=0

∞

∑=

Ad
TQdAd Qd Cd

TCd+– 0=
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(24.217)

(24.218)

 at the relative magnitude of the components of C matrix, we can foretell a priori that the
will be mainly determined by state iR1(t). To verify this we compute the observability gramian
24.172), solving

(24.219)

(24.220)

(24.221)

re we can compute the contribution of each state to the total energy in the output. Doing
fy that the state variable iR1(t) has an effect over the output greater than the effect of vC3(t),
 Eq. (24.212):

(24.222)

(24.223)

sfer function is

(24.224)

ve that there is a pole-zero quasi-cancellation.

inciple

a remarkable similarity between the results in Theorem 24.3 and in Theorem 24.4, and also
itions of the gramians (24.172) and (24.213). This is known as the duality principle, and it
alized as follows:

.5 (Duality) Consider a state space model described by the 4-tuple (A, B, C, D). Then the
pletely controllable if and only if the dual system (AT, CT, BT, DT) is completely observable.

Decomposition and Detectability

heorem can often be used to go from a result on controllability to one on observability and
he dual of Lemma 24.1 is:

v̇C3 t( )

i̇R1 t( )

1– 0

10 3– 20
9
-----–

vC3 t( )

iR1 t( )
1

0
+ vi t( )=

vo t( ) 1 103–[ ]
vC3 t( )

iR1 t( )
=

0 A Q
T

QA C C
T+ +=

0
1– 10 3–

0  20
9
-----–

q11 q12

q21 q22

q11 q12

q21 q22

1– 0

10 3– 20
9
-----–

1

103–
1 10 3–[ ]++=

Q 0.57 69.83

69.83 225000
=

x0 1, 0[ ]T E x0( )⇒ 0.57= =

x0 0, 1[ ]T E x0( )⇒ 225000= =

Vo s( )
Vi s( )
------------

s 1 1
9
--+ +

s 20
9
-----+

--------------------
1

s 1+
-----------⋅=
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(24.225)

s dimension k and the pair  is completely observable.

lt has a relevance similar to that of the controllability property and the associated decompo-
preciate this, we apply the dual of Lemma 24.1 to express the (transformed) state and output
 partitioned form as

(24.226)

(24.227)

e description reveals why one can be in trouble when trying to control a system using only
utput. The output has no information on the state .
rvable subspace of a model is the space composed of all states generated through every
ar combination of the states in . The stability of this subspace is determined by the location
values of .
servable subspace of a model is the space composed of all states generated through every
ar combination of the states in . The stability of this subspace is determined by the location
values of .
bservable subspace is stable we say that the system is detectable.
ure of the descriptions (24.226) and (24.227) arises from the fact that the transfer function

(24.228)

(24.228) says that the eigenvalues of the unobservable subspace do not belong to the set of
system transfer function. This implies that there is a cancellation of all poles corresponding
of ( ).

ity Canonical Form

so duals of the canonical forms given in Lemmas 24.2 and 24.3. For example, the dual of
 is:

Consider a completely observable SISO system. Then there exists a similarity transformation
 the model to the observer canonical form:

(24.229)

(24.230)

A Ao 0

A21 Ano

, C Co  0[ ]= =

(Co, Ao)

ẋo t( )

ẋno t( )

Ao 0

A21 Ano

xo t( )

xno t( )
Bo

Bno

u t( )+=

y t( ) Co 0
xo t( )

xno t( )
Du t( )+=

xno

xo

Ao

xno

Ano

H s( ) C0 sI Ao–( ) 1–
Bo D+=

sI Ano–

ẋ t( )

αn−1– 1

� O

� 1

α0– 0 0

x t( )

bn−1

�
�
b0

u t( )+=

y t( ) 1 0 … 0[ ]x t( ) Du t( )+=
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nly partially observable or controllable. These systems can be separated into completely
nd completely controllable systems.

esults of Lemmas 24.1 and 24.4 can be combined for those systems, which are neither completely
or completely controllable. We can see it as follows.

.6 (Canonical Decomposition Theorem) Consider a system described in state space form.
lways exists a similarity transformation T such that the transformed model for  takes

(24.231)

ubsystem [ ] is both completely controllable and completely observable and has the
transfer function as the original system (see Lemma 24.6).
ubsystem

(24.232)

pletely controllable.
ubsystem

(24.233)

pletely observable.

nical decomposition described in Theorem 24.6 leads to an important consequence for the
tion of the model, which will take only the completely observable and completely controllable

Consider the transfer function matrix H(s) given by

(24.234)

(24.235)

, and  are as in Eq. (24.231). This state description is a minimal realization of the transfer

x T 1– x=

A

Aco 0 A13 0

A21 A22 A23 A24

0 0 A33 0

0 0 A34 A44

, B

B1

B2

0

0

, C C1 0 C2 0[ ]= = =

Aco, B1, C1

A co 0

A21 A22

,
B1

B2

, C1 0[ ]

Aco A13

0 A33

,
B1

0
, C1 C2[ ]

Y s( ) H s( )U s( )=

H C sI A–( ) 1– B D+ C1 sI A co–( ) 1–
B1 D+= =

co B1
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(24.236)

 eigenvalues of the system,
 eigenvalues of the controllable and observable subsystem,
 eigenvalues of the controllable but unobservable subsystem,
 eigenvalues of the uncontrollable but observable subsystem,
 eigenvalues of the uncontrollable and unobservable subsystem.

ve that controllability for a given system depends on the structure of the input ports, i.e.,
e system, the manipulable inputs are applied. Thus, the states of a given subsystem may be
le for a given input, but completely controllable for another. This distinction is of funda-
rtance in control system design since not all plant inputs can be manipulated (consider, for
turbances) and, therefore, cannot be used to steer the plant to reach certain states.
 the observability property depends on which outputs are being considered. Certain states
bservable from a given output, but they may be completely observable from some other
 also has a significant impact on output feedback control systems, since some states may not
e plant output being measured and feeded back. However, they may appear in crucial internal
d thus be important to the control problem.

ve test for controllability and observability is provided by the following lemma known as

Consider a state space model (A, B, C). Then
ystem is not completely observable if and only if there exists a nonzero vector x ∈ �n and a scalar

 such that

(24.237)

ystem is not completely controllable if and only if there exists a nonzero vector x ∈ �n and a
 l ∈ � such that

(24.238)

tate Observers

ncepts

ate variables have to be measured for monitoring, implementing control systems, or other
ere are hard technical and economical issues to face. Observers are a way to estimate the
es based upon a system model, measurements of the plant output y(t), and measurements
input u(t). This problem is a generalization of that of indirectly measuring a system variable
m model and the measurement of some other easier-to-measure variable.

 Dynamics

 the system has a state space model given by (24.42) and (24.43) with D = 0 (a strictly proper
been assumed). Then, the general structure of a classic observer for the system state is as
g. 24.15, where the matrix J is the observer gain.

Λ A{ } Λ A co{ } Λ A22{ } Λ A33{ } Λ A44{ }∪∪∪=

Ax lx, Cx 0==

xTA lxT, xTB 0==
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, the observer equation is

(24.239)

us question is: if we know an exact system model and the system input, why do we need to
em output? The answer is that we need the output measurement since we do not know the
ial state. This can be appreciated from the equation for the state estimation error,

. That equation can be obtained subtracting (24.239) from (24.42). This leads to

(24.240)

.240) we observe that the estimation error will converge to zero for a nonzero initial error if
ll the eigenvalues of the matrix A − JC have negative real parts, i.e., if the observer polynomial
 − A + JC) is strictly Hurwitz.

tion (24.240) is valid only if the model is a perfect representation of the system under study.
lling errors will impact the observer. This will normally lead to nonzero state estimation

s. 

 pair (A, C) is completely observable, then the eigenvalues of A − JC can be arbitrarily located
e stability region). Thus, the speed of the estimation convergence is a designer’s choice. Those
values are known as the observer poles.

 pair (A, C) is detectable, then the observer will yield zero steady state error asymptotically,
ugh not all the eigenvalues of A − JC can be placed at will.

 system is not completely observable, and the unobservable subspace contains unstable
s, then the observer will never converge.

te the observer techniques we refer to Example 24.5.

4.20

t we want the observer poles for the state model in Example 24.5 to be located at s = −4,
= −8. We can then compute the observer gain, J, using a software such as MATLAB. This yields

(24.241)

iate the observer dynamics, assume that the initial system state is x(0) = [−1 2 1]T and that
put is a square wave of amplitude 1, and frequency equal to 1 rad/s. The observer is initialized

0. Then the norm of the estimation error, || (t)||, evolves as shown in Fig. 24.16. It is important

5 Classic state observer.

B (sI-A)-1 C

J

+

+

+

-

(t)x̂

dx̂ t( )
dt

------------- Ax̂ t( ) Bu t( ) J y t( ) Cx̂ t( )–( )+ +=

) x̂ t( )–

dx̃ t( )
dt

------------- A JC–( )x̃ t( )=

J 4.5247 7.5617 4.1543–––[ ]T=

x̂
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 that, in this example, the plant is unstable. This means that the state and the state estimation
nded. However, under the assumption of perfect modelling, the estimation error converges

hysical insight into the observer philosophy, we consider the following application.

4.21

 shows the schematics of a rotational system driven by a torque t(t). The system power is
through a gear system built with two wheels with radii r1 and r2 and inertias I1 and I2,

 The rotation of both shafts is damped by viscous friction with coefficients D1 and D2, and
 torsional spring in shaft 2 has also been modelled. The system load is modelled as an inertia
to estimate the load speed w3 based on the measurement of the speed in shaft 1, w1.
eed to build a state space model. To do that we choose a minimum set of system variables,

tify the energy stored in the system. The system has four components able to store energy:
s and a spring. Nevertheless, the energy stored in I1 and I2 can be computed either from w1

i.e., we need only one of these speeds, since they satisfy

(24.242)

hysically oriented choice of state variables is

(24.243)

(24.244)

(24.245)

6 State estimation error.

7 Rotational system.
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w1 t( )
w2 t( )
-------------

r2
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---- and t1 t( )w1 t( ) t2 t( )w2 t( )= =

x1 t( ) w1 t( )=

x2 t( ) q2 t( ) q3 t( )–=
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(24.246)

(24.247)

(24.248)

have chosen w1(t) as the measurable system variable, we finally obtain

(24.249)

(24.250)

te the observability properties of this system, numerical values for the parameters are chosen

(24.251)

(24.252)

e values we have that

(24.253)

se the test presented in the subsection “Observability, Reconstructibility, and Detectability.”

(24.254)

t t( ) D1w1 t( ) I1

dw1 t( )
dt

---------------- t1 t( )+ +=

t t( )
r2

r1

----t1 t( ) D2w2 t( ) I2

dw2 t( )
dt

---------------- K2 q2 t( ) q3 t( )–( )+ += =

0 K2 q3 t( ) q2 t( )–( ) I3

dw3 t( )
dt

----------------+=

dx t( )
dt

-------------

r1
2
D2 r2

2
D1+

r1
2
I2 r2

2
I1+

-----------------------------–
r1r2K2

r1
2
I2 r2

2
I1+

------------------------– 0

r1

r2
---- 0 1–

0
K2

I3
------ 0

A

x t( )

r2
2

r1
2
I2 r2

2
I1+

------------------------

0

0

B

t t( )+=

                 
w1 t( ) 1 0 0[ ]

C

x t( )=

    

r1 0.25 m, r2 r3 0.50 m, D1 D2 10 Nms/rad= = = = =

30 Nm/rad, I1 2.39 Nms2/rad, I2 I3 38.29 Nms2/rad= = = =

A
1.045– 1.254– 0

0.5 0 1–

0 0.784 0

, B
0.084

0

0

= =

Γo

C

CA

CA2

1.0000 0 0

1.0450– 1.2540– 0

0.4650 1.3104 1.2540

= =
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From this expression we see that Γo is a full rank matrix. Thus, the system state is completely observable
from w1(t).

Once we 

where (t

Observer

In the theor
available wit
generating u
respect to y(
effect of this
the additive 

We then h

Hence, th
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have a state estimate, , an estimate,  for w3, is obtained from

(24.255)

) can be obtained from (24.239). This yields

(24.256)

s and Measurement Noise

y above we have assumed that both the system input, u(t), and the system output, y(t), are
h no errors. This assumption is usually correct with regard to u(t), since the same equipment
(t) is normally used to estimate the state. However, that assumption is not usually valid with
t), since the measurement of this variable is normally corrupted with noise. To analyze the
 error, let us denote by ym(t) the noisy measurement, i.e., ym(t) = y(t) + v(t), where v(t) is
measurement noise. Therefore, the state estimation error satisfies

(24.257)

ave that

(24.258)

e error is small if the transfer function (sI − A + JC)−1J filters out the noise. Consider the
ample.

4.22

s a state space model given by

(24.259)

hat we want to estimate a system variable z(t) = g Tx(t), where g T = [1 1]. Then, a suitable
ed estimate is , which is given by

(24.260)

 noise term in the estimation of z(t) is zv(t), whose Laplace transform satisfies

(24.261)

x̂ t( ) w
3

t( )

w 3
t( ) 0 0 1[ ]

K3
T

x̂ t( )=

    

dwˆ
3

t( )
dt

---------------- K3
T d x̂ t( )

dt
------------- K3

T A JC–( )x̂ t( ) K3
TB

0

t t( ) K3
TJw1 t( )+ += =

  

dx̃ t( )
dt

------------- A JC–( )x̃ t( ) Jv t( )+=

X̃ s( ) sI A JC+–( ) 1– x̃ 0( ) sI A JC+–( ) 1– JV s( )+=

A
2– 1

1 3–
, B

1

0.5
, C 1 1–[ ], D 0= = = =

ẑ t( )

ẑ t( ) gTx̂ t( )=

Zv s( ) Hv s( )V s( ), where Hv s( ) gT sI A JC+–( ) 1– J= =
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onsider two different choices for the observer polynomial E(s). They are

(24.262)

r can appreciate that the resulting observers will have very different speeds, the first observer
 slower than the second one. 
e choices we compute the observer gains, J1 and J2, and the corresponding filter functions

(24.263)

(24.264)

re both cases we compute and plot the frequency response of each filter. The result is shown
.

. 24.18 we observe that for a high frequency noise, the slowest filter is more immune to noise
t filter.
e case exemplifies the trade-off between observer speed and noise immunity. A systematic
his dilemma is to use an optimal filter theory, such as Kalman–Bucy filtering. The interested
erred to [2].

tate Feedback

ncepts

 system states can be measured, and the system is completely reachable (in the sense explained
n “Controllability, Reactability, and Stabilizability”), we can control the system using state
achieve full command of the loop dynamics. This idea is captured in Fig. 24.19.
.19 shows the most basic form of state feedback: the plant input has a component that is
l to the state (the other component is an external signal (t)).
back is a very simple, almost naive idea. A careful analysis shows that this idea has some
s and potentially dangerous features, such as

uires as many sensors as state variables. This is not only very expensive but also, in some
 its implementation may become impossible. 

state measurement is a source of error because of its limited accuracy.

measurement introduces noise, which has deleterious effect on the control system
rmance.

8 Observer filtering characteristics.

10
-1

10
0

10
1

10
2

10
3

-60

-40

-20

0

Frequency [rad/s]

M
ag

ni
tu

de
 [d

B
]

|H ( j  )|
1

2

ω

E1 s( ) s 0.5+( ) s 0.75+( )  and  E2 s( ) s 10+( ) s 20+( )= =

H1 s( ) gT sI A J1C+–( ) 1– J1
1.875s 5.625+

s2 1.25s 0.375+ +
-----------------------------------------= =

H2 s( ) gT sI A J2C+–( ) 1– J2
144s 432+

s2 30s 200+ +
---------------------------------= =

r
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orrect overall performance relies on the correct functioning of a complex set of equipments.
poses several questions regarding performance degradation and system integrity.

f these weak points, state feedback is by itself a powerful concept, since it works as a basis
phisticated and robust control schemes. The key reason for this is that any linear controller
ined as the combination of a state observer and state feedback.

 Dynamics

t the system to be controlled has a transfer function H(s) and a state space representation
.42) and (24.43), with D = 0. If the plant input is generated according to

(24.265)

te space representation for the complete control loop is given by

(24.266)

(24.267)

shown that the relationship between (s) and Y(s) is given by

(24.268)

s that the state feedback loop preserves the system zeros and shifts the poles to the roots of
 BK).

State Feedback. The Optimal Regulator

inear time invariant system having a state space representation given by (24.42) and (24.43),
subject to the initial state x(0) = xo.
hat the control objective is to steer the plant from the the initial state, xo, to the smallest
e as soon as possible in the interval [0, tf]. We additionally require that the steering process
and too much control effort. Then, the optimal regulator problem is defined as the problem

 optimal control u(t) over the interval [0, tf] such that a quadratic cost function is minimized.
nction is chosen as

(24.269)

9 State feedback.

System
-+

x(t)

K

u t( ) Kx t( )– r t( )+=

dx t( )
dt

------------- Ax t( ) B Kx t( )– r t( )+( )+=

y t( ) Cx t( )=

R

Y s( ) C sI A–( ) 1– B

H s( )

I K sI A–( ) 1– B+( ) 1–
R s( )=

      

Ju xo( ) x t( )TQx t( ) u t( )TRu t( )+[ ] t x tf( )TQfx tf( )+d
0

tf

∫=
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where Q ∈ �n×n, Qf  ∈ �n×n are symmetric nonnegative definite matrices and R ∈ �m×m is a symmetric
positive definite matrix. The requirements on the weighting matrices are set so that the cost function
makes sense
while the sta
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. For instance, if Q is allowed to be negative, then the optimal cost could even be negative
te could grow unbounded in magnitude. Also, if we allow R to have eigenvalues at the origin
wed to be a nonnegative definite matrix, instead of requiring it to be a strictly positive definite
 the control u(t) could also grow unbounded (in the directions of the associated eigenvectors)
 situation being revealed by the cost function.

variant linear control law is asymptotically obtained when . Under this condition, the
trol law is given by

(24.270)

(24.271)

∞ is the only nonnegative solution of the algebraic Riccati equation

(24.272)

olution to exist, it is necessary that certain technical conditions are satisfied (for a detailed
f these issues see, for instance, [5]).

olution for the LQR problem minimizes the cost function (24.269) and, when , always
izes the plant.

 issue is how to choose the weighting matrices Q and R. A frequent choice for Q is Q = CTC.
 this choice, the magnitude of the plant output is directly introduced into the cost function.

 given Q, the size of R strongly influences the location of the closed loop poles. The larger R
 slower is the control loop.

eading on optimal quadratic regulators can be found in the literature. See, e.g., [1,3,4,8,9].

bserved State Feedback

n Strategy

rawbacks inherent in the measuring of the state, feedback of the estimated state can be used
 resulting control system integrates an observer and a feedback mechanism for the observed

ination of a state observer and the feedback of the estimated state conform the structure
g. 24.20.
20, the (matrix) transfer functions T1(s) and T2(s) can be obtained from Fig. 24.15. This yields

(24.173)

(24.174)

tf ∞→

uo t( ) Kox t( )–=

Ko R−1BTP∞–=

0 Q P∞BR−1BTP∞– P∞A ATP∞+ +=

tf ∞→

T1 s( ) sI Ao JCo+–( )−1Bo=

T2 s( ) sI Ao JCo+–( )−1J=
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Function Interpretation for the Single-Input Single-Output Case

ISO plant having transfer function

(24.275)

 and No(s) are polynomials in s.
te feedback gain, K, is chosen to obtain a closed loop polynomial F(s), where F(s) = det (sI −
ext, an observer gain, J, is computed to obtain an observer polynomial E(s) = det (sI − Ao + JCo).
erver and the observed state feedback are combined, the resulting control loop can be made
by a suitable choice of (t)) to the classical control loop shown in Fig. 24.21.
.21 the polynomials P(s) and L(s) satisfy the Diophantine equation

(24.276)

lt says that the set of closed loop poles is the union of the set of observer poles and the set
back poles.
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System
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No s( )
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--------------==

r

Mo s( )L s( ) No s( )P s( )+ E s( )F s( )=
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25
Response of Dynamic

Systems

25.1 System and Signal Analysis
Continuous Time Systems • Discrete Time Systems
• Laplace and z-Transform • Transfer Function Models

25.2 Dynamic Response
Pulse and Step Response • Sinusoid and 
Frequency Response

25.3 Performance Indicators for Dynamic Systems
Step Response Parameters • Frequency Domain 
Parameters

ystem and Signal Analysis

system design and analysis it is important to predict and understand the dynamic behavior
. Examining the dynamic behavior can be done by using a mathematical model that describes
dynamic behavior of the system in which we are interested. Typically, a model is formulated
either continuous or discrete time behavior of a system. The corresponding equations that

odel are used to predict and understand the dynamic behavior of the system.
s analysis can be done for relatively simple models of a dynamic system by actually computing
 the equations of the model. Usually, this analysis is limited to linear first and second order
ough limited to small order models, the solutions tend to give insight in the typical responses
ic system. For more complicated, higher order and possibly nonlinear models, numerical
ools provide an alternative for the dynamic system analysis.
lowing we review the analysis of linear models of discrete and continuous time dynamic
 equations that describe and relate continuous and discrete time behavior are presented. For
of continuous time systems extensive use is made of the Laplace transform that converts

ential equations into algebraic expressions. For similar purposes, a z-transform is used for
e systems.

us Time Systems

 describe the linear continuous time dynamical behavior of a system are usually given in the
erential equations that relate an input signal u(t) to an output signal y(t). The differential
a time invariant linear continuous time model has the general format

(25.1)aj
d j

dt j
------  y t( )

j=0

na

∑ bj
d k

dt j
------  u t( )

j=0

nb

∑=

 de Callafon
California
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≠ 0, respectively, are called the denominator and numerator coefficients. The input u(t) is
d from the output y(t) in (25.1) by requiring na ≥ nb. As a result, the nath derivative is the
vative of the output y(t) and na is used to indicate the order of the differential equation.
ative representation of a model of a continuous time system can be obtained by rewriting the
ifferential equation in (25.1) into a set of (coupled) first order differential equations. This can
ntroducing a state variable x(t) and rewriting the higher order differential equation into

(25.2)

C, and D are real valued matrices. The set of first order differential equations given in (25.2)
 as a state space representation. The state variable x(t) is a column vector and contains na

ere na is the order of the differential equation.
f the matrices in (25.2) corresponds to the order of differential equation from which the

realization is derived. For generalization purposes, consider multiple inputs and outputs
n m × 1 input column vector u(t) and a p × 1 output column vector y(t). Given the na × 1
tate vector, the state matrix A has size na × na, the input matrix has size na × m, the output
s size p × na, and the feedthrough matrix D has size m × p. From these size considerations
served that the state space realization in (25.2) easily generalizes the model description of
multi-output systems.
te the concepts, consider the differential equation

(25.3)

es the dynamical behavior of the one cart system given in Fig. 25.1. The differential
.3) is found by writing Newton’s second law for the cart mass m with position output y(t),

 ky(t), damper force c(d/dt)y(t), and force input u(t). Comparing with (25.1) it can be seen
 nb = 0, making (25.3) a second order differential equation. The differential equation can be

to a state space representation (25.2) by defining the state variable

One cart system representing a single mass dynamical system with cart mass m, spring constant k,
 constant c.

d
dt
-----x t( ) Ax t( ) Bu t( )+=

y t( ) Cx t( ) Du t( )+=

m
d2

dt2
-------y t( ) c

d
dt
----- y t( ) ky t( )+ + u t( )=

x t( ) := 
y t( )

d
dt
----- y t( )
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that consists the position and velocity of the mass. With this state variable (25.3) can be rewritten into

which yields
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 a state space model similar to (25.2). In this case, the size of the state matrix A is 2 × 2, the
 B is 2 × 1, the output matrix C is 1 × 2, and the feedthrough matrix D = 0 is scalar.

Time Systems

e models approximate and describe the sampled data behavior of a continuous time dynam-
In some applications, such as digital control, the dynamical control system is inherently

e. In these situations, analysis with discrete time equivalent models in necessary.
sis purposes, both input u(t) and output y(t) are assumed to be sampled on a regular discrete
l

ndicates the sampling time. To maintain uniform notation throughout the analysis, the
e ∆T is normalized to ∆T = 1 and the time dependency t is assumed to be discrete with t =

.
pled or discrete time input/output data, a linear discrete time model can be formulated in

a difference equation

(25.4)

near combination is taken of positive time shifted inputs u(k) and outputs y(k). To distinguish
ial equation from the differential equation (25.1), different scalar real valued numbers cj for

 ≠ 0 and dj for j = 0,…,nd ,  ≠ 0 are used. The input u(k) is distinguished from the output
) by requiring nc ≥ nd for causality purposes. As a result, the nc is the largest time shift of
(k) and nc is used to indicate the order of the difference equation.
licity with which the difference equation can be represented also allows an algebraic repre-
 (25.4). Introducing the time shift operator

(25.5)

) to be rewritten into the algebraic expression

is analysis, the discrete time output y(k) can be represented by the difference model

(25.6)

d
dt
-----x t( )

0 1
k
m
----– d

m
----–

x t( )
0
1
m
----

u t( )+=

y t( ) 1 0 x t( ) 0u t( )+=

t k∆T,  k 0,1,2,…= =

cky k j+( )
j=0

nc

∑ dku k j+( )
j=0

nd

∑=

nc
dnd

qu k( ) := u k 1+( )

y k( ) cjq
j

j=0

nc

∑ u k( ) djq
j

j=0

nd

∑=

y k( ) G q( )u k( ),  with G q( )
∑j=0

nd djq
j

∑j=0

nc cjq
j

--------------------= =
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where the scalar real valued numbers cj for j = 0,…,nc,  ≠ 0 and dj for j = 0,…,nd ,  ≠ 0, respectively,
indicate the denominator and numerator coefficients.
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 the continuous time system representation, the higher order difference equation (25.4) can
itten into a set of (coupled) first order difference equations for analysis purposes. This can
introducing a state variable x(k) and rewriting the higher order difference equation into

(25.7)

 = x(k + 1), according to (25.5). The state variable x(k) is a column vector and contains nc

ere nc is the order of the difference equation. The state space matrices in (25.7) are labeled
 distinguish them from the continuous time state space model.

nd z-Transform

t mathematical concept for the analysis of models described by linear differential equations
1) and (25.2) is the Laplace transform. As indicated before, the Laplace transform converts
ential equations into algebraic expressions. With this conversion, proper algebraic manipu-
e used to recover solutions of the differential equation. In a similar manner, the z-transform
iscrete time models described by difference equations. Although it was shown in (25.6) that
equation can be written as an algebraic expression, the z-transform allows complex analysis
te time models.
ce transform of a signal u(t) is defined to be

(25.8)

tegration over t eliminates the time dependency and the transform u(s) is a function of the
able only. This is indicated in the transform u(s) where the dependency of t has been dropped,
 function of the (complex valued) Laplace variable s only.
ral (25.8) exists for most commonly used signals u(t), provided certain conditions on s are
 illustrate the transform, consider a (unity) step signal

ape of u(t) resembles a stepwise change of an input signal. With the definition of the Laplace
 (25.8) the transform of the step signal becomes

(25.9)

ssumed that the real part of s is greater than zero so that limt→∞ e−st = 0.
 u(k) is given at discrete time samples k = 0, 1, 2…, the integral expression of (25.8) cannot be
ead, a transform similar to the Laplace transform can be used and denoted by the z-transform.
orm of a discrete time signal u(k) is defined as

(25.10)

qx k( ) Fx k( ) Gu k( )+=
y k( ) Hx k( ) Ju k( )+=

L u t( ){ } := u s( ) u t( )e st– td
t=0

∞

∫=

u t( ) :=
0,

1,
 
t 0<
t 0≥




u s( ) u t( )e st– td
t=0

∞

∫ e st– td
t=0

∞

∫ e st–

s
-------–

0

∞ 1
s
--= = = =

L u k( ){ } := u z( ) u k( )z k–

k=0

∞

∑=
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The series (25.10) converges if it is assumed that there exist values rl and ru with rl < |z| < ru as bounds
on the magnitude of the complex variable z.

The z-tran
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sform has the same role in discrete time systems that the Laplace transform has in continuous
s. In case of sampling, the complex variable z of the z-transform is related to the complex
 the Laplace transform via

z  = es∆T (25.11)

 the sampling time used for sampling. Both the Laplace and z-transform are linear operators

(25.12)

efinition in (25.8) and the linearity property in (25.12), the transform of most commonly
ns has been precalculated and tabulated.

ular interest for the analysis of linear differential equations such as (25.1) and (25.2) is the
sform of a derivative:

 0 it can be seen that the Laplace transform of the derivative of u(t) is simply s times the
sform of u(s). This result can be extended to higher order derivatives and the result for the
e is given by

ignal u(t) satisfies the initial zero conditions 

 = 0 for j = 1, …, n

 reduces to

lace transform of an nth order derivative is simply sn times the transform u(s).
te time systems the interest lies in the z-transform of a time-shifted signal. Similar to the
sform, the z-transform of an n time-shifted signal can be computed and is given by

L au t( ) by t( )+{ } aL u t( ){ } b y t( ){ }+=

L
d
dt
-----u t( )

 
 
  d

dt
-----u t( )e st– td

t=0

∞

∫=

 u t( )e st–
0

∞
s u t( )e st– td

t=0

∞

∫+=

su s( ) u 0( )–=

L
dn

dtn
-------u t( )

 
 
 

snu s( ) sn− j d j−1

dt j−1
-----------u t( )

t=0j=1

n

∑–=

d j−1

dt j−1
-----------u(t)

t=0

L
dn

dtn
-------u t( )

 
 
 

snu s( )=

L qnu k( ){ } znu z( ) zn− ju j( )
j=0

n−1

∑–=

ress LLC



In case the discrete time signal u(k) satisfies the initial zero conditions u( j) = 0 for j = 0,…,n − 1, the
formula reduces to

and the z-tr

Transfer 
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ansform of an n time-shifted discrete time signal is simply zn times the transform u(z).

Function Models

f the Laplace and z-transform can be used to reduce linear differential equations (25.1) and
uation (25.4) to the algebraic expressions. Starting with the differential equations for con-
 models and assuming zero initial conditions for both the input u(t) and output signal y(t),

transform of (25.1) yields

e written in transfer function format

(25.13)

he transfer function G(s) is the ratio of the numerator polynomial  and the denom-
omial . As indicated before, the scalar real valued numbers aj for j = 0,…,na,  ≠
j = 0, …,nb,  ≠ 0, respectively, are called the denominator and numerator coefficients.
for the discrete time model, assuming zero initial conditions for both the input u(k) and
l y(k), the z-transform of (25.4) yields

e written in transfer function format

(25.14)

nsfer function representations, poles and zeros of the dynamic system can be computed for
tem analysis. The poles of the system are defined as the roots of the denominator polynomial.
 the system are defined as the roots of the numerator polynomial.
ce and z-transform can also be used to reduce the state space representation to a set of
ressions that consists of (coupled) first order polynomials. Assuming zero initial conditions

 vector x(t), application of the Laplace transform to (25.2) yields

e state vector x(s) can be eliminated. Solving for x(s) gives x(s) = (sI − A)−1 Bu(s) and the
orm can be rewritten into a transfer function representation

(25.15)

L qnu k( ){ } znu z( )=

y s( ) ajs
j

j=0

na

∑ u s( ) bjs
j

j=0

nb

∑=

y s( ) G s( )u s( ), with G s( )
∑j=0

nb bjs
j

∑j=0

na ajs
j

-------------------= =

∑j=0

nb bjs
j

∑j=0

na ajs
j ana

bnb

y z( ) cjz
j

j=0

nc

∑ u z( ) bjz
j

j=0

nd

∑=

y z( ) G z( )u z( ), with G z( )
∑j=0

nc cjz
j

∑j=0

na ajz
j

-------------------= =

sx s( ) Ax s( ) Bu s( )+=
y s( ) Cx s( ) Du s( )+=

y s( ) G s( )u s( ), with G s( ) D C sI A–( ) 1– B+= =
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Under mild technical conditions involving controllability and observability of the state space model, the
transfer function representations in (25.13) and (25.15) are similar in case the state space model in (25.2)
is derived fr
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om the differential equation (25.1) and vice versa.

ynamic Response

 and z-transform offer the possibility to compute the dynamic response of a dynamic system
 algebraic manipulations. The analysis of the dynamic response gives insight into the dynamic
he system by addressing the response to typical test signals such as impulse, step, and sinusoid
 the system.
nse can be computed for relatively simple continuous or discrete dynamical systems given

r differential or difference equations. Both the state space model and the transfer function
 provide helpful representations in the analysis of a dynamic system. The result are presented
ing.

 Step Response

ay to evaluate the response of a dynamic system is by means of pulse and step based test signals.
us time systems an input impulse signal is defined as a δ function

perty

 an integrable function over (−∞, ∞). Although an impulse signal is not practical from an
point of view, the computation or simulation of the impulse response gives insight into the
havior of the dynamical system.
roperties of the impulse function δ(t) mentioned above, the Laplace transform of the impulse
iven by

utput y(s) due to an impulse input is given by yimp(s) = G(s)uimp(s) = G(s)δ(s) = G(s). As a
mediate inverse Laplace transform of the continuous time transfer function G(s),

namic response yimp(t) of the system to an impulse input response.
utation of the step response is done in a similar way. In (25.9), the Laplace transform of the

uimp t( ) := d t( )
∞, t 0=
0, t 0≠




=

f t( )d t( )
t=−∞

∞

∫ f 0( )=

L d t( ){ } d s( ) d t( )e st– td
t=0

∞

∫ e s0– 1= = = =

yimp t( ) L 1– G s( ){ }=

ustep t( ) := 
0, t 0<
1, t 0≥



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is given as ustep(s) = 1/s. Consequently, with ystep(s) = G(s)ustep(s) = G(s)/s, the inverse Laplace transform
of G(s)/s

will yield th
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e dynamic response ystep(t) of the system to a step input response.
ractical point of view, the computation of an inverse Laplace transform is limited to low
ls of first or second order. However, the results give insight into the dominant behavior of
ic systems. This is illustrated in the following examples.

ider a first order continuous model given by the transfer function

 K and τ indicate, respectively, the static gain and the time constant of the system. Such a
fer function may arise from a simple RC network with τ = RC. In order to compute the step
nse of the system, the inverse Laplace transform of G(s)/s needs to be computed. This inverse
ce transform is given by

t can be seen that the step response is an exponential function. For stability the time constant
ds to satisfy τ  > 0. It can also be observed that the smaller the time constant, the faster the
nse.

ider a second order continuous time model given by the transfer function

(25.16)

 ωn and β, respectively, indicate the undamped resonance frequency and the damping
cient of the system. This model can be derived from the dynamical behavior of the one cart

 depicted in Fig. 25.1 and given in (25.3). For β < 1 (underdamped), the inverse Laplace
form of G(s) is given by

 this expression it can be observed that the response is a decaying sinusoid with a resonance
ency of . For stability, both ωn > 0 and β > 0 and the larger ωn, the faster the decay
 sinusoid and the higher is the frequency of the response yimp(t). Illustration of the impulse
nse of this second order system have been depicted in Figs. 25.2 and 25.3 where variations
 undamped resonance frequency ωn and the damping coefficient β illustrate the dynamic
ior of the system.

te systems, the analysis of the pulse response is based on the discrete time pulse function

ystep t( ) = L 1– G s( )
s

-----------
 
 
 

G s( ) K
ts 1+
--------------=

ystep t( ) L 1– G s( )
s

-----------
 
 
  K

t
---= = 1 e t /t––( )

G s( )
w n

2

s2 2bwns w n
2+ +

---------------------------------------=

yimp t( )
wm

1 b2–
------------------e

b wnt–
wn 1 b2t–( )sin=

wn 1 b2–

uimp k( ) := d k( )
1, k 0=
0, k 0≠




=
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value of 1 at k = 0 and zero anywhere else. The step signal is similar to the continuous time
 given by

 characterize the discrete time pulse and step response a similar procedure as for the continuous
can be followed by using the z-transform. It is easy to show that the z-transform uimp(z) = 1
ansform of the step signal equals ustepz = z/(z − 1). Hence, the response of the discrete time
ulse or step signal can be computed with 

Variations in impulse response yimp(t) of second order system with ωn = 6 and β = 0.1(�), 0.2(�),
, 0.8(�).

Variations in impulse response yimp(t) of second order system with β = 0.4 and ωn = 2(�), 4(�),
(�). 

ustep k( ) := 
0, k 0<
1, k 1≥




yimp k( ) L 1– G z( ){ }, ystep k( ) L 1– G z( )z
z 1–

--------------
 
 
 

= =
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In addition to the approach using a z-transform, the ratio of the polynomials in the difference model
(25.6) can be written in a series expansion:
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crete time pulse function uimp(k) as an input, it can be observed that

e concluded that the pulse response yimp(k) equals the coefficients in the series expansion of
ce equation. Similarly, with the discrete time step function ustep(k) as an input, it can be
t

 concluded that the step response ystep(k) values are computed as a finite sum of the coefficients
 expansion of the difference equation. The computation of a discrete time pulse response for
 discrete time model is given in the following example.

ider a first order discrete model given by the difference model

 d indicates the discrete time constant of the system. The series expansion of the difference
l can be computed as follows:

t can be seen that the discrete time pulse response

yimp(k) = dk

exponential function. For stability the discrete constant d needs to satisfy |d | < 1. Similar as
 continuous time model it can be observed that the smaller the time constant, the faster the
nse. Additionally, the first order discrete time model may exhibit an oscillation in case −1 <
.

and Frequency Response

ve considered transient effects caused by step, pulse, and impulse inputs to investigate the
perties of a dynamical system. However, periodic inputs occur frequently in practical situ-

he analysis of a dynamic system to periodic inputs and especially sinusoidal inputs can yield
t into the behavior of the system.

G q( )
∑j=0

nd djq
j

∑j=0

nc cjq
j

------------------- gkq k–

j=0

∞

∑= =

yimp k( ) gkq k–

j=0

∞

∑ d k( ) gk= =

yimp k( ) gkq k–

j=0

∞

∑ ustep k( ) gk

j=0

k

∑= =

G q( ) 1
q d+
------------=

G q( ) 1
q d–
----------- d j

j=0

∞

∑= =
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The response of a linear system to a sinusoidal input is referred to as the frequency response of the
system. An input signal, u(t) = U sin ωt, that is, a sine wave with amplitude U and frequency ωj, has a
Laplace tran
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sform

ly, the response of the system is given by

l fraction expansion of y(s) will result in terms that represent the (stable) transient behavior
the term associated to the sinusoidal input u(s). Elimination of the transient effects and
an inverse Laplace transform will yield a periodic time response y(t) of the same frequency

plitude magnification A and the phase shift φ are given by

(25.17)

g the transfer function G(s) along the imaginary axis s = iω, ω ≥ 0, the magnitude |G(iω)|
ation on the relative amplification of the sinusoidal input, whereas the phase (iω) gives
 on the relative phase shift between input and output.
ysis can be easily extended to discrete time systems by employing the relation between the
able s and the z-transform variable in (25.11) to obtain the discrete time sinusoidal response

plitude magnification A and the phase shift φ are given by

(25.18)

ampling nature of the discrete time system, the transfer function G(z) is now evaluated on
le

ormation of the magnitude and phase shift of the sinusoidal response.
he frequency response of a dynamical system gives insight in the pole locations (resonance
 zero locations of the dynamical system. As an example, the frequency response of the second

 given in (25.16) has been depicted in Fig. 25.4. It can be seen from the figure that, as
e second order system is less damped for smaller damping coefficients β and this results in
litude response of the second order system at the resonance frequency ωn = 6 rad/s. It can
rved that the phase change at the resonance frequency becomes more abrupt for smaller

efficients.

u s( ) Uw
s2 w2+
----------------= .

y s( ) G s( ) Uw
s2 w2+
----------------=

y t( ) AU wt f+( )sin=

A G s( ) s=iw , f G∠ s( ) s=iw==

G∠

y k( ) AU wk f+( )sin=

A G z( )
z=e

i∆Tw , f G∠ z( )
z=e

i∆Tw==

ei∆Tw, 0 ≤ w p
∆T
-------<
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erformance Indicators for Dynamic Systems

onse Parameters

s for dynamic systems often involve requirements on the transient behavior of the system.
havior requirements can be formulated on the basis of a step response and the most significant
have been summarized below and illustrated in Fig. 25.5.

y state or DC value ys of step response output.

teady state error yse is the error between steady state value ys and desired DC value of step
nse output.

aximum overshoot Am is the maximum deviation of the step response output above its
y state value ys.

eak time tp is the time at which the maximum overshoot occurs.

ng time ts is the time at which the step response input stays within some small percentage
f the steady state value ys. Typically, a percentage of 2% or 5% is chosen to determine the
g time.

ise time tr is usually defined as the time required for the step response output to rise from
to 90% of the steady state value ys.

elay time td is defined as the time required to reach 50% of the steady state value ys.

Variations in frequency response of second order system G(s) with ωn = 6 and β = 0.1(�), 0.2(�),
, 0.8(�).
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e above value can be obtained from an experimentally determined step response. In general,
 be obtained in an analytical form, except for low order models. For the second order model
ass system given in (25.3), some analytical results can be obtained. For a second order model
e maximum overshoot Am is determined by 

e tp can be computed by

 delay time td can be approximated by

mum overshoot increases with a smaller damping coefficient β in the system, the maximum
 often used to indicate the relative stability of the system.

y Domain Parameters

quency domain analysis of dynamic systems, specifications for the dynamic properties of a
lso be stated in the frequency domain. Frequency domain specifications in filter design often
le, bandwidth, roll-off, and phase lag parameters. Similar characteristics can also be specified
 systems in case the model of the system is analyzed in the frequency domain. The most
arameters have been summarized below and illustrated in Fig. 25.6.

andwidth ωb is a notion for the maximum frequency at which the output will track a
oidal input in a satisfactory manner. By convention, the bandwidth is defined as the frequency
ich the output is attenuated −3 dB (0.707).

esonant frequency ωr is the first frequency at which a significant resonance mode with low
ing occurs. The resonance mode can, if uncontrolled, negatively influence the settling time
 dynamic system and plays an important role in characterization of performance.

Parameters for step-response behavior: steady state value ys, steady state error yse, maximum over-
k time tp, settling time ts, rise time tr, and delay time td .

Am 100e p b– / 1 x2– , where x A

p 2 A2+
---------------------- , = =  A

100
Am

-------- 
 ln=

tp
p

wn 1 x2–
------------------------=

td
1 0.7x+

wn

-------------------≈
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esonant peak Mr is the height of a resonance mode. The resonant peak is a measure for the
ing. As illustrated in Fig. 25.2 for a second order model, the resonance mode increases at
 damping coefficients.

y state errors Me can also be analyzed in the frequency response of a system. Using the final
 theorem for continuous time systems

resence of steady state errors can be inspected in the frequency domain by evaluation |G(s)|
 iω = 0 or for small values of the frequency vector ω. This can be seen as follows. As the
ce transform ustep(s) of a step input signal ustep(t) is ustep(s) = 1/s,

aluating  for small frequencies ω, the steady state behavior of G(s) can be studied.
imilar result exist for discrete time systems, where the final value theorem reads as follows.
) converges for  > 1 and all poles of (z − 1)u(z) are inside the unit circle, then

e, for discrete time systems the steady state behavior of a transfer function G(z) can be studied
aluating |G(eiω∆T)| for small frequencies ω .

ff Rd at high frequencies is defined as the negative slope of the frequency response at higher
encies. The roll-off determines the performance of the dynamic system as high frequent
bances can be amplified if a dynamic system does not have enough high frequent roll-off.

Parameters for frequency response behavior: bandwidth ωb, resonance frequency ωr, resonant peak
te error Me, and roll-off Rd.

y t( )
t→∞
lim ys sy s( )

s→0
lim= =

ystep t( )
t→∞
lim systep s( )

s→0
lim sG s( )1

s
--

s→0
lim G s( )

s→0
lim= = =

G(iw)

z

u k( )
k→∞
lim z 1–( )u z( )

z→1
lim=
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26
The Root Locus Method

26.1 Introduction
26.2 Desired Pole Locations
26.3 Root Locus Construction

Root Locus Rules • Root Locus Construction
• Design Examples

26.4 Complementary Root Locus
26.5 Root Locus for Systems with Time Delays

Stability of Delay Systems • Dominant Roots of a Quasi-
Polynomial • Root Locus Using Padé Approximations

26.6 Notes and References

26.1 Introduction

The root locus technique is a graphical tool used in feedback control system analysis and design. It has
been formally introduced to the engineering community by W. R. Evans [3,4], who received the Richard
E. Bellman Control Heritage Award from the American Automatic Control Council in 1988 for this major
contribution.

In order to discuss the root locus method, we must first review the basic definition of bounded input
bounded output (BIBO) stability of the standard linear time invariant feedback system shown in Fig. 26.1,
where the plant, and the controller, are represented by their transfer functions P(s) and C(s), respectively.1

The plant, P(s), includes the physical process to be controlled, as well as the actuator and the sensor
dynamics. 

The feedback system is said to be stable if none of the closed-loop transfer functions, from external inputs
r and v to internal signals e and u, have any poles in the closed right half plane,  .
A necessary condition for feedback system stability is that the closed right half plane zeros of P(s)
(respectively C(s)) are distinct from the poles of C(s) (respectively P(s)). When this condition holds, we
say that there is no unstable pole–zero cancellation in taking the product P(s)C(s) =: G(s), and then
checking feedback system stability becomes equivalent to checking whether all the roots of

(26.1)

are in the open left half plane, . The roots of (26.1) are the closed-loop system
poles. We would like to understand how the closed-loop system pole locations vary as functions of a real
parameter of G(s). More precisely, assume that G(s) contains a parameter K, so that we use the notation

1Here we consider the continuous time case; there is essentially no difference between the continuous time case
and the discrete time case, as far as the root locus construction is concerned. In the discrete time case the desired
closed-loop pole locations are defined relative to the unit circle, whereas in the continuous time case desired pole
locations are defined relative to the imaginary axis.

�+ := s �Œ : Re s( )  0≥{ }

1 G s( )  0=+

�- := s � : Re(s)∈ 0<{ }

Hitay Özbay
The Ohio State University
©2002 CRC Press LLC



    

G

 

(

 

s

 

) 

 

=

 

 

 

G

 

K

 

(

 

s

 

)

    

complex pla

  

The most
as the varyin

            

can be writt

                   

with 

 

z

 

1

 

,…,

 

z

        

system poles

The 

 

usual ro

               

on the comp

       

complementa

 

of the param

  

complex pla
plane in wh

          

Section 26.3
section 26.4

The root 
the characte

           

can also be 

      

plus Integra

    

the plant is

so the param

  

delay in the p

 

FIGURE 26.1

 

+

v(t)

y(t)

066_Frame_C26  Page 2  Wednesday, January 9, 2002  1:58 PM

©2002 CRC P
 to emphasize the dependence on K. The root locus is the plot of the roots of (26.1) on the
ne, as the parameter K varies within a specified interval.
 common example of the root locus problem deals with the uncertain (or adjustable) gain
g parameter: when P(s) and C(s) are fixed rational functions, except for a gain factor, G(s)

en as G(s) = GK(s) = KF(s), where K is the uncertain/adjustable gain, and

(26.2)

m, and p1,…,pn being the open-loop system zeros and poles. In this case, the closed-loop
 are the roots of the characteristic equation

(26.3)

ot locus is obtained by plotting the roots r1(K),…,rn(K) of the characteristic polynomial χ(s)
lex plane, as K varies from 0 to + ∞. The same plot for the negative values of K gives the
ry root locus. With the help of the root locus plot the designer identifies the admissible values
eter K leading to a set of closed-loop system poles that are in the desired region of the

ne. There are several factors to be considered in defining the “desired region” of the complex
ich all the roots r1(K),…,rn(K) should lie. Those are discussed briefly in the next section.
 contains the root locus construction procedure, and design examples are presented in
.
locus can also be drawn with respect to a system parameter other than the gain. For example,
ristic equation for the system G(s) = Gλ(s), defined by

transformed into the form given in (26.3). Here Kc and TI are given fixed PI (Proportional
l) controller parameters, and λ > 0 is an uncertain plant parameter. Note that the phase of

eter λ can be seen as the uncertain phase lag factor (for example, a small uncertain time
lant can be modeled in this manner, see [9]). It is easy to see that the characteristic equation is

Standard unity feedback system.

+

+
-

u(t)r(t) e(t)
P(s)C(s)

F s( ) N s( )
D s( )
----------- where

N s( ) s zj–( )
j=1

m

∏=

D s( ) s pi–( ),

n m≥

i=1

n

∏=

=

c s( ) : D s( ) KN s( )+ 0= =

Gl s( ) P s( )C s( ), P s( ) 1 ls–( )
s 1 ls+( )
--------------------- , C s( ) Kc 1
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anging the terms multiplying λ this equation can be transformed to

K = λ−1, N(s) = (s2 + Kcs + Kc /TI), and D(s) = s(s2 − Kcs − Kc /TI), we see that the characteristic
 be put in the form of (26.3). The root locus plot can now be obtained from the data N(s)

fined above; that shows how closed-loop system poles move as λ−1 varies from 0 to + ∞, for
 set of controller parameters Kc and TI. For the numerical example Kc = 1 and TI = 2.5, the
 illustrated in Fig. 26.2.
ocus construction procedure will be given in section 26.3. Most of the computations involved
 of this procedure can be performed by hand calculations. Hence, an approximate graph
 the root locus can be drawn easily. There are also several software packages to generate the
utomatically from the problem data z1,…,zm, and p1,…,pn.
rical computation program is available for calculating the roots of a polynomial, we can also
ot locus with respect to a parameter which enters into the characteristic equation nonlinearly.

 this point let us consider the following example: G(s) = (s) where

 is the uncertain plant parameter. Note that the characteristic equation

(26.4)

pressed in the form of D(s) + KN(s) = 0 with a single parameter K. Nevertheless, for each
umerically calculate the roots of (26.4) and plot them on the complex plane as ωo varies
ge of interest. Figure 26.3 illustrates all the four branches, r1(K),…,r4(K), of the root locus
em as ωo increases from zero to infinity. The figure is obtained by computing the roots of
set of values of ωo by using MATLAB.

The root locus with respect to K = 1/l.
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esired Pole Locations

ance of a feedback system depends heavily on the location of the closed-loop system poles
,n. First of all, for stability we want ri(K) � �− for all i = 1,…,n. Clearly, having a pole “close”
nary axis poses a danger, i.e., “small” perturbations in the plant might lead to an unstable
stem. So the desired pole locations must be such that stability is preserved under such
s (or in the presence of uncertainties) in the plant. For second-order systems, we can define

lity robustness measures in terms of the pole locations, which can be tied to the characteristics
sponse. For higher order systems, similar guidelines can be used by considering the dominant

ndard feedback control system shown in Fig. 26.1, assume that the closed-loop transfer
m r(t) to y(t) is in the form

e unit step function. Then, the output is

 and θ := cos−1(ζ ). For some typical values of ζ, the step response y(t) is as shown
The maximum percent overshoot is defined to be the quantity

he peak value. By simple calculations it can be seen that the peak value of y(t) occurs at the
 tp = π/ωd, and

The root locus with respect to wo.
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shows PO versus ζ. The settling time is defined to be the smallest time instant ts, after which
 y(t) remains within 2% of its final value, i.e.,

% or 5% is used in the definition of settling time instead of 2%; conceptually, there is no
or the second-order system response, we have

 to have a fast settling  response, the product zωo should be large.
d-loop system poles are

nce the maximum allowable settling time and PO are specified, we can define the region of
 locations by determining the minimum allowable ζ and ζωo. For example, let the desired
 bounded by

Step response of a second-order system.

PO versus z.

0 5 10 15
0

0.2

0.4

0.6

0.8

1

1.2

t*ωo

O
ut

pu
t

ζ = 0.3
ζ = 0.5
ζ = 0.9

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

10

20

30

40

50

60

70

80

90

100

ζ

P
O

ts : min t′: y t( ) yss– 0.02yss t t′≥∀≤{ }=

ts
4

zwo

---------≈

r1,2 z– wo jwo 1 z2–±=

PO 10% and ts 8 s≤≤

ress LLC



The PO requ
requirement
shaded area
for similar d

If the ord
location of i
response of 

The transien
e−rt decays ve
the effect of

Consider 

In this case, 
of the pole a

where A0 = 1

Since 
In summa

pair can be 

FIGURE 26.6

A3 →

066_Frame_C26  Page 6  Wednesday, January 9, 2002  1:58 PM

©2002 CRC P
irement implies that ζ  0.6, equivalently θ  53° (recall that cos(θ) = ζ). The settling time
 is satisfied if and only if Re(r1,2)  −0.5. Then, the region of desired closed-loop poles is the
 shown in Fig. 26.6. The same figure also illustrates the region of desired closed-loop poles
esign requirements in the discrete time case.
er of the closed-loop transfer function T(s) is higher than two, then, depending on the
ts poles and zeros, it may be possible to approximate the closed-loop step response by the
a second-order system. For example, consider the third-order system

t response contains a term e−rt. Compared with the envelope  of the sinusoidal term,
ry fast, and the overall response is similar to the response of a second-order system. Hence,

 the third pole r3 = −r is negligible.
another example,

although r does not need to be much larger than ζωo, the zero at −(r + �) cancels the effect
t −r. To see this, consider the partial fraction expansion of Y(s) = T(s)R(s) with R(s) = 1/s:

 and

 as , the term A3e
−rt is negligible in y(t).

ry, if there is an approximate pole–zero cancellation in the left half plane, then this pole–zero
taken out of the transfer function T(s) to determine PO and ts. Also, the poles closest to the

Region of the desired closed-loop poles.

≥ ≤
≤

T s( )
wo

2

s2 2zwos wo
2+ +( ) 1 s/r+( )

--------------------------------------------------------------- where  r >> zwo=

e
−z wot

T s( )
wo

2 1 s/ r �+( )+[ ]
s2 2zwos wo

2+ +( ) 1 s/r+( )
--------------------------------------------------------------- where 0 � << r<=

Y s( )
A0

s
-----

A1

s r1–
------------

A2

s r2–
------------

A3

s r+
----------+ + +=

A3 s r+( )Y s( )
s −r→
lim

wo
2

2zwor wo
2 r2+( )–

------------------------------------------ �
r �+
----------- 

 = =

0 � 0→

ress LLC



imaginary axis dominate the transient response of y(t). To generalize this observation, let r1,…,rn be the
poles of T(s), such that Re(rk) << Re(r2) = Re(r1) < 0, for all . Then, the pair of complex conjugate
poles r1,2 are
PO and ts, c
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 called the dominant poles. We have seen that the desired transient response properties, e.g.,
an be translated into requirements on the location of the dominant poles.

oot Locus Construction

d above, the root locus primarily deals with finding the roots of a characteristic polynomial
fine function of a single parameter, K,

(26.5)

nd N(s) are fixed monic polynomials (i.e., coefficient of the highest power is normalized to 1).
D are not monic, the highest coefficient(s) can be absorbed into K.

us Rules

he usual root locus shows the locations of the closed-loop system poles as K varies from 0
roots of D(s), p1,…, pn, are the poles, and the roots of N(s), z1,…, zm, are the zeros, of the
ystem, G(s) = KF(s). Since P(s) and C(s) are proper, G(s) is proper, and hence . So the
e polynomial χ(s) is n and it has exactly n roots.
osed-loop system poles, i.e., roots of χ(s), be denoted by r1(K),…, rn(K). Note that these are
 K; whenever the dependence on K is clear, they are simply written as r1,…, rn. The points
tisfy (26.5) for some K > 0 are on the root locus. Clearly, a point  is on the root locus
f

(26.6)

n (26.6) can be separated into two parts:

(26.7)

. (26.8)

ule (26.8) determines the points in  that are on the root locus. The magnitude rule (26.7)
the gain K > 0 for which the root locus is at a given point r. By using the definition of F(s),
e rewritten as

(26.9)

6.7) is equivalent to

(26.10)

c s( ) D s( ) KN s( )+=

n m≥

r �∈

K
1

F r( )
----------–=

K
1
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-------------–=

K 0°=∠ 2� 1+( ) 180° F r( ),∠–× � 0, 1± , 2± ,…=–=

�

2� 1+( ) 180° r pi–( ) r zj–( )∠
j=1

m

∑–∠
i=1

n

∑=×
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n
r pi–
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m

r zj–
--------------------------=
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Root Locus Construction

There are several software packages available for generating the root locus automatically for a given F =
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mate root lo
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icular, the related MATLAB commands are rlocus and rlocfind. In many cases, approxi-
cus can be drawn by hand using the rules given below. These rules are determined from the
ions (26.5), (26.7), and (26.8).

oot locus has n branches: r1(K),…,rn(K).
branch starts  at a pole pi and ends (as ) at a zero zj, or converges to an
ptote, , where  and

 are (n − m) asymptotes with angles α�. The center of the asymptotes (i.e., their intersection
 on the real axis) is

nt  is on the root locus if and only if the total number of poles pi’s and zeros zj’s to
ght of x (i.e., total number of pi’s with Re(pi) > x plus total number of zj’s with Re(zj) > x)
. Since F(s) is a rational function with real coefficients, poles and zeros appear in complex

gates, so when counting the number of poles and zeros to the right of a point  we just
to consider the poles and zeros on the real axis.
alues of K for which the root locus crosses the imaginary axis can be determined from the
–Hurwitz stability test. Alternatively, we can set s = jω in (26.5) and solve for real ω and K

ying

that there are two equations here, one for the real part and one for the imaginary part.
reak points (intersection of two branches on the real axis) are feasible solutions (satisfying
) of

(26.11)

s of departure (K  0) from a complex pole, or arrival  to a complex zero, can be
mined from the phase rule. See example below.
s now follow the above rules step by step to construct the root locus for

rate the poles and zeros as p1 = −4 + j2, p2 = −4 − j2, p3 = −5, p4 = 1, z1 = −3. So, n = 4

oot locus has four branches.
 branches converge to the asymptotes whose angles are 60°, 180°, and −60°, and one branch
rges to z1 = −3.

(K 0≅ ) K ∞→
Me ja� M ∞→

a�
2� 1+
n m–
---------------= 180°× , � 0,…, n m– 1–( )=

sa

∑i=1
n

pi ∑j=1
m zj–

n m–
----------------------------------=

x �∈

x �∈

D jw( ) KN jw( )+ 0=

d
ds
-----F s( ) 0=

≅ (K +∞→ )

F s( ) s 3+( )
s 1–( ) s 5+( ) s 4 j2+ +( ) s 4 j2–+( )

--------------------------------------------------------------------------------------=
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enter of the asymptotes is s = (−12 + 3)/3 = −3.
ntervals (−∞, −5] and [−3, 1] are on the root locus.
maginary axis crossings are the feasible roots of

(26.12)

al ω and K. Real and imaginary parts of (26.12) are

 lead to two feasible pairs of solutions (K = 100/3, ω = 0) and (K = 215.83, ω = ±4.62).
 points are the feasible solutions of

 the roots of this equation are −4.55 ± j1.11 and −1.45 ± j1.11, there is no solution on the
xis, hence no break points.
termine the angle of departure from the complex pole p1 = −4 + j2, let ∆ represent a point
e root locus near the complex pole p1, and define vi, i = 1,…,5, to be the vectors drawn from
 i = 1,…,4, and from z1 for i = 5, as shown in Fig. 26.7. Let θ1,…,θ5 be the angles of v1,…,v5.
hase rule implies

(26.13)

approaches p1, θ1 becomes the angle of departure and the other θi’s can be approximated by
ngles of the vectors drawn from the other poles, and from the zero, to the pole p1. Thus θ1

e solved from (26.13), where , , , and 
. That yields .

 root locus for this example is shown in Fig. 26.8. From the results of item 5 above, and the
 root locus, it is concluded that the feedback system is stable if

ly adjusting the gain of the controller, the system can be made stable.  In some situations we
a dynamic controller to satisfy all the design requirements.

Angle of departure from −4 + j2.
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xamples

e standard feedback system with a plant

 controller such that

edback system is stable,

, , and steady state error is zero when r(t) is unit step, 

y state error is as small as possible when r(t) is unit ramp.

at the second design goal cannot be achieved by a simple proportional controller. To satisfy
n, the controller must have a pole at s = 0, i.e., it must have integral action. If we try an

trol of the form C(s) = Kc /s, with Kc > 0, then the root locus has three branches, the interval
 the root locus; three asymptotes have angles {60°, 180°, −60°} with a center at sa = −1; and
 one break point at , see Fig. 26.9. From the location of the break point, center, and
e asymptotes, it can be deduced that two branches (one starting at p1 = −1, and the other
 at p3 = 0) always remain to the right of p1. On the other hand, the settling time condition
 the real parts of the dominant closed-loop system poles must be less than or equal to −1.
 integral control does not do the job. Now try a PI controller of the form

 we can select zc = −1 to cancel the pole at p1 = −1 and the system effectively becomes a
r system. The root locus for F(s) = 1/s(s + 2) has two branches and two asymptotes, with
−1 and angles {90°, −90°}; the break point is also at −1. The branches leave −2 and 0, and
ch other, meet at −1, and tend to infinity along the line Re(s) = −1. Indeed, the closed-loop
 are

Root locus for F(s) = .
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tate error, when r(t) is unit ramp, is 2/K. So K needs to be as large as possible to meet the
 condition. Clearly, Re(r1,2) = −1 for all , which satisfies the settling time requirement.
 overshoot is less than 10% if ζ of the roots r1,2 is greater than 0.6. A simple algebra shows

, hence the design conditions are met if K = 1/0.36, i.e. Kc = 2. Thus a PI controller that
sign problem is

oller cancels a stable pole (at s = −1) of the plant. If there is a slight uncertainty in this pole
rfect cancellation will not occur and the system will be third-order with the third  pole at
ce the zero at zo = −1 will approximately cancel the effect of this pole, the response of this
e close to the response of a second-order system. However, we must be careful if the pole–zero

s are near the imaginary axis because in this case small perturbations in the pole location
o large variations in the feedback system response, as illustrated with the next example.

ructure with lightly damped poles has transfer function in the form

 root locus, we can see that the controller

e feedback system for sufficiently large r and an appropriate choice of Kc. For example, let
1, and r = 10. Then the root locus of F(s) = P(s)C(s)/K, where K = Kc , is as shown in Fig. 26.10.
, the closed-loop system poles are

Root locus for Example 1.
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les −0.2 ± j1.99 are canceled by a pair of zeros at the same point in the closed-loop system
tion T = G(1 + G)−1, the dominant poles are at −0.56 and −0.94 ± j1.61 (they have relatively
e real parts and the damping ratio is about 0.5).

pose that this controller is fixed and the complex poles of the plant are slightly modified by
.09 and ω1 = 2.2. The root locus corresponding to this system is as shown in Fig. 26.11. Since
ed complex poles are not perfectly canceled, there are two more branches near the imaginary
er, for the same value of K = 600, the closed-loop system poles are

 the feedback system is unstable.

ost important examples of mechatronic systems is the DC motor.  An approximate transfer
a DC motor [8, pp. 141–143] is in the form

0 Root locus for Example 2(a).

1 Root locus for Example 2(b).
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Also note that if τm is large, then , where  is the transfer function of a rigid
beam. In this example, the general class of plants Pm(s) will be considered. Assuming that pm = −1/τm and
Km are given
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, a first-order controller

(26.14)

ned. The aim is to place the closed-loop system poles far from the Im-axis. Since the order
(s)C(s)/KmKc is three, the root locus has three branches. Suppose the desired closed-loop
en as p1, p2, and p3. Then, the pole placement problem amounts to finding {Kc, zc, pc} such
racteristic equation is

al characteristic equation, in terms of the unknown controller parameters, is

mKc. Equating the coefficients of the desired χ(s) to the coefficients of the actual χ(s), three
 three unknowns are obtained:

st equation pc is determined, then K is obtained from the second equation, and finally zc is
om the third equation.
ent numerical values of pm, p1, p2, and p3 the shape of the root locus is different. Below are
les, with the corresponding root loci shown in Figs. 26.12–26.14.

−0.05, p1 = p2 = p3 = −2 

K = 11.70, pc = −5.95, zc = −0.68

2 Root locus for Example 3(a).
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s3 p1 p2 p3+ +( )s2– p1p2 p1p3 p2p3+ +( )s p1p2p3–+=

χ s( ) s s pm–( ) s pc–( ) k s zc–( )+=

s3 pm pc+( )s2– pmpc K+( )s Kzc–+=

pm pc+ p1 p2 p3+ +=
pmpc K+ p1p2 p1p3 p2p3+ +=

Kzc p1p2p3=

⇒
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−0.5, p1 = −1, p2 = −2, p3 = −3 

K = 8.25, pc = −5.50, zc = −0.73

−5, p1 = −11, p2 = −4 + j1, p3 = −4 − j1 

K = 35, pc = −14, zc = −5.343

e open-loop transfer function

he controller gain to be adjusted, and zc and pc are the controller zero and pole, respectively.
t the root locus has four branches except for the non-generic case zc = pc. Let the desired
osed-loop poles be r1,2 = −0.4. The steady state error for unit ramp reference input is

3 Root locus for Example 3(b).

4 Root locus for Example 3(c).
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Accordingly, we want to make the ratio Kczc /pc as large as possible.
The characteristic equation is

and it is des

for some r3,4

Conditions 

from which 
Kczc /pc, can 

The maximi
feedback sys

The root loc

FIGURE 26.1
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ired to be in the form

 with Re(r3,4) < 0, which implies that

(26.15)

(26.15) give two equations:

zc and pc can be solved in terms of Kc. Then, by simple substitutions, the ratio to be maximized,
be reduced to

zing value of Kc is 0.1297; it leads to pc = −0.9508 and zc = −1.1637. For this controller, the
tem poles are

us is shown in Fig. 26.15.

5 Root locus for Example 4.

c s( ) s s2 3s 3+ +( ) s pc–( ) Kc s2 3– s 3+( ) s zc–( )+=

c s( ) s 0.4+( )2 s r3–( ) s r4–( )=

c s( )
s=−0.4

0,
d
ds
-----c s( )

s=−0.4
0= =

0.784 0.4 pc+( ) 4.36Kc 0.4 zc+( )– 0=
4.36Kc 0.784 1.08 0.4 pc+( ) 3.8Kc 0.4 zc+( )+–– 0=

Kczz

pc

---------
3.4776Kc 0.784–

24.2469Kc 3.4776–
----------------------------------------------=
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26.4 Complementary Root Locus
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ous section, the root locus parameter K was assumed to be positive and the phase and
ules were established based on this assumption. There are some situations in which controller
negative as well. Therefore, the complete picture is obtained by drawing the usual root locus
nd the complementary root locus (for K < 0). The complementary root locus rules are

(26.16)

(26.17)

ase rule (26.16) is the 180° shifted version of (26.9), the complementary root locus is obtained
odifications in the root locus construction rules. In particular, the number of asymptotes

nter are the same, but their angles α�’s are given by

rval on the real axis is on the complementary root locus if and only if it is not on the usual

 (revisited)

ple 3 given above, if the problem data is modified to pm = −5, p1 = −20, and p2,3 = −2 ± j,
troller parameters become

e gain is negative. The roots of the characteristic equation as K varies between 0 and −
mplementary root locus; see Fig. 26.16.

6 Complementary root locus for Example 3.
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 (revisited)

ple, if K increases from  to , the closed-loop system poles move along the comple-
t locus, and then the usual root locus, as illustrated in Fig. 26.17.

oot Locus for Systems with Time Delays

d feedback control system considered in this section is shown in Fig. 26.18, where the
 and plant P are in the form

) and (Np, Dp) being coprime pairs of polynomials with real coefficients.2 The term e−hs is the
ction of a pure delay element (in Fig. 26.18 the plant input is delayed by h seconds). In
e delays enter into the plant model when there is

sor (or actuator) processing delay, and/or

ware delay in the controller, and/or

sport delay in the process.

the open-loop transfer function is

= P0(s)C(s) corresponds to the no delay case, h = 0.
 magnitude and phase of G( jw) are determined from the identities

(26.18)

(26.19)

7 Complementary and usual root loci for Example 4.

polynomials is said to be coprime pair if they do not have common roots.
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of Delay Systems

he feedback system shown in Fig. 26.18 is equivalent to having all the roots of

(26.20)

left half plane, , where D(s) = Dc(s)Dp(s) and N(s) = Nc(s)Np(s). We assume that there is
 pole–zero cancellation in taking the product P0(s)C(s), and that deg(D) > deg(N) (here N
 not be monic polynomials). Strictly speaking, χ(s) is not a polynomial because it is a
tal function of s. The functions of the form (26.20) belong to a special class of functions
polynomials. The closed-loop system poles are the roots of (26.20).
 are known facts (see [1,10]):

s a root of (20), then so is  (i.e., roots appear in complex conjugate pairs as usual).
 are infinitely many poles , k = 1, 2,…,satisfying χ(rk) = 0.

rk’s can be enumerated in such a way that ; moreover,  as
.

hs/s, then the closed-loop system poles rk, for k = 1, 2,…, are the roots of

(26.21)

k + jωk for some . Note that e±j2kπ = 1 for all k = 1, 2,…. Equation (26.1) is equivalent
ing set of equations:

(26.22)

(26.23)

eresting that for h = 0 there is only one root r = −1, but even for infinitesimally small h > 0 there
 many roots. From the magnitude condition (26.22), it can be shown that

(26.24)

, the phase  is between −p/2 and +p/2, therefore (26.23) leads to

(26.25)

8 Feedback system a with time delay.

+
P0(s)

y(t)−
e-hs

−
C(s)

r (t )

c s( ) D s( ) e−hsN s( )+=

�−

rk

rk �∈
Re(rk 1+ ) Re(rk)≤ Re(rk) −∞→

∞

1
e

−hske
− jhwk

sk jwk+
-----------------------e j2kp± 0=+

sk,wk �∈

e
−hsk σk jwk+=

2k 1–( )p± hwk σk jwk+( ), k 1,2,…=∠+=

σk 0≥ wk 1≤⇒

0≥ �(sk jwk)+

σk 0≥ h wk
p
2
---≥⇒
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By combining (26.24) and (26.25), it can be proven that the feedback system has no roots in the closed
right half plane when h < π/2. Furthermore, the system is unstable if h ≥ π/2. In particular, for h = p /2
there are tw
the roots co

As h → 0, th
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o roots on the imaginary axis, at ± j1. It is also easy to show that, for any h > 0 as k → ∞,
nverge to

e magnitude of the roots converge to ∞.
ted by the above example, property (iii) implies that for any given real number s there are

 many rk’s in the region of the complex plane

, with σ = 0, this means that the quasi-polynomial χ(s) can have only finitely many roots in
lf plane. Since the effect of the closed-loop system poles that have very large negative real
igible (as far as closed-loop systems’ input–output behavior is concerned), only finitely many
roots rk, for k = 1,…,m, should be computed for all practical purposes.

t Roots of a Quasi-Polynomial

uss the following problem: given N(s), D(s), and , find the dominant roots of the quasi-

d h > 0, it can be shown that there exists σmax such that χ(s) has no roots in the region ,
a simple algorithm to estimate σmax, based on Nyquist criterion. Given h > 0 and a region
lex plane defined by σmin ≤ Re(s) ≤ smax, the problem is to find the roots of χ(s) in this region.
 point r = σ + jω in � is a root of χ(s) if and only if

agnitude square of both sides of the above equation, χ(r) = 0 implies

. The term D(s + x) stands for the function D(s) evaluated at σ + x. The other terms of
lculated similarly. For each fixed σ, the function Aσ(x) is a polynomial in the variable x. By
f x is a zero of Aσ�, then (−x) is also a zero.
as a root x� whose real part is zero, set r� = s + x�. Next, evaluate the magnitude of χ(r�); if
n n� is a root of χ(s). Conversely, if Aσ(x) has no root on the imaginary axis, then χ(s) cannot
whose real part is the fixed value of σ from which Aσ� is constructed.

D(s), h, σmin, and σmax:
σ values σ1,…,σM between σmin and smax such that σmin = σ1, σi < si+1, and σM = σmax. For
σi perform the following.

rk
1
h
--- − 2kp

h
--------- 

    j2kp±ln→

�s : s �: Re s( ) σ }≥∈{=

h ≥ 0

χ s( ) D s( ) e−hsN s( )+=

�smax

D s jw+( ) e−hse− jhωN s jw+( )–=

As x( ) : D s x+( )D s x–( )= e−2hsN s x+( )N s x–( ) 0=–
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Step 2. Construct the polynomial Ai(x) according to

Step 3. For e
 Chec

Step 4. If i =

Example

We will find
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dominant ro
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ach imaginary axis roots x� of Ai, perform the following test:
k if |χ(σi + x�)| = 0; if yes, then r = σi + x� is a root of χ(s); if not, discard x�. 
 M, stop; else increase i by 1 and go to Step 2.

 the dominant roots of

(26.26)

ritical values of h. Recall that (26.26) has a pair of roots ± j1 when h = π/2 = 1.57. Moreover,
ots of (26.26) are in the right half plane if h > 1.57, and they are in the left half plane if h <
 expected that for h  (1.2, 2.0) the dominant roots are near the imaginary axis. Take σmin =
ax = 0.5, with M = 400 linearly spaced σi’s between them. In this case

 ≥ , Ai(x) has two roots:

ed σi satisfying this condition, let r� = σi + x� (note that x� is a function of si, so r� is a
σi) and evaluate

hen r� is a root of (26.26). For 10 different values of h  (1.2, 2.0), the function f(σ) is plotted
. This figure shows the feasible values of σi for which r� (defined from si) is a root of (26.26).

9 Detection of the dominant roots.

Ai x( ) : D si x+( )D si x–( ) e
−2hsiN si x+( )N si x–( )–=

1
e−hs

s
--------+ 0=

∈

Ai x( ) s i
2 e

−2hsi– x2–=

−2hsi si
2

x� j e
−2hsi s i

2– , � 1, 2=±=

f si( ) : 1
e

−hr�

r�

----------+=

∈
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nt roots of (26.26), as h varies from 1.2 to 2.0, are shown in Fig. 26.20. For h < 1.57, all the
. For h > 1.57, the dominant roots are in , and for h = 1.57, they are at ± j1.

us Using Padé Approximations

on we assume that h > 0 is fixed and we try to obtain the root locus, with respect to
justable gain K, corresponding to the dominant poles. The problem can be solved by numer-
ting the dominant roots of the quasi-polynomial

(26.27)

K, by using the methods presented in the previous section. In this section an alternative
iven that uses Padé approximation of the time delay term e−hs. More precisely, the idea is to

ials Nh(s) and Dh(s) satisfying

(26.28)

ominant roots

(26.29)

h the dominant roots of χ(s), (26.27). How should we do the approximation (26.28) for this

the stability robustness measures determined from the Nyquist stability criterion, we can
r our purpose we may consider the following cost function in order to define a meaningful
 the approximation error:

s the maximum value of interest for the uncertain/adjustable parameter K.

0 Dominant roots as h varies from 1.2 to 2.0.
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The �th order Padé approximation is defined as follows:

where coeffi
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cients ck’s are computed from

cond-order approximations are in the form

 problem data {h, Kmax, N(s), D(s)}, how do we find the smallest degree, �, of the Padé
on, so that  (or ) for a specified error d, or a specified relative error d¢ ?
lies in the following result [7]: for a given degree of approximation � we have 

f this result, we can solve the approximation order selection problem by using the following

mine the frequency wx such that

nitialize � = 1.
ach � ≥ 1 define

lot the function

Nh s( ) 1–( )kckhksk

k=0

∑=

Dh s( ) ckhksk

k=0

�

∑=

ck
2� k–( )!�!

2�!k! � k–( )!
-------------------------------- , k 0, 1,…,�==

Nh s( )
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-------------

1 hs/2–
1 hs/2+
------------------- , � 1=

1 hs/2 hs( )2/12+–

1 hs/2 hs( )+ 2/12+
---------------------------------------------- , � 2=
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
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
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
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∆h d≤ ∆h/Kmax d ′≤
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2
ehw
4�

---------- 
 

2�+1

, w 4�
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
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 
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k If

(26.30)

, stop, this value of � satisfies the desired error bound: ∆h ≤ d. Otherwise, increase � by 1,
o to Step 2. Note that the left-hand side of the inequality (26.30) is an upper bound of ∆h.

umed deg(D) > deg(N), the algorithm will pass Step 3 eventually for some finite � ≥ 1. At
n, we have to draw the error function Φ�(w) and check whether its peak value is less than
as d decreases, wx increases, and that forces � to increase. On the other hand, for very large
the relative magnitude c0 /c� of the coefficients becomes very large, in which case numerical
rise in analysis and simulations. Also, as time delay h increases, � should be increased to keep
the approximation error d fixed. This is a fundamental difficulty associated with time delay

 + 1, D(s) = s2+ 2s + 2 and h = 0.1, and Kmax = 20. Then, for  = 0.05, applying the above
e calculate � = 2 as the smallest approximation degree satisfying ∆h/Kmax < . Therefore, a
r approximation of the time delay should be sufficient for predicting the dominant poles for
. Figure 26.21 shows the approximate root loci obtained from Padé approximations of degrees
There is a significant difference between the root loci for � = 1 and � = 2. In the region
, the predicted dominant roots are approximately the same for � = 2, 3, for . So,
y say that using higher order approximations will not make any significant difference as far
 the behavior of the dominant poles for the given range of K.

otes and References

 in the handbook is an edited version of related parts of the author’s book [9].  More detailed
of the root locus method can be found in all the classical control books, such as [2, 5, 6, 8].
d earlier, extension of this method to discrete time systems is rather trivial: the method to

ts of a polynomial as a function of a varying real parameter is independent of the variable s
inuous time case) or z (in the discrete time case). The only difference between these two
definition of the desired region of the complex plane: for the continuous time systems, this
lative to the imaginary axis, whereas for the discrete time systems the region is defined with
e unit circle, as illustrated in Fig. 26.6.

1 Dominant root for � = 1.
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27
Frequency Response

Methods

27.1 Introduction
27.2 Bode Plots
27.3 Polar Plots
27.4 Log-Magnitude Versus Phase plots
27.5 Experimental Determination 

of Transfer Functions
27.6 The Nyquist Stability Criterion
27.7 Relative Stability

troduction

 and design of industrial control systems are often accomplished utilizing frequency response
 the term frequency response, we mean the steady-state response of a linear constant coefficient
sinusoidal input test signal. We will see that the response of the system to a sinusoidal input
 a sinusoidal output signal at the same frequency as the input. However, the magnitude and

 output signal differ from those of the input signal, and the amount of difference is a function
 frequency. Thus, we will be investigating the relationship between the transfer function and
y response of linear stable systems.
a stable linear constant coefficient system shown in Fig. 27.1. Using Euler’s formula, e jωt =
ωt, let us assume that the input sinusoidal signal is given by

(27.1)

aplace transform of u(t) gives

(27.2)

m in Eq. (27.2) is the Laplace transform of U0cosωt, while the second term, without the
umber j, is the Laplace transform of U0 sinωt. 
hat the transfer function G(s) can be written as

(27.3)

u t( ) U0e jwt U0 wtcos jU0 wtsin+= =

U s( )
U0

s jw–
------------- U0

s jw+
s2 w2+
----------------

U0s

s2 w2+
---------------- j

U0w
s2 w2+
----------------+= = =

G s( ) n s( )
d s( )
---------- n s( )

s p1+( ) s p2+( )… s pn+( )
-------------------------------------------------------------= =

heen
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 1, 2,…,n, are assumed to be distinct poles. The Laplace transform of the output Y(s) is then

(27.4)

artial fraction expansion of Y(s) gives 

(27.5)

nt α can be determined by

e inverse Laplace transform of Y(s) yields

(27.6)

 system, all −pi have negative nonzero real parts and, therefore, all the terms  i = 1,
oach zero as t approaches infinity. Thus, at steady state, the output y(t) becomes

(27.7)

al transfer function, G( jω), is written in exponential form

(27.8a)

(27.8b)

(27.7) shows that for a stable system subject to a sinusoidal input, the steady-state response
al output of the same frequency as the input. The amplitude of the output is that of the

, and the phase angle differs from that of the input by the amount .

 low-pass filter is shown in Fig. 27.2. The transfer function of this filter is

A stable linear constant coefficient system.

Y s( ) G s( )U s( ) G s( )
U0

s jw–
-------------= =

Y s( )
k1

s p1+
------------- … kn

s pn+
------------- a

s jw–
-------------+ + +=

a s jw–( )Y s( )[ ]
s= jw U0G s( )[ ]

s= jw
U0G jw( )= = =

y t( ) k1e
−p1t … kne

pnt–
U0G jw( )e jwt, t 0≥+ + +=

kie
pit–

,

yss t( ) y t( )
t ∞→
lim U0G jw( )e jwt U0 G jw( ) e j wt+f( )= = =

G jw( ) G jw( ) e j f=

G jw( ) Re G jw( )[ ]{ }2 Im G jw( )[ ]{ }2+=

f G jw( )∠ tan 1–= = Im G jw( )[ ]
Re G jw( )[ ]
----------------------------

G jw( ) f G jw( )∠=

G s( )
Vo s( )
Vi s( )
------------ 1

RCs 1+
-------------------= =
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al transfer function is given by

1/RC. The magnitude and phase angle of the frequency response are

.3 shows the response of the system with RC = 0.5 to the input u = sin2t. It can be seen that
tate response is irrelevant to the initial conditions, and the steady-state amplitude of the

 and the phase angle is −45°.

ode Plots

ree commonly used displays of frequency response of a system. They are:

ode diagram or logarithmic plot,
olar plot, and
g-magnitude versus phase plot or Nichols chart.

ent Bode diagrams of sinusoidal transfer functions in this section, followed by the sections
ts and log-magnitude versus phase plots.
 advantages in using the logarithmic plot are the capability of plotting low and high frequency
cs of the transfer function in one diagram, and the relative ease of adding the separate terms

A first-order low-pass filter.

Frequency response of G(s) = 1/(0.5s + 1) to u(t) = sin 2t.
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of a high-order transfer function graphically. The basic types of factors that may occur in a transfer function
are as follows:

1. const
2. poles
3. poles
4. comp

The curves o
added togeth
the logarithm
obtaining th

Constant G

The logarith

The gain an
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Since
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For a pole fa

The magnit
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intersect at ω
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ant gain K,
 (or zeros) at the origin (jω)±n,
 (or zeros) on the real axis (jωτ  + 1)±1, and
lex conjugate poles (or zeros) [( jω /ωn)2 + 2ς( jω /ωn) + 1]±1. 

f logarithmic magnitude and phase angle for these four factors can easily be drawn and then
er graphically to obtain the curves for the complete transfer function. The process of drawing
ic plot can be further simplified by using asymptotic approximations to these curves and

e actual curves at specific important frequencies.

ain K 

mic gain for the constant gain K is

d phase curves are simply horizontal lines on the Bode diagram.

eros) at the Origin (jω)±n 

f the magnitude curves are  ±20n dB/decade for the factor ( jω)±n and the phase angles are
ual to ±n × 90°.

eros) on the Real Axis (jωτ + 1)±1 

ctor ( jωτ + 1)−1,

ude of the pole factor is 1 when ω << 1/τ, and 1/(ωτ) when ω >> 1/τ. Thus, there are two
urves for the pole factor,

 the asymptotic curve when ω >> 1/τ is −20 dB/decade for the pole factor. The two asymptotes
 = 1/τ, the break frequency or the corner frequency. The actual logarithmic gain at ω = 1/τ

e phase angle is φ(ω) = −tan−1ωτ.
 diagram of a zero factor ( jωτ  + 1) is obtained in the same manner. However, the slope of
de asymptotic curve when ω  >> 1/τ is +20 dB/decade, and the phase angle is φ(ω) = +tan−1ωτ.
agrams of first-order factors are shown in Fig. 27.4. Linear approximations to the phase angle
so presented.

20 Klog constant in decibel, K∠
0°, if K 0>

180°– , if K 0<



==

20 jw n±log 20n w, jw( ) n±∠ n 90°×±=log±=

1
jwt 1+
-------------------

1

w2t 2 1+
--------------------------=

20 1
jwt 1+
-------------------log

0 dB, when w <<
1
t
--

20 wtlog– 20 wlog
1
t
--log– 

 –= , when w > >
1
t
--




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


≈
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onjugate Poles (or Zeros) [(jω /ωn)
2 + 2ς( jω /ωn) + 1]±1 

de and phase angle of the complex conjugate poles [( jω /ωn)2 + 2ζ( jω /ωn) + 1]−1 are

ude of the complex conjugate pole factor is 1 when ω << ωn, and (ω /ωn)−2 when ω >> ωn.
e two asymptotic curves for the complex conjugate pole factor are

 the asymptotic curve when ω >> ωn is −40 dB/decade for the complex conjugate pole factor. The
symptotes intersect at ω  = ωn, the natural frequency. The actual gain at ω  = ωn is G(jω n) = 1/2ζ.
gram of a complex conjugate pole factor is shown in Fig. 27.5. It is seen from Fig. 27.5 that the

Bode diagrams for the first-order factors ( jωτ  + 1)±1.

Bode diagram for the quadratic pole factor [( jω /ωn)2 + 2ζ( jω /ωn) + 1)]−1.
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difference between the actual magnitude curve and the asymptotic approximation is a function of
damping ratio. The resonant frequency ωr is defined as the frequency where the peak value of the
frequency re
frequency ca
and setting i

and

Example 2

Let us consi

We first list t
The comp

logarithmic 
factor is 1, th
corner or na
asymptote in
−20 dB/deca
decreases to

FIGURE 27.6
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sponse Mr occurs. When the damping ratio approaches zero, ωr approaches ωn. The resonant
n be determined by taking the derivative of the magnitude with respect to the frequency,

t equal to zero. The resonant frequency and the peak value of the magnitude are represented by

(27.9a)

(27.9b)

 

der the transfer function

he basic factors of G(s) in Table 27.1 in the order of increasing corner or natural frequencies.
lete asymptotic magnitude curve for G( jω) is produced by adding together the asymptotic
magnitudes of each factor, as shown by the solid line in Fig. 27.6. Since the dc gain of each
ese factors have no effect on the asymptotic magnitude until the frequency approaches their
tural frequencies. Thus, the asymptotic magnitude can be quickly obtained by plotting each
 order as frequency increases. The asymptotic curve intersects 20 dB at ω  = 1 with the slope
de due to the pole at the origin and the constant gain K = 10. At ω  = 1 the slope further
 −40 dB/decade due to the pole at ω  = 1. Then at ω  = 5 the slope increases to −20 dB/decade

TABLE 27.1 The Basic Factors of G(jω)

Type of Factors Constant Gain Pole Pole Zero Complex Poles

Corner frequency K = 10 0 1 5 10
Order 0 −1 −1 +1 −2

The Bode plot of the transfer function in Exmple 2.

wr wn 1 2V2–= , ς 0.707<
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G s( ) 10 s/5 1+( )
s s 1+( ) s/10( )2 s/10( ) 1+ +[ ]
----------------------------------------------------------------------=

−80

−60

−40

−20

0

20

40

M
ag

ni
tu

de
 (

dB
)

0.1 1 10 100
−270

−225

−180

−135

−90 

P
ha

se
 (

de
g)

Exact curve 

−20 dB/dec 

−40 dB/dec 

−20 dB/dec 

−60 dB/dec 

Asymptotic curve 

Exact curve 

Frequency (rad/s) 

−90 deg/dec 

Exact curve 

0 deg/dec 

−45 deg/dec 

−90 deg/dec  

Asymptotic curve 

−45 deg/dec 

ress LLC



due to the zero at ω  = 5. Finally at ω  = 10 the slope becomes −60 dB/decade due to the complex conjugate
poles at ωn = 10.
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 magnitude is obtained by calculating the actual magnitude at important frequencies such
r or natural frequencies of each factor. The phase curve can be obtained by adding the phase
factor. Although the linear approximation of the phase characteristic for a single pole or zero
r initial analysis, the error between the exact phase curve and the linear approximation of
jugate poles can be large, as seen in Fig. 27.6. Hence, if the accurate phase angle curve is

omputer program such as Matlab or Ctrl-C can be utilized to generate the actual phase curve.

olar Plots

lot of a sinusoidal transfer function G( jω) is a plot of both the magnitude and the phase of
y response in polar coordinates as the frequency ω varies from zero to infinity. Since the
ansfer function G( jω) can be expressed as

ot of G( jω) is a plot of Re[G( jω)] on the horizontal axis versus Im[G( jω)] on the vertical
omplex G(s)-plane as ω varies from zero to infinity. Hence, for each value of ω, a polar plot
defined by a vector of length |G( jω)| and a phase angle , as in Eq. (27.8).
vestigate the general shapes of polar plots according to the system types and relative degrees
nctions. Relative degree of a transfer function is defined as the difference between the degree
inator polynomial and that of the numerator. Consider a transfer function of the form

and the relative degree n − m ≥ 0. The magnitudes and phase angles of G( jω) as ω approaches
nity are presented in Table 27.2. The general shapes of the polar plots of various system

 low-frequency portion are shown in Fig. 27.7. The high-frequency portions of the polar
ous relative degrees are shown in Fig. 27.8. It can be seen that the G( jω) loci are parallel to
rizontal or the vertical axes with infinite magnitude as  for system types greater than
elative degree is greater than zero, the G( jω) loci converge to the origin clockwise and are
ne or the other axes. Note that the polar plot curves can be very complicated due to the
nd denominator dynamics over the intermediate frequency range. Therefore, the polar plot
the frequency range of interest must be accurately determined.

TABLE 27.2 G( jω) vs. System Type and Relative Degree 
as ω → 0+ and ∞

System Type 
N ω → 0+

Relative Degree
n − m ω → ∞

0 K ∠ 0° 0 b0/a0 ∠ 0°
1 ∞ ∠ −90° 1 0 ∠ −90°
2 ∞ ∠ −180° 2 0 ∠ −180°
3 ∞ ∠ −270° 3 0 ∠ −270°

G jw( ) Re G jw( )[ ] j Im G jw( )[ ]+ G jw( ) e jf= =

f G(jw)∠=

G jw( )
K 1 jwta+( ) 1 jwtb+( )…

jw( )N 1 jwt1+( ) 1 jwt2+( )…
-----------------------------------------------------------------------=

b0 jw( )m b1 jw( )m−1 …+ +
a0 jw( )n b1 jw( )n−1 …+ +
---------------------------------------------------------------=

w 0+→
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ee that for a closed-loop system, the polar plot of the loop transfer function is useful in
 the stability of the system. The polar plots of some simple systems are shown in Fig. 27.9. 

og-Magnitude Versus Phase Plots 

roach to presenting the frequency response of a system by a single graph is to plot its
magnitude versus the phase angle over a frequency range of interest. The resulting curve is
f the frequency ω. Such log-magnitude versus phase plots are called Nichols charts.
es of the Nichols chart are that the relative stability of the closed-loop system can be deter-
ly and that the process of closed-loop compensation can be carried out easily. The Nichols
 systems in Fig. 27.9 are depicted in Fig. 27.10 for comparison. Figure 27.11 displays three

quency-response curves of the second-order system

Polar plots of system with various system types as ω → 0.

Polar plots of system with various relative degrees as ω → ∞.

G s( )
ωn

2

s2 2Vwns ωn
2+ +

-------------------------------------=
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xperimental Determination of Transfer Functions

in a transfer function model from frequency-response measurements of a stable system. First,
agram of the frequency response is plotted from the measurements. Then the open-loop
ction can be deduced from the magnitude and phase plots based on the relationships of the

d zero factors.
alyzer is a device to measure the amplitudes and phases of the steady-state response as the

f the input sinusoidal wave is altered. A transfer function analyzer can be used to measure
p and closed-loop transfer functions.

se a computer program combined with an analog-to-digital and digital-to-analog (AD and
 generate the sinusoidal input signal and to measure the frequency response of a system.
e second-order Sallen-Key low-pass filter in Fig. 27.12. The transfer function of the filter is

(27.10)

Polar plots of simple transfer functions.

G s( )
Vo s( )
Vi s( )
------------ K

s2/wn
2 2V s/wn( ) 1+ +

-------------------------------------------------= =
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Time Windows Target in Matlab is used with an Advantech PCL-818L AD and DA card. The
e is 0.001 s. The measured magnitudes and phase angles are shown in Fig. 27.13. From the
e can find that the dc gain is equal to 1.995 and the natural frequency ωn = 17.90 rad/s.

7.9b) and Mr = 1.993, we have ζ  = 0.26.
ative to estimating the transfer function is to use an excitation signal that is sufficiently rich
ency contents of interest and to measure the corresponding output. System identification
 then applied to find the order and parameters of the transfer function. Suitable excitation
he impulse signal, sweep sine signal, random sequence, and so forth. Figure 27.14 presents
ne input and the corresponding output. The Matlab System Identification Toolbox is then

0 Nichols charts of simple transfer functions.
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1 Three frequency response representations of G(s) = /(s2 + 2 ωns + ): (a) Bode diagram, (b) polar
ichols chart.
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2 Sallen-Key low-pass filter.

3 Frequency response of the Sallen-Key filter from experimental data.

4 Sweep sine response of the Sallen-Key filter.
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stimate the transfer function. The resulting transfer functions from the ideal op-amp circuit
), the Bode plot, and system identification are shown in Table 27.3 for comparison. It is seen
erences among the three transfer functions are very small. However, the task of determining
ctions from Bode plots can be very difficult as various pole or zero factors of close corner
an complicate the magnitude and phase plots for high-order systems. Thus, it is recommended
identification technique be used for determination of high-order transfer functions.

he Nyquist Stability Criterion

 stability criterion provides a graphical procedure for determining the closed-loop stability
en-loop frequency-response curves. The criterion is based on a result from complex variables
n as the argument principle, due to Cauchy.
(s) is a rational function of s with real coefficients that are analytic everywhere in the s-plane

 poles. Let Γs be a closed, clockwise contour in the s-plane that does not pass through any
es of F(s). The contour map ΓF is defined by substituting the values of s on the contour Γs

. The resulting map is also a closed continuous contour in the F(s)-plane. The principle of
t can be stated as follows:

 map ΓF of a complex function F(s) defined on Γs in the s-plane will only encircle the origin
-plane if the contour contains a pole or zero of the function. The net number that ΓF encircles
 in the clockwise direction is

(27.11)

nd P are, respectively, the numbers of zeros and poles of F(s) enclosed by a closed clockwise

s in the s-plane.

 

 the argument principle, consider a rational function

eros at s = −3, −4 and poles at s = −1, −2. The various contour maps of F(s) are shown in
here Γr denotes the contour map of a clockwise circular contour of radius r in the s-plane.
 following observations from Fig. 27.15:

ontour map Γ0.5 does not encircle the origin of the F(s)-plane as the contour in the s-plane
not encircle any pole or zero.
ncircles the origin once in the counterclockwise direction as the contour encircles the pole
 −1 in the clockwise direction in the s-plane, and from Eq. (27.11), N = Z − P = 0 − 1 = −1.
that Γ1.99 is a closed contour with two loops and only the one encircling the origin is shown
. 27.15.

Ideal op-amp circuit: 

where the measured values of resistors and capacitors are substituted in Eq. (27.10) with R1 = 

98.4 kΩ, R2 = 98.7 kΩ, RA = 51.3 kΩ, RB = 98.5 kΩ, CA = 1.083 µF, and CB = 0.564 µF.

From the Bode plot: 

System identification: 

G s( ) 1.997

s /18.09( )2 2 0.271 s /18.09( ) 1+×+
-------------------------------------------------------------------------------------=

G s( ) 1.995

s /17.90( )2 2 0.259 s /17.90( ) 1+×+
------------------------------------------------------------------------------------=

G s( ) 1.997

s /17.78( )2 2 0.255 s /17.78( ) 1+×+
------------------------------------------------------------------------------------=

N Z P–=

F s( ) s 3+( ) s 4+( )
s 1+( ) s 2+( )

--------------------------------=
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circles the origin twice in the counterclockwise direction as the contour contains two poles
 −1, −2 and N = Z − P = 0 − 2 = −2.
 the radius of the contour is increased to contain the poles at s = −1, −2 and the zero at s =
en N = Z − P = 1 − 2 = −1 and a contour map like Γ3.5 encircles the origin once in the

terclockwise direction.
 the radius of the contour is further increased to encircle the two poles and two zeros, then
 − 2 = 0 and the contour map like Γ4.5 does not encircle the origin.

pply Cauchy’s principle of argument to develop the Nyquist stability criterion. Suppose that
ristic equation of the closed-loop system in Fig. 27.16 is

(s)H(s), the loop transfer function. Using the argument principle, let us assume that none
 or zeros of F(s) lie on the imaginary axis in the s-plane. We now define the Nyquist path,
mposed of the imaginary axis and a semicircle of infinite radius. This contour completely

 entire complex right-half plane as depicted in Fig. 20.17(a). The corresponding contour map
in Fig. 27.17(b). It follows from the argument principle that N corresponds to the net number
 encirclements of the origin of the 1 + L(s)-plane by ΓF. P is the number of poles of F(s) in
lf s-plane and thus is the number of poles of the loop transfer function L(s) in the right-half
 the number of zeros of the characteristic equation F(s) of the closed-loop system in the
plane. Therefore, Z must be zero for the closed-loop system to be stable.
e, a modification is made to simplify the application of the Nyquist criterion. Instead of
n the 1 + L(s)-plane, we plot just L(s) evaluated along the contour Γs. The resulting contour
 the L(s)-plane and has the same shape as ΓF but is shifted 1 unit to the left, as shown in
. It thus follows that N is the net number of encirclements of the −1 point in the L(s)-plane.

5 The contour maps of F(s) in Example 3.

6 Closed-loop system.

−4 −3 −2 −1 0 1 2 3

−3

−2

−1

0

1

2

1.99

Γ2.5

Γ3.5 Γ4.5 
Γ0.5

 Re 

F s( ) 1 G s( )H s( )+ 0= =
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 stability criterion can now be stated as follows:

ry and sufficient condition for the closed-loop stability of a system defined by the loop
nction L(s) is that

(27.12)

o zero, where N is the net number of encirclements of the −1 point in the L(s)-plane, and
umber of unstable poles of the loop transfer function L(s).

 

e system with the loop transfer function

(27.13)

mine the range of the gain K such that the closed-loop system is stable. Since there is a
, we need to modify the Nyquist path to detour around the origin. The contour is shown
(a), where the detour is chosen to be a semicircle of radius approaching zero in the limit.

following procedure to sketch the Nyquist plot in Fig. 27.18(b):

mine L( jω) as ω → 0+ : L(s) is of system type 1 and thus

 

ding to Table 27.2.

7 Nyquist diagram.

8 Nyquist diagram and root locus of Example 4.

Z N P+=

KL s( ) KG s( )H s( ) K
s2 2s– 2+

s s 1+( ) s 2+( )
----------------------------------= =

L jw( ) 1
jw
-----≈ ∞ 90°–∠=
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ding to Table 27.2.
 the Bode plot, draw the polar plot of L( jω) as ω varies from 0+ to ∞. Although the magnitude
 of the factor (s2 − 2s + 2) is the same as the factor (s2 + 2s + 2), the phase of the factor (s2 −
) changes from 0° to −180°. Thus, a sketch of the Bode diagram shows that the magnitude
 varies from infinity to zero and the phase changes from −90° to −450°. Since there are two
s at which the phases are −180° and −360°, there will be two intersections of the L( jω) locus
the real axis in the L(s)-plane.
 the polar plot of L( jω) as ω varies from 0− to −∞ by reflecting the curve of L( jω) in procedure
h respect to the real axis in the L(s)-plane.
mine the contour map of the small detour around the origin of the s-plane to complete the
On the detour,

ontour map of the detour can then be determined by

esulting map is a large semicircle of radius approaching infinity. This semicircle starts at the
 L( j0 −) and swings 180° in the counterclockwise direction to connect the point L( j0+) in the
lane.
late the intersections of the L( jω) locus with the real-axis, for these points are related to the

ve stability of the system. Suppose that the L( jω) locus intersects the real axis for some critical
ency ωcr. Then

 k = 0, ±1, ±2, ±3,…. This phase condition at the critical frequency is directly related to the
 condition of the root locus when the root locus crosses the imaginary axis. Therefore, we can
e the Routh–Hurwitz criterion to determine the points where the L( jω) locus crosses the real
The characteristic equation of the system (27.13) can be written as

, the Routh array is

L jw( ) 1
jw
-----≈ 0 90°–∠=

s ee jq

e→0
lim , 90°– q 90°≤ ≤=

L ee jq( )
e→0
lim

ee jq( )2
2ee jq– 2+

ee jq ee jq 1+( ) ee jq 2+( )
---------------------------------------------------------

e→0
lim

1

ee jq---------
e→0
lim 1

e
--

e→0
lim q–∠= = =

L jwcr( )
180° k360°, for + K 0>
0° k360°, for + K 0<




=

s3 K 3+( )s2 2 2K–( )s 2K+ + + 0=

s3

s2

s1

s0

1 2 2K–

K 3+ 2K

c

2K

c
K 3+( ) 2 2K–( ) 2K–

K 3+
----------------------------------------------------=
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ituting the values of Kcr in the auxiliary equation

tain the critical frequencies

e critical frequency, we have the characteristic equation

e the points of the L( jω) locus that cross the real-axis are

lete Nyquist plot is shown not to scale in Fig. 27.18(b). The range of the gain K for which
s stable can be determined using Nyquist criterion. For different values of K, the Nyquist
ds to be redrawn in order to count the number of encirclement of the −1 point. We can

y counting the number of encirclement of −1/K point instead. From the Nyquist criterion,
here P = 0. It can be seen from Fig. 27.18(b) that there are four cases of the encirclements

point.

 and −1/K < −1/0.79  and N = 0. We have Z = 0 and the system is stable.
 and −1/K > −1/0.79  and N = 2. We have Z = 2 and the system has two unstable
.
 and −1/K < 1/3.79  and N = 3. We have Z = 3 and the system has three unstable
.
 and −1/K > 1/3.79  and N = 1. We have Z = 1 and the system has one
ble pole.

us of system (27.13) is also shown in Fig. 27.18(c) for comparison.

elative Stability

 a control system, it is required that the system be stable. In addition to stability, there are
oncerns such as acceptable transient response and capability to deal with model uncertainty.
del used in the design and analysis of a control system is never exact, it may suggest a stable
the physical system turns out to be unstable. Therefore, it is required that the system not
le but also have some stability margin or adequate relative stability.
hat the sinusoidal loop transfer function L( jω) locus intersects the −1 point for some critical

cr. Then

Kcr
3 21±–

2
---------------------- 0.79, 3.79–= =

Kcr 3+( )s2 2Kcr+ 0=

wcr

2Kcr

Kcr 3+
----------------

0.65, when Kcr 0.79=
3.10, when Kcr 3.79–=




= =

1 KcrL jwcr( )+ 0=

L jwcr( ) 1
Kcr

-------– 1
0.79
---------- , 1

3.79
----------–= =

0 K 0.79,< <⇒
K 0.79> ,⇒

K 3.79,–<⇒

3.79 K<– 0<⇒

L jwcr( ) G jwcr( )H jwcr( ) −1= =
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ates that the closed-loop system has a pair of complex poles at s = ±jωcr . Hence, the system
 stable and oscillates with the frequency ωcr, provided that all other closed-loop system poles
t half s-plane. In general, the closer the L( jω) locus comes to the −1 + j0 point in the Nyquist
re oscillatory is the system response. For this reason, the closeness of the L( jω) locus to the
 be used as a measure of the stability margin. Two traditional measures of the stability margin

rgin and phase margin.
gin and phase margin are usually defined for stable closed-loop systems that are characterized
m phase, loop transfer function L(s). The gain margin is the factor by which the open-loop

ble closed-loop system can be increased before the system goes unstable. The phase margin
t of additional phase lag at the gain crossover frequency required to make the stable closed-

 marginally stable. Thus we have the following definitions:
gin (GM):  The gain margin is the reciprocal of the magnitude |L( jω)| at the phase crossover

φ, where the phase of L( jωφ) reaches −180°. The gain margin is given by

rgin (PM):  The phase margin is defined as the angle between the phase of the loop transfer
ossover frequency ωg where  and the angle −180°, or .
and phase margins are shown in Fig. 27.19. Gain and phase margins are stability margins for
 single-output systems. They cannot apply for multi-input multi-output systems. In addition,
a poor indication of stability margin in the face of combined gain and phase variations, as
. 27.20. This is due to the fact that gain and phase margins are measures of stability margin
nly pure gain and phase variations, but not a combination of both. As a consequence, a system
od gain and phase margins, but it is close to instability, as indicated in Fig. 27.20. To make
sufficiencies of gain and phase margins, a third stability margin, return difference, is used in
trol theory. We will only consider single-input single-output systems.

9 Gain and phase margins.

1 L jωcr( )+ 1 G jωcr( )H jωcr( )+ 0= =

GM
1

L jωφ( )
--------------------= or GM dB( ) 20 L jωφ( )log–=

L( jωg) 1= PM L(jωg)∠ 180°+=
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 return difference:  The minimum return difference is the minimum value of |1 + L( jω)|, for
t can be seen from Fig. 27.20 that the minimum return difference is the minimum distance
quist plot to the −1 point. Therefore, the gain and phase margins are special cases of the

eturn difference. The gain margin is directly related to the case when the minimum return
ccurs at the phase crossover frequency, and the phase margin is corresponding to the case
imum return difference occurs at the gain crossover frequency.
 the minimum return difference is a better measure of stability margin than the gain and
ins, it is seldom used in the classical control theory. This is because the classical control
 design is usually carried out using the Bode diagram or the Nichols chart instead of the
t. The gain and phase margins are more easily determined from the Bode diagram or the
t than the Nyquist plot. Despite the fact that the minimum return difference can be easily

om the Nyquist plot, it is difficult to determine the minimum return difference from the
r the Nichols chart.
orrelate the phase margin and the damping ratio ζ of an underdamped second-order system.
e standard second-order system

(27.14)

hat the transfer function T(s) comes from a unity feedback configuration and can be rewritten

pen-loop transfer function G(s) is given by

(27.15)

0 Insufficiency of gain and phase margins.

T s( )
ωn

2

s2 2ςωns ωn
2+ +

-------------------------------------=

T s( ) G s( )
1 G s( )+
--------------------=

G s( )
ωn

2

s s 2ςωn+( )
---------------------------=
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n can be rewritten as

ositive ωc, we obtain

 s = jωc into Eq. (27.15), the phase margin for the system is

 

(27.16)

7.16) relates the damping ratio of the standard second-order system (27.14) to the phase
s corresponding open-loop system (27.15) in a unity feedback configuration. This equation
orrelation between the frequency response and the time response. A plot of ζ versus PM is
g. 27.21. The curve of ζ versus PM can be approximated by a dashed line in Fig. 27.21. The
ximation can be expressed as

(27.17)

1 Damping ratio vs. phase margin for a second-order system.

ωn

ωc ωc
2 4ς2ωn

2+( )1/2
------------------------------------------- 1=

ωc
2( )2

4ς2ωn
2 ωc

2( ) ωn
4–+ 0=

ωc
2

ωn
2

------ 4ς4 1+( )1/2
2ς 2–=

PM 180° G jωc( )∠+=

180° 90° tan 1– ωc

2ςωn

------------ 
 ––=

90° tan 1– 1
2ς
----- 4ς4 1+( )1/2
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1/2
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This approximation is reasonably accurate for  and is useful in relating the frequency response to
the transient performance of a second-order system. Equation (27.17) may also be used for higher-order
systems if th
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e system can be assumed to have a pair of dominant underdamped complex poles. 
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28
Kalman Filters

as Dynamic System
State Observers

28.1 The Discrete-Time Linear Kalman Filter
Linearization of Dynamic and Measurement System 
Models • Linear Kalman Filter Error Covariance 
Propagation • Linear Kalman Filter Update

28.2 Other Kalman Filter Formulations
The Continuous–Discrete Linear Kalman Filter
• The Continuous–Discrete Extended Kalman Filter

28.3 Formulation Summary and Review
28.4 Implementation Considerations 

he Discrete-Time Linear Kalman Filter

its most fundamental elements, the Kalman filter [1] is a predictor-corrector estimation
at uses a dynamic system model to predict state values and a measurement model to correct

on. However, the Kalman filter is capable of a great deal more than just state observation in
er. By making certain stochastic assumptions, the Kalman filter carries along an internal metric
ical confidence of the estimate of individual state elements in the form of a covariance matrix.
l properties of the Kalman filter are derived from the requirements that the state estimate be

ar combination of the previous state estimate and current measurement information

sed with respect to the true state 

ptimal in terms of having minimum variance with respect to the true state.

h these basic requirements an elegant and efficient formulation for the implementation of
filter may be derived. 
an filter processes a time series of measurements to update the estimate of the system state
a dynamic model to propagate the state estimate between measurements. The observed
t is assumed to be a function of the system state and can be represented via

 (28.1)

is an m dimensional observable, h is the nonlinear measurement model, X(t) is the n
 system state, ββββ is a vector of modeling parameters, and v(t) is a random process accounting
ment noise.

Y t( ) h X t( ),ββββ,t( ) v t( )+=

. Crain II
n Space Center
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dynamic system is described by a general first-order, ordinary differential equation

(28.2)

e nonlinear dynamics function that incorporates all significant deterministic effects of the
t, αααα is a vector of parameters used in the model, and w(t) is a random process that accounts
 present from mismodeling in f or from the quantum uncertainty of the universe, depending
acy of the deterministic model in use.
e general models available, a linear Kalman filter (LKF) may be derived in a discrete-time
. The dynamics and measurement functions are linearized about a known reference state,
is related to the true environment state, X(t), via

(28.3)

state estimate is related to the true difference by

(28.4)

” denotes the state estimate (or filter state),  is the estimation error, and “±” indicates
estimate and error are evaluated instantaneously before (−) or after (+) measurement update
me tk.
rtant to emphasize that the LKF filter state is the estimate of the difference between the

t and the reference state. The LKF mode of operation will therefore carry along a reference
 filter state between measurement updates. Only the filter state is at the time of measurement
re 28.1 illustrates the generalized relationship between the true, reference, and filter states

stimating a two-dimensional trajectory.

tion of Dynamic and Measurement System Models

cs and measurement functions may be linearized about the known reference state, (t),

(28.5)

(28.6)

LKF tracking of a two-dimensional

True Trajectory

State Estimate

Estimation Error

Ẋ t( ) f X t( ),αααα,t( ) w t( )+=

X̃ t( ) x t( )+ X t( )=

x̂k
±( )

xk dxk
±( )+=

dxk
±( )

X̃

f X, αααα, t( ) � f X̃ t( ), αααα, t( ) F X̃ t( ), αααα, t( )x t( ) w t( )+ +

h X, αααα, t( ) � h X̃ t( ), ββββ, t( ) H X̃ t( ), ββββ, t( )x t( ) v t( )+ +
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(28.7)

(28.8)

e true state to be estimated representing the difference between the environment and reference

(28.9)

zing the dynamic and measurement models, the effect of neglecting the higher order terms
to be included in the random processes w(t) and v(t). The linearization is an acceptable
on if x(t) is sufficiently small.
ence and filter states are propagated according to the discrete-time linear relationship

(28.10)

 (28.11)

, tk) is the state transition matrix from time tk to time tk+1 and has the following properties:

(28.12)

e system dynamics are now incorporated into the propagation of the reference and filter
 integration of the dynamics partial derivative in Eq. (28.13). 
tically, the true difference state is propagated in a similar fashion with the addition of a
e random value

(28.13)

t is not required that the reference dynamic model be exactly the same as the truth dynamics
odeling parameter αααα be equivalent to the true modeling vector. This notation is left in place

he derivation of the Kalman filter formulation. A number of innovative approaches have been
r adapting reference model parameters to improve fidelity with the unknown real-world

el [2–6] and can be used to enhance filter operation.
also requires a linearized measurement, yk = Yk − , modeled by

(28.14)

lopment of the Kalman filters presented here, the random contributions vk and wk are assumed
e realizations of the continuous zero mean Gaussian process in Eqs. (28.1) and (28.2) and

by

(28.15)

(28.16)

 F X̃ t( ), αααα, t( ) ∂f
∂X
-------

X=X̃

=

H X̃ t( ), ββββ, t( ) ∂h
∂X
-------

X=X̃

=

x t( ) X t( ) X̃ t( )–=

X̃k+1 ΦΦΦΦ tk+1, tk( )X̃k=

x̂k+1
−( )

ΦΦΦΦ tk+1, tk( )x̂k
−( )=

ΦΦΦΦ tk, tk( ) I=

ΦΦΦΦ̇ tk+1, tk( ) F X̃ t( ), αααα, t( )ΦΦΦΦ tk+1, tk( )=
ΦΦΦΦ tk+2, tk( ) ΦΦΦΦ tk+2, tk+1( )ΦΦΦΦ tk+1, tk( )=

xk+1 ΦΦΦΦ tk+1, tk( )xk wk+=

Ỹk

yk Hkxk vk+=

E vkvi
T Rkdki=

E wkwi
T Qkdki=
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Generally, it is assumed that the process noise and measurement noise sequences are uncorrelated so that 
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(28.17)

 Kalman filter can be configured to operate in systems where this assumption does not apply [7].

lman Filter Error Covariance Propagation

tion of the filter and reference states in the LKF were outlined in the previous section in
and (28.13). However, all Kalman filter formulations must also propagate a confidence metric
stimate in the form of a state error covariance matrix. The state error covariance, P, is defined
tation of the outer product of the estimation error vector

(28.18)

or covariance matrix is n × n and symmetric, and must remain positive definite to retain filter
 mechanism for propagating the covariance can be derived by taking the covariance just before
t update at time tk+1

(28.19)

ting the estimation error and propagation definitions in Eqs. (28.4), (28.11), and (28.13) to

(28.20)

 definitions of process noise covariance in Eq. (28.16) and state error covariance in Eq.
ropagation equation reduces to 

(28.21)

tion equation can be interpreted as the sum of the mapping of the previous post-update
ance through the system dynamics and the system process noise induced uncertainty. Thus,
e acts to increase the state error covariance between measurement updates.

lman Filter Update

alman filter (LKF) seeks an unbiased, minimum variance solution for the difference state, xk,
g previous state information with available measurements. The state estimate after measure-
 is therefore assumed to be a linear combination of the pre-update state and the linearized
t information

(28.22)

ng Eqs. (28.4) and (28.14) into Eq. (28.22) and solving for the estimation error yields

(28.23)

E wkvi
T

0  k, i∀∀=

Pk
±( ) E dxk

±dxk
±T=

Pk+1
−( ) E dxk+1

−( ) dxk+1
−( )T=

Pk+1
−( ) E ΦΦΦΦ tk+1, tk( ) x̂k

+( )
xk– 

  x̂k
+( )

xk– 
 

T

ΦΦΦΦ tk+1, tk( )T wkwk
T+=

Pk+1
−( ) ΦΦΦΦ tk+1, tk( )Pk

+( )ΦΦΦΦ tk+1, tk( )T Qk+=

x̂k
+( )

Kk
∗x̂k

−( )
Kkzk+=

dxk
+( ) Kk

∗ KkHk I–+( )xk K+ k

∗dxk
−( ) Kkvk+=
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By definition Ε[vk] = 0 and E[ ] = 0 by assumption of unbiased estimation. Therefore, the updated
state estimation error is unbiased

only if

Substituti

with estimat

The post-
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satisfied, so 
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The neces
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(28.24)

(28.25)

on of Eq. (28.25) into Eq. (28.22) results in an expression for the updated state estimate

(28.26)

ion error

(28.27)

measurement error covariance in Eq. (28.18) may be expanded to

(28.28)

ion of Eq. (28.27) and applying the conditions of uncorrelated process and measurement
ean measurement noise, and the definition of the pre-measurement state estimation error
t this point, only the requirement that the Kalman filter be an unbiased estimator has been

now we will select the Kalman gain Kk that delivers the minimum summed variance on the
ement state estimation error. In other words, we seek the gain that will minimize

(28.29)

sary condition for minimality of Jk is that its partial derivative with respect to the Kalman
 By employing the following relationship

(28.30)

 symmetric matrix, on the components of Eq. (28.28) with respect to Kk results in

(28.31)

al gain (the Kalman gain) is therefore

(28.32)

etimes written as

(28.33)

rm Wk is referred to as the innovations covariance

(28.34)

E dxk
+( ) 0=

Kk
∗ KkHk I 0=–+

x̂k
+( )

x̂k
−( )

Kk zk Hkx̂k
−( )

– 
 +=

dxk
+( ) I KkHk–( )dxk

−( ) Kkvk+=

Pk
+( ) I KkHk–( )Pk

−( ) I KkHk–( )T KkRkKk
T+=

Jk trace Pk
+( )=

∂
∂A
------- trace ABAT( )[ ] 2AB=

I KkHk–( )Pk
−( )Hk

T KkRk+ 0=

Kk Pk
−( )Hk

T HkPk
−( )Hk

T Rk+
1–

=

Kk Pk
−( )Hk

TWk
−1=

HkPk
−( )Hk

T Rk+
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28.2 Other Kalman Filter Formulations
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o the LKF, there are several other formulations of the Kalman filter that may be employed to
 follow the characteristics of specific state observation scenarios. The LKF may be varied according
ral nature of the dynamic and measurement systems to be continuous in dynamics and mea-
 continuous in dynamics and discrete in measurements [12 ]. Also, there are applications when

 system is energetic or the measurement quality is poor that may cause the reference state in the
ly leave the region of linearity about the environment state. In such systems, the reference state

ted through addition of the filter state into an implementation known as the extended Kalman
The EKF is highly suited to real-time applications but is nonlinear in the sense that the reference
tially reinitialized at the time of each measurement update. Both the continuous–discrete LKF
l be developed in the following sections.

tinuous–Discrete Linear Kalman Filter

quite naturally arise an application where the reference state, filter state, and state error
re more suitably propagated in a continuous fashion than through the linear application of
nsition matrix. Also, it is common for the measurement system to deliver discrete-time
 even when the dynamics are best modeled continuously. In such a situation the update
on is unchanged from the previous LKF derivation while the propagation between updates
ut through continuous integration. Without loss of generality, it may be stated that the
namics of a continuous Kalman filter may be represented by

(28.35)

e, by taking time derivatives of the filter state and covariance propagation (Eqs. (28.11) and
 substituting in Eq. (28.13) for the derivative of the state transition matrix, the continuous-
ate and covariance relations are found to be

(28.36)

(28.37)

is the spectral density of the dynamic process noise at time t and the explicit functional
 of F was dropped for notational convenience. In this mechanization of the LKF, the state
atrix need not be calculated as the dynamics are included directly via the partial derivative

the reference state, filter state, and error covariance are propagated continuously.
ss and measurement noise representations in this formulation are continuous and discrete
ctive models, and are again assumed to be zero mean processes governed by the continuous
cess noise covariance

(28.38)

rete measurement noise covariance

(28.39)

umed here that the process and measurement noises are uncorrelated so that

(28.40)

 formulation can be modified to accommodate process and measurement noise correlations
[7].

Ẋ̃ t( ) f X̃ t( ), αααα, t( )=

ẋ̂
−( )

t( ) f X̃ t( ), αααα, t( ) F X̃ t( ),αααα, t( )[+ x̂ −( ) t( ) X̃ t( )]–=

Ṗ t( ) F t( )P t( ) P t( )FT t( ) Q t( )+ +=

E w t( )wT t( )[ ] Q t( )d t t–( )=

E vkvj
T

Rkdkj=

E w t( )vk
T 0=
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The Continuous–Discrete Extended Kalman Filter
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erence may be directly updated at the time of measurement update by adding the LKF filter
reference in an EKF. The EKF is similar to the LKF, in that measurements are processed to
stimate of the difference between the true state and reference state of the spacecraft. Also,
luates dynamics and measurement partials with respect to the reference state in a manner
e LKF. However, the reference state about which these partials are evaluated is modified

 addition of measurement information

(28.41)

ce state dynamics model used in the EKF formulation is given by Eq. (28.35), but the
t model is the discrete form given by Eq. (28.1). The filter state representing the estimated

etween the true state and the reference state is only calculated at the time of measurement
ropping the previous estimate information term from Eq. (28.26):

(28.42)

novation is now the actual measurement residual

(28.43)

, in the EKF there is not a separate filter state that needs to be propagated to the time of the
ement, as the filter state has been incorporated into the updated reference state.
, the error covariance at each measurement is updated by

, (28.44)

 Kalman gain and innovations covariance are analogous to their LKF counterparts

(28.45)

(28.46)

ence between EKF operation and LKF operation is illustrated by revisiting the two-dimensional
ustration in Fig. 28.2. The reference trajectory can now be seen to respond to measurement
 availability and tracks the true environment trajectory.

EKF tracking of a two-dimensional trajectory.

X̃ tk( ) +( ) X̃ tk( ) −( ) x̂ tk( )+=

x̂k KkZk=

Zk Yk h X̃k
−( )

, ββββ, tk 
 –=

Pk
+( ) I KkHk–( )Pk

−( ) I KkHk–( )T KkRkKk
T+=

Kk Pk
−( )HkWk

−1=

Wk HkPk
−( )Hk Rk.+=

Estimated/Reference
Trajectory

True Trajectory

Estimation Error

ress LLC



28.3 Formulation Summary and Review
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crete–discrete formulation was given by the following propagation equations:

equations

screte time LFK mechanization, the reference state is unaffected by the incorporation of
t information into the filter state. 
 variation of this approach, the dynamics of the LKF may be made continuous, and the filter
ce state, and covariance propagated without the use of a state transition matrix.

 application requires that the reference state be modified to remain in the linear vicinity of
ent state, the EKF continuous–discrete formulation may be appropriate. In the continuous–

 formulation, the propagation is carried out according to

surement update according to

e state will change with the incorporation of measurement information into the EKF and
evaluated along this changing reference.

X̃k+1 ΦΦΦΦ tk+1, tk( )X̃k=

x̂k+1
−( )

ΦΦΦΦ tk+1, tk( )x̂k
−( )

=

Pk+1
−( ) ΦΦΦΦ tk+1, tk( )Pk

−( )ΦΦΦΦ tk+1, tk( )T Qk+=

x̂k
+( )

x̂k
−( )

Kk zk Hkx̂k
−( )

–+=

Pk
+( ) I KkHk–( )Pk

−( ) I KkHk–( )T KkRkKk
T+=

Kk Pk
−( )Hk

T HkPk
−( )Hk

T Rk+
−1

=

Ẋ̃ t( ) f X̃ t( ), αααα, t( )=

ẋ̂
−( )

t( ) F X̃ t( ), αααα, t( )x̂ −( ) t( )=

Ṗ t( ) F t( )P t( ) P t( )FT t( ) Q t( )+ +=

Ẋ̃ t( ) f X̃ t( ), αααα, t( )=

Ṗ t( ) F t( )P t( ) P t( )FT t( ) Q t( )+ +=

X̃ tk( ) +( ) X̃ tk( ) −( ) x̂ tk( )+=

x̂k Kk Yk h X̃k
−( )

, ββββ, tk 
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Pk
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28.4 Implementation Considerations
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ly held among designers of Kalman filters that the implementation of the formulas listed above
ly a portion of the effort required to develop an accurate and robust Kalman filter application.
namics, measurements, and partial derivatives have been coded, the task remains to tune the
tudes represented in the process noise covariance Q and the measurement noise covariance R.
easurement noise can be based in realistic hardware performance specifications, the process
 used as a tuning parameter to ensure that the filter operates correctly. This process of tuning

sses over into the area of design and is nearly an art form of such myriad approaches that it is
cope of this work to outline. However, a Kalman filter checklist is provided for the newcomer
o reduce the time of the implementation and tuning learning curve:

se the linear Kalman filter does not change the reference state in the presence of measurement
ation, the reference state and partial derivatives for an LKF application may be computed

 to operation. This makes the LKF more amenable to computationally restricted applications
pothesis testing where differing process noise and measurement noise parameters are being
ated in parallel [8].

ss noise serves to keep the filter from becoming overconfident in its estimate (i.e., a covariance
ear zero diagonal values) and converging prematurely. Examining the propagation equations

e Kalman filters presented previously, it can easily be seen how the addition of process noise
ses the magnitude of the state error covariance between measurements.

nnovations covariance should ideally converge to describe the variance in the filter measure-
 residuals. Adaptive techniques have been implemented where the filter noise parameters are
 according to a metric linking residual statistics with the innovations covariance [5]. In an
filter, the innovations covariance should approach the measurement noise covariance as the
ss noise magnitude approaches zero.

 multiple measurements are available at the same time, they may be processed as a series of
 observations as long as they are uncorrelated (i.e., R is a diagonal matrix). The effect of
ssing scalar measurements is that the innovations covariance becomes a scalar, and a numer-
ivision rather than a matrix inversion is required to calculate the Kalman gain.

urement editing may be employed to prevent spurious data from causing filter divergence in
ber of ways. One of the most common is to reject measurements when the ratio of the

urement residual squared to the scalar innovations covariance

(28.47)

ve a user-defined threshold. The threshold value may either be a constant or may be time
ng after long propagation periods to allow for a smooth transition to a steady state innovations
iance. 

ovariance should always be positive definite. If filter divergence is a chronic problem in a
ular application, the numerical integrity of the covariance may provide insight into the
e of the divergence. There are also several numerical implementations of the covariance
te equation that take advantage of its symmetry and positive definiteness to enhance its
ity while reducing computational load [9].

ss noise may be enhanced by including time correlated states such as first-order Gauss–Markov
sses to the filter to account for specific dynamic effects. The biases associated with these processes
e included in the filter state for estimation. 

 note it should be stressed that the Kalman filter is not the state observer algorithm best
l applications. Its strengths lie in light computational requirements and real-time availability

rk
2

Wk

-------
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of a state estimate in the presence of accurate measurement information. However, batch estimation
techniques such as least-squares estimation may be more appropriate in applications where the dynamic
process is m
operation is
estimation i
more detaile
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odeled to a high degree of fidelity, measurements are not uniformly accurate, and real-time
 not an issue. A number of quality texts [10–12] have been written on the subject of stochastic
n general and specifically Kalman filtering that the the reader is encouraged to pursue for
d information.
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Digital Signal Processing

for Mechatronic
Applications

29.1 Introduction
29.2 Signal Processing Fundamentals

Continuous-Time Signals • Discrete-Time Signals

29.3 Continuous-Time to Discrete-Time Mappings
Discretization • s-Plane to z-Plane Mappings
• Frequency Domain Mappings

29.4 Digital Filter Design
IIR Filter Design • FIR Filter Design • Computer-Aided 
Design of Digital Filters • Filtering Examples

29.5 Digital Control Design
Digital Control Example

29.1 Introduction

Most engineers work in the world of mechatronics as there are relatively few systems that are purely
mechanical or electronic. There are a variety of means by which electrical systems augment mechanical
systems and vise versa. For example, most microprocessors found in a computer today have some sort
of heat sink and perhaps a fan attached to them to keep them within their operational temperature zone.
Electrical systems are widely employed to monitor and control a wide variety of mechanical systems.
With the advent of inexpensive digital processing chips, digital filtering and digital control for mechanical
systems is becoming commonplace. Examples of this can be seen in every automobile and most household
appliances. For example, sensor signals used in monitoring and controlling of mechanical systems require
some form of signal processing. This signal processing can range from simply “cleaning-up” the signal
using a low pass filter to more advanced analyses such as torque and power monitoring in a DC servo
motor. This chapter presents a brief overview of digital signal processing methods suitable for mechanical
systems. Since this chapter is limited in space, it does not give any derivation or details of analysis. For
a more detailed discussion, see references [1,2].

29.2 Signal Processing Fundamentals

A few fundamental concepts on signal processing must be introduced before a discussion of filtering or
control can be undertaken.

Bonnie S. Heck
Georgia Institute of Technology 

Thomas R. Kurfess
Georgia Institute of Technology 
©2002 CRC Press LLC



    

Continuous-Time Signals

 

Laplace transforms are used for system analysis of continuous-time systems, solving for system response,
and control 

    

A transfer fu

    

output over
The Four

of 

 

x

 

(

 

t

 

) is giv

where 

 

ω

 

 is i

          

equivalent to

       

convergence
the ratio of 
from the tra

                         

shown in th

    

bandwidth o

         

Discrete-

 

The 

 

z

 

-trans

 

z

 

-transform

    

The discrete
DTFT and t

and

Note that th

          

assumptions

  

displayed ov

           

frequency) t

      

as the ratio 
from the tra

                            

for its simp

 

H

 

(

 

Ω

 

) 

 

=

 

 0.70

   

0066-frame-C29  Page 2  Wednesday, January 9, 2002  7:23 PM

©2002 CRC P
design. The single-sided Laplace transform of a continuous-time signal, x(t), is given by

nction of a linear system, H(s), can be found as the ratio of the Laplace transforms of the
 that of the input (with zero initial conditions). 
ier transform is used to determine the frequency content of a signal. The Fourier transform
en by

(29.1)

n units of radians per second. Notice that when x(t) = 0 for t ≤ 0, the Laplace transform is
 the Fourier transform by setting s = jω. (It should be noted that there are some additional

 considerations for the Fourier transform.) The frequency response of a system is defined as
the Fourier transforms of the output over that of the input. Equivalently, it can be found
nsfer function as H(ω) ≡ H( jω) = H(s)|s=jω . For simplicity of notation, the j is usually not
e argument list, giving rise to the notation H(ω) to represent the frequency response. The
f a system is defined as the frequency at which H(ω) = 0.707H(0). 

Time Signals 
form is useful for solving a difference equation and for performing system analysis. The
 of a discrete-time signal, x[n], is defined as

-time Fourier transform (DTFT) is used to determine the frequency content of a signal. The
he inverse DTFT of a signal are defined by

(29.2)

(29.3)

e DTFT can be derived from the z-transform by setting z = e jΩ. (Again, there are some
 on convergence in this derivation.) Since the DTFT is periodic with period 2π, it is typically
er the range [−π, π] or [0, 2π], where the frequencies of general interest are from Ω = 0 (low
o Ω = π (high frequency). The frequency response of a discrete-time system can be found
of the DTFT of the output signal over that of the input signal. Alternatively, it can be found
nsfer function as H(Ω) ≡ H(e jΩ) = H(z) . The notation H(Ω) is preferred over H(e jΩ)
licity. As in the continuous-time case, the bandwidth is defined as the frequency at which
7H(0).
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∞
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While the DTFT is continuous with respect to the frequency variable 
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x[n] = 0 for n < 0 and for n ≥ N. The DFT of x[n] and the inverse DFT are defined as

(29.4)

e DFT is a discretized version of the DTFT where Xk = X(Ω)  over the range Ω = 0
alculating a closed-form solution for the DTFT can be done only for simple signals such as
lse or a triangular pulse. Therefore, the DFT is generally used as a numerical method to
 DTFT at discrete points in frequency in the range 0 ≤ Ω ≤ 2π. In particular, to obtain a plot
, plot Xk versus k where k is scaled by 2π/N. For an arbitrary signal, such as obtained from
ts of a physical device, computing the DFT instead of the DTFT is the preferred method to
uency content of the signal. To get more resolution in plotting a DTFT from the points

y a DFT, zeros can be added to the end of the sequence so that the value of N is increased.
 time domain signal is not finite in duration, so that there is no value of N such that x[n] = 0
 order to perform the DFT, the signal must be truncated. There are two cases to be considered:
re x[n] is decaying to zero and the case where x[n] has periodic components. The case when
to zero is handled by choosing N to be large enough so that the signal is negligible beyond
he resulting DFT is an approximation (not a discretized version) of the DTFT. If the signal

the DTFT cannot be computed numerically since the resulting DTFT would have impulses
er, the frequencies present in the signal could still be determined if the value of N used for
on is chosen so that the truncated signal goes through an integer number of cycles. If this
e resulting DFT will have leakage in the frequency plot when compared to the DTFT of the
or example, consider a signal x[n] = cos(0.4πn). This is periodic with period n = 5 and has

 by X(Ω) = π[δ(Ω + 0.4π) + δ(Ω − 0.4π)] for −π ≤ Ω ≤ π. All the frequency content is
 = 0.4p and Ω = −0.4π. Since the DTFT is periodic with 2π, there is also an impulse at Ω =
he DFT is computed for two truncations of the signal, one at N = 20 (four complete cycles)
r at N = 22. The DFT for N = 20 is plotted in Fig. 29.1(a) where the independent variables
by 2π/N for the plot. This plot shows zero frequency content except at Ω = 0.4π (=1.2566)
 − 0.4π  (=5.0265), giving the correct location of the impulses in the DTFT. Similarly, the
 22 is plotted in Fig. 29.1(b), notice the resulting leakage in the frequency characteristics.

DFT of periodic signal (a) truncated after 4 complete cycles and (b) truncated after 4.4 cycles.

Xk x n[ ]e− j2pnk/N, k
n=0

N−1

∑ 0, 1,…, N 1–= =

xn
1
N
---- Xke j2pnk/N, n

k=0

N−1

∑ 0, 1,…, N 1–= =

|Ω=2pk /N

0 2 4 6
0

5

10

15

|X
(Ω

)|

Ω
0 2 4 6

0

5

10

15

|X
(Ω

)|

Ω

(a) (b)

ress LLC



If a signal has periodic content, but is not periodic, such as x[n] = cos(0.5πn) + cos(0.2n), then leakage
cannot be avoided by a selection of N. An alternate means of reducing leakage is to first taper the signal
to zero at th
as windowin
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e initial and end points of the sequence prior to computing the DFT. This process, known
g the data, is accomplished by multiplying x[n] by a window function w[n] and then
the DFT on the product x[n]w[n]. Three common windows are the rectangular window,
arp truncation, the Hanning window, and the Hamming window [1]. 

lar Window:

w[n] = 1, 0 ≤ n ≤ N − 1  

Window:

 

 Window:

e of N in a DFT is a power of 2, there is a fast method to compute the DFT called the fast
sform (FFT). If the value of N is not a power of 2, zeros can be padded to the end of the
er to use the FFT. This does not affect the accuracy of the result, but it does improve the

f the resulting plot when the DFT (or FFT) is used to compute the DTFT. In many cases,
n used in Eq. (29.4) suffices to compute the DFT since the added computational power of

essors lessens the need for the numerical efficiency of the FFT. The details of the algorithm
are beyond the scope of this handbook. See [1] or [2] for details.

ontinuous-Time to Discrete-Time Mappings

physical systems operate in continuous-time, computers operate in discrete-time. Therefore,
se computers to process measurements taken from continuous-time systems, there must be
ping between the continuous-time world to the discrete-time world.

ation 

alog signal can be analyzed using digital techniques, it must be discretized (that is, converted
te-time signal). The ideal method for discretization is sampling, where the values of the signal
ed at discrete points in time. Generally, the signal is sampled at a fixed rate known as the sampling
ampling rate (in hertz) is the inverse of the sampling period. Figure 29.2 depicts a 1 Hz signal
 sampled at two rates. The dark points are sampled at 15 ms intervals, while the lighter points

at 250 ms intervals. From Fig. 29.2, the waveform approximation clearly degrades as the sampling
 reduced and approaches the signal frequency. In fact, it can be shown that a signal must be
frequency that is higher than twice its maximum frequency content. This is known as the Nyquist
eorem. For example, if the signal in Fig. 29.2 is sampled at 0.5 Hz, it is possible for every sample
ue of 0 as at 0, 500, 1000 ms, etc… the value of the signal is 0. The erroneous interpretation of
e to a sample frequency that is too low is known as aliasing. There are two means by which the
pling Theorem can be satisfied. The first is by employing a sample frequency that is more than
hest frequency content of the signal being sampled. This value frequency is known as the Nyquist
s one never is sure of the actual frequency content of a real signal, a low pass filter may be used
t a signal does not possess frequencies above a certain cut-off level. Such a filter is commonly

w n[ ] 1
2
-- 1

2p n
N 1–
------------- 

 cos– 
  , 0 n N 1–≤ ≤=

w n[ ] 0.54 0.46
2pn

N 1–
------------- 

 cos , 0 n N 1–≤ ≤–=
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i-aliasing filter. This is the second and most practical method that is used to satisfy the Nyquist
eorem. Thus, a combination of a well-designed anti-aliasing filter as well as a sampling frequency
ove the cut-off frequency of the filter will ensure that the Nyquist Sampling Theorem is satisfied. 

two important points that should be noted when using an anti-aliasing filter. First, it is important
-aliasing filter be used before the signal is sampled as sampling is what causes aliasing. Basically,
that the anti-aliasing filter is implemented using an analog filter prior to the signal being digitized.
l has been aliased during sampling, it cannot be corrected using digital filtering. The second
 in practice, the cutoff frequency of the anti-aliasing filter should be a factor of 5–10 below the
Nyquist frequency. It should be noted that an anti-aliasing filter adds phase lag to the measure-
 might deteriorate stability and performance in a feedback loop unless the bandwidth of the
 filter is much higher than that of the closed loop system. Commercially available devices that
pling are analog-to-digital converters (ADCs), and the anti-aliasing filter is used before this

rse of sampling is reconstruction where a discrete-time signal is converted into a continuous-
The Nyquist sampling rate ensures that if a continuous-time signal is sampled at a rate that is
 the highest frequency component in the signal, then the continuous-time signal can be recon-
ctly from the samples. However, this theorem assumes that an ideal reconstruction process is
ich is not practical. The most common practical means to reconstruct a signal is a zero-order
. The ZOH assumes that the value of the signal is constant between samples. This approxi-
ite reasonable if the sampled signal does not change substantially between individual samples.
is an example of a signal and its ZOH representation. The gray, smooth line represents the
log signal. The black points along the signal indicate sample values of the signal. Each black

A 1-Hz signal.

A signal sampled and reconstructed using a zero order hold (ZOH).
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at the signal does not remain constant over the sample period. As the time between sample
reased, the accuracy of the ZOH decreases. Conversely, as the sample period is decreased, the
he ZOH is improved. Commercially available devices that perform reconstruction are digital-
nverters (DACs), which generally use the ZOH method.

 z-Plane Mappings

 to relate the s-plane to the z-plane is to derive a continuous-time mathematical represen-
 sampled signal for x(t) and compute its Laplace transform. The resulting Laplace transform
ed signal can be related to the z-transform of x[n] by setting z =  esT where T is the sampling
elationship z = esT is commonly termed the exact mapping between the z-plane and the s-plane.

of this derivation, see [1]). For example, a digital representation, Hd(z), of a continuous-time
, can be obtained using this mapping Hd(z) = H(s) . However, this mapping results in a

 function for Hd(z). 
ate mappings between the s-plane and the z-plane are commonly used that do result in a

ction for Hd(z). Three such mappings are the bilinear transformation, forward transforma-
ckward transformation. 

ransformation:

ransformation:

 transformation: 

 transformation (also known as Tustin’s rule or the trapezoidal rule) is the most accurate of
ngs. It maps the entire left-hand side of the s-plane into the unit circle of the z-plane, so that
stability. Consider a first-order example of H(s) = 1/(s + 2). The discrete-time representation
fer function is 

e resulting transfer function is rational in z.
ate method of mapping transfer functions between the continuous-time and the discrete-
s is the response-matching mapping.

matching: Suppose x(t) is the input to a system H(s) with the resulting output y(t). Let x[n]
 the sampled versions of x(t) and y(t). Then, Hd(z) is found from the ratio of z-transforms
y[n]. The most common response matching is step-response matching where x(t) is a step
t) = 1 for t ≥ 0 and x(t) = 0 for t < 0. An expression for Hd(z) is found from the following

|
z=e

sT

s
2 z 1–( )
T z 1+( )
--------------------=

s
1
T
--- z 1–( )=

s
1

Tz
------ z 1–( )=

Hd z( ) H s( )|
s= 2 z −1( )

T z +1( )
------------------

T z 1+( )
2z 2– 2T+
----------------------------= =

Hd z( ) 1 z−1–( )Z
H s( )

s
-----------=
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where Z[H(s)/s] represents the z-transform of the sampled version of the step response of the continuous-
time system. The form for a generic first-order system is given below:
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nse matching method (especially with step inputs) is commonly used to map a continuous-
 discrete-time when designing a digital controller in the discrete-domain. Since most digital
re implemented using a ZOH on the output of the digital controller, the plant sees a stepped
hat looks like a sum of delayed step signals. Therefore, the step-response matching method
accurate way to map a plant that has a ZOH on its input.

y Domain Mappings

ous-time Fourier transform can be related to the DTFT through the expression: 

is defined in Eq. (29.1) and represents the continuous-time Fourier transform of x(t), while
ned in Eq. (29.2) and represents the DTFT of the sampled signal x[n]. This mapping is very
mputing the Fourier transform of measured data. In particular, suppose a continuous-time
sured by sampling it through an ADC and storing it as a discrete-time sequence. If the signal
in duration, the DTFT of x[n] can be computed at discrete points in frequency by using the
iven in Eq. (29.4). Using the relationships ω = Ω/T, Ω = 2πk/N, and Xk = X(Ω) , where
th of the sequence for x[n] and T is the sampling period, gives the relationship:

π/T is the sampling frequency in radian per second. Accuracy can be improved by decreasing
g period T, and the resolution in the plot can be increased by increasing NT. 
al x(t) is not finite in duration, it must be truncated in order to use this numerical method

the continuous-time Fourier transform. As discussed in the section “Discrete-Time Signals,”
ed signal x[n] decays to zero, choose the number of sampled points N to be large enough so
egligible beyond that value. If the sampled signal x[n] is periodic, choose the sampling period
umber of points N such that the sampled signal x[n] goes through an integer number of
xample, consider the signal x(t) = cos(πt). If the sampling period is chosen as T = 0.4 s, the
ignal would be x[n] = x(nT) = cos(0.4πn), which is the same signal analyzed in the section
me Signals.” Choosing N = 5, 10, 15, etc. would yield correct results in the DFT while any
would result in leakage. If the signal x(t) has periodic content, but does not appear to be
n use a windowing function as discussed in the section “Discrete-Time Signals” to reduce

n computing the DFT.
 the DFT can also be used to determine the Fourier coefficients of periodic signals. Consider
ries in the form

signal x(t) by first making sure that the sampled signal goes through an integer number of
oefficients ck for k = 0,…,(N − 1)/2 can be found as ck = Xk/N where Xk is found from the
st of the coefficients are obtained from c−k = .

H s( ) a
s a+
----------- Hd z( )⇔ 1 e−aT–( )z−1

1 e−aT– z−1
------------------------------= =

X w( ) TX Ω( )|Ω=w T for −p Ω p≤ ≤=

|Ω=2pk/N

X w( )|w =2pk/NT TXk for 0 w ws/2, 0 k N 1–( )/2≤ ≤≤ ≤=

x t( ) cke jw kt

k=−∞

∞

∑=
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Since the frequency response of a system is the ratio of the Fourier transforms of the output over the
input, a mapping between a continuous-time system, H(ω), and a corresponding discrete-time system,
Hd(Ω), can 

This mappin
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be derived from the previous mapping as 

g is useful for the design of both digital filters and digital controllers.

igital Filter Design

cy response function of a discrete-time system describes how the system processes input
fferent frequencies. Consider an input signal x[n] = A cos(Ω0n) to a system with frequency
Ω) where 0 ≤ Ω0 ≤ 2π. The corresponding output is given by

 

c signals, the filtering property of Fourier transforms gives the relationship:

 is small over a certain range of frequencies, then input signals with frequency content
e are attenuated as they pass through the system.
 convenient to filter continuous-time signals through a digital filter as shown in Fig. 29.4.
o-digital converter (ADC) samples the continuous-time signal creating a sequence of discrete-

 for processing by the computer or digital signal processing board. The filtered signal can be
lly for further study or it can be sent through a digital-to-analog converter (DAC). The digital
 implemented in software by a recursive equation obtained from the difference equation.
igital filter with transfer function:

n used to calculate the current value of the output y[n] is given by the difference equation:

(29.5)

the past values of y and x must be stored for use in the recursion.
ider the impulse response of a digital filter, where y[n] is calculated for an input x[n] equal

se (i.e., δ[n] = 1 when n = 0 and δ[n] = 0 otherwise). The recursion shown above results in
or y[n] that has infinite duration (i.e., there is no value of M so that y[n] = 0 for all n > M).
 filter is called an infinite impulse response (IIR) filter.

Configuration for standard digital signal processing hardware.

H w( ) Hd Ω( )|Ω=w T for −p Ω p≤ ≤=

y n[ ] |H Ω0( )| Ω0n ∠H Ω0( )+( )cos=

Y Ω( ) H Ω( )X Ω( )=

Ω)

H z( )
b1zN b2zN−1 … bN+1+ + +
a1zN a2zN−1 … aN+1+ + +
------------------------------------------------------------

b1 b2z−1 … bN+1z−N+ + +
a1 a2z−1 … aN+1z−N+ + +
-----------------------------------------------------------= =

1
a1

---- b1x n[ ] b2x n 1–[ ] … bN+1x n N–[ ] a2y n 1–[ ]– … aN+1y n N–[ ]––+ + +( )
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Now consider the case where the coefficients of the filter am = 0 for m > 1. The resulting expression
for y[n] from Eq. (29.5) would no longer be recursive since it would depend only on present and past
values of x, 
type of filte
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and not on past values of y. As a result, the impulse response would have duration N. This
r is called a finite impulse response (FIR) filter. FIR filters are sometimes preferred over IIR
they have linear phase in the frequency response. Linear phase means that the angle of the
sponse is given by −θΩ, where θ is a constant. This corresponds to a delay in the time domain.
ods for both types of filters are described in the next two sections.

 Design

thods for designing IIR filters are termed analog emulation (or indirect design) and direct
og emulation involves designing an analog filter first and then using one of the mapping
escribed in the section “s-Plane to z-Plane Mappings” to convert it to a digital filter. This

 advantages in that there is a wealth of design techniques for analog filters that can be used
er design. Direct design methods generally involve numerical techniques, and they are often
er analog emulation when the sampling period is not very small. Direct design is beyond the
s handbook; consult reference [2] for more information on the topic.
lter design begins by selecting a bandwidth, a prototype of filter, and an order of the filter.
pecifications may be set on the amount of ripple that is allowed in the passband or stopband.
n analog prototypes are the Butterworth filters and the Chebyshev filters. 
th filter: The Butterworth filter is characterized by having no zeros and having poles that are
a semicircle in the left-half of the s-plane. The distance of the poles to the origin is the
requency and is denoted as ωb. The angle of the poles can be determined by equally spacing
e number of poles around a full circle with radius ωb and then keeping only the poles in the
e, as shown in Fig. 29.5. An Nth order Butterworth filter is given by

Pole distribution of a fourth-order Butterworth filter.
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 is lowpass in that the magnitude of the frequency response is reasonably flat and close to a
r w < ωb and drops off sharply beyond the bandwidth frequency. The larger the order of the
arper the drop off. Three filters are compared in Fig. 29.6. Notice that the sharp transitions
e larger order filters do come with a price: the phase is also decreased dramatically. The phasing
ortant in real-time measurement systems such as that required by feedback controllers. 
 filter: Unlike the monotonic behavior of the Butterworth filter, the Chebyshev filter allows
in the magnitude plot for either the passband or the stopband. The Type 1 Chebyshev filter
ple in the passband while the Type 2 Chebyshev filter allows for ripple in the stopband. Allowing

esults in the Chebyshev filters having sharper transitions near the bandwidth than are achievable
orth filter of the same order. In Chebyshev design, the cutoff frequency ωc is usually specified
o the bandwidth. The cutoff frequency is the frequency at which the magnitude of the filter
reset ratio of the DC value. When this ratio is 0.707, the cutoff frequency is the bandwidth.
ebyshev design, this ratio is chosen to correspond to the amount of ripple allowed in the
Type 1 Chebyshev lowpass filter is defined by the relationships:

 

) expression is called the Nth order Chebyshev polynomial, and it is calculated recursively
 C0(x) = 1 and C1(x) = x. The value of ε > 0 determines the amount of ripple allowed in the
 particular, the ripple exists between the values of 1 and 1/ . Consider, for example,
hebyshev filters shown in Fig. 29.7; these filters were designed to have 1 dB of ripple in the

 = 0.51). Note that ε = 1 for 3 dB of ripple.
oned above, these prototype filters are lowpass. To design another type of filter, first the
r is designed, H(s), with a cutoff frequency ωc (typically chosen to be 1). Then a frequency
ion is used to convert the filter to the desired type. The standard frequency transformations
low.

o lowpass: To obtain a lowpass filter with cutoff frequency ω1, replace s in the original H(s)

c /ω1.

Comparison of analog Butterworth filters.
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o highpass: To obtain a highpass filter with a passband running from ω1 to ∞, replace s in
riginal H(s) by ω1ωc/s.
o bandpass: To obtain a bandpass filter with a passband running from ω1 to ω2, replace s in
riginal H(s) by 

o bandstop: To obtain a bandstop filter with stopband running from ω1 to ω2, replace s in
riginal H(s) by 

r Design

obtain an FIR filter is to truncate the impulse response of an ideal IIR filter. For example,
 lowpass filter has the frequency response:

 

 constant and Ωc is the cutoff frequency. The impulse response of this filter is found from
verse DTFT using Eq. (29.3):

at this has infinite duration for both n < 0 and n > 0. Creating an FIR filter would entail
he impulse response for n < −N and for n > N. However, the original IIR filter and the
ncated FIR filter are both noncausal; that is, the impulse response is nonzero for n < 0.

Comparison of analog Type I Chebyshev filters.
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Noncausal filters need future values of the input in order to calculate the present value of the output;
hence, they cannot be implemented in real-time. For this reason, typical IIR design uses nonideal filters
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 on analog prototypes) that approximate the ideal frequency response. When filtering a signal
has been stored, causality is no longer required since all of the values of the signal are available
future” values).
to perform real-time implementation of an FIR filter that was generated by truncating an
er, the filter must be delayed so that all of the significant information of the impulse response
≥ 0. This delay in the time domain is equivalent to a linear phase lag in the frequency domain. 
FIR filter can be designed by first selecting an ideal IIR filter (lowpass, highpass, etc.), then
verse DTFT to find the impulse response, and then truncating the impulse response, and finally,
 time. An equivalent and more preferred method is to rearrange the steps described above.

phase lag in the frequency response of the ideal IIR filter. This is done by multiplying the
sponse by e j(N − 1)/2. Then, take the inverse DTFT and truncate it for n < 0 and n > N − 1. The
usal FIR filter with order N.

ing are generic FIR filters of order N that have been generated using the method described
 = (N − 1)/2.

IR filter with cutoff frequency Ωc :

 

) = sin(πx)/πx.
 FIR filter with passband from Ω1:

 FIR filter with passband from Ω1 to Ω2:

t these filters, the coefficients in Eq. (29.5) are set to bm = h[m − 1], a1 = 1, and am = 0 for m > 1.
lters designed using this method have frequency responses that have rather sharp transitions

 passband and the stopband (the larger the order, the sharper the transition), but they tend
o a ripple in the passband and stopband. This ripple results from the sharp truncation of the
pulse response. A more gradual truncation using a window can be performed that smooths

 the frequency response. The windows discussed in the section “s-Plane to z-Plane Mappings”
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that are employed in data collection are also used in FIR filter design, where the modified filter is given
as h[n]w[n]. FIR design using different windows is discussed in further detail in [1,2].

Compute
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r-Aided Design of Digital Filters

a common software package for signal processing analysis and design. The signal processing
tains several commands for designing and simulating digital filters. For example, the com-
r and cheby1 automatically design a prototype analog filter for an IIR and then use the
sformation to map the filter to the discrete-time domain. Lowpass, highpass, bandstop, and
ers can be designed using these commands as long as the digital cutoff frequencies, normalized
ecified. To design a digital lowpass filter based on the analog Butterworth filter with cutoff
1, use the command [b, a] = butter(N, w1∗T/pi) where N is the number of poles, T is the
riod, and w1∗T is digital cutoff frequency. This command puts the coefficients of the filter,
q. (29.5), in vectors b and a in ascending order. To design a digital highpass filter with analog
ency w1, use the commands [b, a] = butter(N, w1∗T/pi, ‘high’). To design a digital bandpass
nalog passband from w1 to w2, define w = [w1, w2] and use the command [b, a] = butter
. To design a digital bandstop filter with stopband from w1 to w2, define w = [w1, w2] and

mand [b, a] = butter(N, w ∗T/pi, ‘stop’). The design for an Nth order Type I Chebyshev filter
hed using the same methods as for butter except that “butter” is replaced by “cheby1.” 
l processing toolbox also provides commands for designing FIR filters. To obtain a lowpass FIR
ngth N and analog cutoff frequency w1, use the command h = fir1(N − 1, w1∗T/pi). The
tor h contains the impulse response of the FIR where h(1) is the value of h[0]. The values in
also equal the coefficients of b in Eq. (29.5) in ascending order. (Recall, that a1 = 1 and am = 0
 length N highpass FIR filter with analog cutoff frequency w1 is designed by using the command
 1, w1∗T/pi, ‘high’). A bandpass FIR filter with passband from w1 to w2 is obtained by typing
1, w ∗T/pi) where w = [w1, w2]. A bandstop FIR filter with stopband from w1 to w2 is obtained
 fir1(N − 1, w ∗T/pi, ‘stop’) where w = [w1, w2]. The fir1 command uses the Hamming window
ther windows are obtained by adding an option of “hanning” or “boxcar” (which is the
indow) to the arguments; for example, h = fir1(N − 1, w1∗T/ pi, ‘high,’ boxcar(N)) creates a

 filter with analog cutoff frequency w1 using a rectangular window.
command in Matlab is used to compute an output of a digital filter given its input sequence.
 of its use is y = filter(b, a, x) where b and a are the coefficients of the filter and x is the input

Examples

 60 Hz noise is encountered in measurements of electromechanical systems due to standard
 (Note, in Europe noise at a 50-Hz frequency is typically encountered.) For demonstration
60-Hz signal is superimposed on a lower frequency signal shown in Fig. 29.8. To alleviate
tal effects of the 60-Hz noise, a bandstop filter may be employed. Typically, most systems

Measurement corrupted with 60-Hz noise. 
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top filter designed around 60 Hz to avoid the type of response seen in Fig. 29.8. The following
mands can be employed to design an eighth-order digital Butterworth bandstop filter whose
ncies are 50 and 70 Hz. Thus, the filter should reject the 60-Hz noise.

.001; %Sample period
; % half the order of filter
req = 50 * (2*pi); %Stop signals between 50 and 70 Hz
freq = 70 * (2*pi);

low_freq*(T/pi); % normalized digital break frequencies
high_freq*(T/pi);
w1 w2];

 = butter(n,w,‘stop’); % filter coefficients

pi:pi/200:pi; % define a digital frequency vector
reqz(b,a,W); % computes the frequency response for plotting

.9 shows the magnitude of the frequency response for the resulting IIR filter. Note that the
riable is plotted for the range [−π, π] where DC frequency corresponds to Ω = 0 and the highest
lowable is Ω = π. In this example, the digital break frequencies correspond to Ω1 = 50(2π)T =
2 = 70(2π)T = 0.44. Figure 29.10 shows the result of applying this filter to the noisy signal. For
urposes, the 60-Hz noise is completely attenuated. As can be seen in Fig. 29.10, there are some
 transients during the first 100 ms of the step response. This is a combination of the fourth-

worth filter and the initial system transients to the 60-Hz signal. It should be noted that the
ency of 1000 kHz is fast enough to accurately capture the 60-Hz signal. If a sample frequency

120 Hz is used, the 60-Hz signal will be aliased, and no amount of digital filtering would be
inate the effects of the 60-Hz disturbance.
pplication of digital filtering in mechatronics is used when estimating displacement from an
measurement. A simplistic approach to calculating the displacement is to integrate the accel-
e. In the s-domain, this double integration is equivalent to multiplying by 1/s2. Using the

Bandstop filter.
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sformation to convert 1/s2 to the z-domain yields the following transfer function,

onding difference equation used to calculate the displacement y[•] from the acceleration
n] − 2y[n − 1] + y[n − 2]) = T 2(ydd[n] + 2ydd[n − 1] + ydd[n − 2]). However, accelerometers

 not have good response at low frequencies; in fact, they often insert a bias in the data yielding
e calculated displacement. They also are very sensitive to random vibrations. An alternate
to process the acceleration data through a bandpass filter before using the difference equation
it numerically. The bandpass range must contain the natural frequencies in the system.
 for example, the acceleration data shown in Fig. 29.11, which has some random noise. This
pled at a rate of 6400 Hz, where the natural frequency of the system is 50 Hz. Figure 29.12
tual displacement, while Fig. 29.13 shows the estimated displacement calculated by numer-
ting the acceleration data, using the difference equation given above. This estimation is very
atively, an analog eighth-order Chebyshev Type I bandpass filter with passband 25–500 Hz

1 Acceleration measurement.

2 Actual displacement.

3 Estimated displacement without use of a prefilter.
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and then discretized using the bilinear transformation. The acceleration data is processed
 filter first, and then the filtered data are numerically integrated with the result shown in
otice that the estimate is much better than that obtained without the bandpass filter. A 500th
andpass is also designed for this example with passband 25–500 Hz. After passing the data
 FIR filter, it is then numerically integrated resulting in the estimated displacement shown
. Due to the linear phase characteristic of the FIR filter, it has less transient distortion than

, but it adds a larger lag. The larger the order, the more accurate the result, since less significant
 is lost in truncating the impulse response of the ideal IIR bandpass filter, but the lag is larger.
des of the IIR filter and the FIR bandpass filters are shown in Fig. 29.16.

rvations on this example should be mentioned: 

nfiltered calculation was extremely sensitive to bias in the data (as expected from the double
ation). Therefore, the bias was removed from the acceleration before processing. Both filters
ively removed bias, so the results were virtually unchanged if the bias was present.
IR filter shows some drift. Presumably, the cause of the drift is that the filter seems to have

 difficulty with the small stopband region near the origin. Increasing the stopband region

4 Estimated displacement with IIR prefilter.

5 Estimated displacement with FIR prefilter.

6 Digital bandpass filters: (a) Chebyshev IIR and (b) FIR filter.
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does reduce the drift. This can be done by decreasing the sample frequency or by increasing the
passband frequency. Both of these remedies decrease the drift but increase other errors in the
signa
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l. Increasing the length of the filter decreases the drift error without introducing other errors.

he Matlab commands used to design the filters and generate the results are:

den] = c2dm(1,[1 0 0],T,‘tustin’); %digitize 1/s^2
filter(num,den,ydd); % double integration of ydd

k = [2*pi*25*T, 2*pi*500*T}; % digital break frequencies
 = cheby1(4,1,Wbreak); % design IIR filter with 1dB ripple

pi:pi/200:pi; % define digital frequency range for plot
reqz(b,a,W); % get frequency response
W,abs(H)); % plot magnitude of frequency response

lt = filter(b,a,ydd); % calculate output of IIR filter
filter(num,den,yddfilt); % double integration of yddfilt

= fir1(500,Wbreak); % design FIR filter of order 500
lt = filter(hfir,1,ydd); % calculate output of FIR filter
filter(num,den,yddfilt); % double integration of yddfilt

igital Control Design

ital filter design case, there are two general methods for designing a digital controller: an indirect
is based on discretizing an analog design, and a direct method that is based on discretizing a
y using the step-response matching method) and then designing the controller directly in the
ain. Most engineers learn classical continuous-time controls, and it is common for them to
raining in continuous-time control design than in discrete-time or digital control design.
continuous-time control tools can often be used when designing digital control systems. To
 controllers designed in the continuous-time domain, an s-plane to z-plane mapping is used.

appings discussed in this chapter can be used for a variety of controllers. It is always best to
e mapping that is most efficient for a particular control or filter. Even though the bilinear

on is more complex than the forward or backward approximations, it is used for most mecha-
s. This is due to the fact that most modern controllers have enough computational power to

increased complexity at the required bandwidth of the mechatronic system. 
mple of the indirect design method, consider a PD (proportional derivative) controller that
 to enhance the performance of a system. The derivative and proportional gains for the
e Kd and Kp, respectively. The PD controller, K(s), is given by

(29.6)

9.6) can be implemented digitally using any of the s-plane to z-plane mappings discussed
s chapter. As an example, the bilinear transformation is used generating the digital controller,

(29.7)

e control gains, the only factor that is needed for Eq. (29.7) is T, the sample time. As pre-
d, the sample time should be at least a factor of 5–10 times the fastest system time constant.

K s( ) Kds Kp.+=

K z( ) K s( )|
s= 2 z −1( )

T z +1( )
------------------

2Kd TKp+( )z TKp − 2Kd( )+
Tz T+

----------------------------------------------------------------------= =
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However, sampling times are often chosen to be several hundred times faster than the fastest system time
constant. An alternative strategy for a feedback system is to choose the sample rate to be at least 20 times
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losed loop bandwidth. Having sampling times that are substantially faster than the actual system
 differences between the controller as it is designed in the continuous domain and the imple-
 the discrete domain. It should be noted that as the sampling frequency becomes higher, the
 become smaller. For example, in Eq. (29.7), as the sampling time becomes smaller, T becomes
iring better numerical resolution for the controller gains. If T becomes smaller than the
umerical gain resolution, it may be erroneously implemented at a value of 0 (zero) yielding

 control law.

ontrol Example

igh speed position motor with motor dynamics governed by the first-order equation

the motor gain constant, Tm is the motor time constant, ω(s) is the Laplace transform of the
ity, and Vin(s) is the Laplace transform of the motor input voltage. To determine the values

m, the velocity step response of the motor is used. Figure 29.17 is the response of the motor
 input. The motor gain, Km, is the steady-state value of the final motor speed and is 5. This

so be determined using the Final Value Theorem as

r time constant, Tm, can be computed by determining the motor velocity for the step response

m as follows:

 

required for the motor to reach 63.2% of its steady-state step response is its time constant.
9.18, the time constant of this motor is 0.05 s. Thus, the transfer function for the motor is

(29.8)

7 Motor velocity step response.
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xample, the motor is used in position control mode. Since the motor position is the integral
, Eq. (29.8) can be augmented with an integrator to generate the transfer function of the motor

input voltage to the output position, θ(s):

(29.9)

troller is chosen for use in this example in order to enhance the system performance. To achieve
se with no overshoot, the derivative gain, Kd, and the proportional gain, Kp, are chosen to be
espectively, yielding the following control law:

 (29.10)

his design cancels the high frequency pole of the motor dynamics given in Eq. (29.9). 
 period of 1 ms is chosen for this example as it is significantly faster than the system’s time
d it is not an unreasonable value given modern digital controllers. As previously discussed,
z (1 ms) sample frequency mitigates any differences between the controller as it is designed
uous domain and its implementation is in the discrete domain. Using the bilinear transfor-

n in the section “s-Plane to z-Plane Mappings” results in a digital controller of the form:

losed-loop response of the system using the digital controller cannot be easily distinguished
 the system using the analog controller given by Eq. (29.10). The closed-loop position response
r for a 10° command input is shown in Fig. 29.18.
oned in section the “Filtering Examples,” 60 Hz noise is often present in measurements of

anical systems, so a bandstop filter is often used to attenuate the noise. In the closed-loop
e digital bandpass filter is cascaded with the digital PD controller. 

s

.W., and Heck, B.S., Signals and Systems Using the Web and Matlab, 2nd ed., Prentice-Hall,
od Cliffs, NJ, 2000.
orabaugh, C., Digital Filter Designer’s Handbook: with C++ Algorithms, 2nd ed., McGraw-Hill,

k, 1997.

8 Closed-loop position response.
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30
Control System Design

Via H 2 Optimization

30.1 Introduction 
30.2 General Control System Design Framework

Central Idea: Design Via Optimization • The 
Signals • General H 2 Optimization Problem • Generalized 
Plant • Closed Loop Transfer Function 
Matrices • Overview of H 2 Optimization Problems to Be 
Considered

30.3 H 2 Output Feedback Problem
Hamiltonian Matrices

30.4 H 2 State Feedback Problem 
Generalized Plant Structure for State Feedback • State 
Feedback Assumptions

30.5 H 2 Output Injection Problem
Generalized Plant Structure for Output Injection •
Output Injection Assumptions

30.6 Summary 

troduction

r addresses control system design via H 2 (quadratic) optimization. A unifying framework
 concept of a generalized plant and weighted optimization permits designers to address state
te estimation, dynamic output feedback, and more general structures in a similar fashion.

ork permits one to easily incorporate design parameters and/or weighting functions that may
fluence the outcome of the optimization, satisfy desired design specifications, and systematize
process. Optimal solutions are obtained via well-known Riccati equations; e.g., Control
ccati Equation (CARE) and Filter Algebraic Riccati Equation (FARE). While dynamic weight-
s increase the dimension of the Riccati equations being solved, solutions are readily obtained
s computer-aided design software (e.g., MATLAB, robust control toolbox, µ-synthesis tool-

H 2 optimization generalizes all of the well-known quadratic control and filter design
ies:

r Quadratic Regulator (LQR) design methodology [7,11],

an–Bucy Filter (KBF) design methodology [5,6],

r Quadratic Gaussian (LQG) design methodology [4,10,11].

tion may be used to systematically design constant gain state feedback control laws, state
ynamic output controllers, and much more.

A. Rodriguez
 University
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eneral Control System Design Framework

n, we present a general framework for control system (and estimator) design. Toward this
sider the generalized feedback system in Fig. 30.1. In this figure, G represents a generalized
tains a model for the actual plant P (physical system) to be controlled. It may also contain
requency dependent) weighting functions that are used to address closed loop design objec-
esents a controller or compensator to be designed.

dea: Design Via Optimization

idea here is that many important problems that arise in controls, estimation, filtering, and
f engineering may be cast in terms of a generalized plant G and a controller K to be designed
ng some norm (e.g., H 2) on the closed loop transfer function matrix Twz from the signals w
s z.

als

e the flexibility of our generalized feedback system structure, it suffices to consider the nature
ls z, u, w, and y in the figure. These signals may be described as follows:

ated Signals. The signals  represent regulated signals or signals that we would like to
small” in some sense, which depends on the application and desired performance objectives.

signals might include tracking errors, actuator or control inputs, signal estimation errors, etc.

ol Signals. The signals  represent control signals or manipulated variables that are
ated by the controller K. Control signals might include fuel flow to an engine, voltage applied
c motor, etc. They might also include state estimates provided by K. The idea is for K to

pulate and coordinate control signals u in a manner which keeps the regulated signals z “small.”
actice, we typically have more signals that require “regulation” than controls (i.e., nz ≥ nu). It
d be noted, however, that generally if we want to independently control m quantities, then
ed at least m independent controls. This basic tenet must be adhered to in practice. The

 independent controls u that are available, the easier (in principle) it is to influence the signals
e regulated.

nous Signals. The signals  represent exogenous (or external) signals that act upon the
. Exogenous signals may include reference commands issued to the control system, distur-

s acting on the system, sensor noise, etc.

Generalized feedback system.

z R
nz∈

u R
nu∈

w R
nw∈
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les, measurable plant “outputs,” measurable control signals, measurable exogenous signals,
n practice, we typically have more exogenous signals than measurements (i.e., nw ≥ ny).
rally, the more independent measurements we have the better—since, in theory, more useful

ation can be extracted.

30.1 (Toward a Separation Principle)

o associate the controls u with the regulated signals z. One might argue that the pair implicitly
ulation or control problem. This is analogous to the situation addressed in classical LQR
 such problems, one trades off control action (size) versus speed of regulation.

 it is natural to associate the exogenous signals w with the measurements y. One might argue
r implicitly defines an information extraction or estimation problem. This is analogous to

 addressed in classical KBF problems. In such problems, one trades off sensor cost (or
 noise) versus speed of estimate construction.
ciations suggest that just as in classical LQG problems, our surprisingly general structure
e to a natural separation principle. Indeed, this will be the case for the so-called H 2 output
blem that we consider. �

2 Optimization Problem

d general H 2 optimization problem may be stated as follows:

a proper real-rational (finite dimensional) controller K that internally stabilizes G such that
2 norm of the closed loop system transfer function matrix Twz(K) is minimized:

(30.1)

(30.2)

(30.3)

(30.4)

 is the impulse response matrix associated with the transfer function matrix F.

30.2 (Use of Two Norm: Wide Band Exogenous Signals)

he two norm measures the energy of the response to an impulse and noting that the transform
c delta function δ is unity, it follows that the two norm is appropriate when the exogenous
e wide band in nature. This can always be justified by introducing appropriate (low pass)
 G. It should be noted that these ideas have stochastic interpretations as well. Instead of unit
ns, one instead deals with white noise with unit intensity. �

30.3 (Control and Estimation Problems)

 are seeking an H 2 optimal controller, it must be noted that the generalized plant framework
he design of state estimators as well as dynamic and constant gain control laws. �

 above problem statement, it is appropriate to recall the following elementary result:

min
K

 ||Twz K( )||
H

2

||F||
H

2

def= 1
2p
------  trace FH jω( )F jw( ){ } wd

∞–

∞

∫

 trace f H t( )f t( ){ } td
0

∞

∫=

 || f ||
L

2
R +( )

=
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Lemma 30.1 (Two Norm of a Stable System)

Consider a causal stable LTI strictly proper system F = [A, B, C]. It follows that

where Lc is th
gramian

is the unique

Lc is positive

is the unique

Lo is positive

Comment 

It is importa
itself may be
because ther
more so tha
Nyquist tau
standard neg
large sensitiv
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assist us wit
really need 
norms as we

Comment 

The H 2 nor
sequence:
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(30.5)

e system controllability gramian and Lo is the system observability gramian. The controllability

(30.6)

 symmetric (at least) positive semi-definite solution of the algebraic Lyapunov equation

(30.7)

 definite if and only if (A, B) is controllable. The observability gramian

(30.8)

 symmetric (at least) positive semi-definite solution of the algebraic Lyapunov equation

(30.9)

 definite if and only if (A, C) is observable. �

30.4 ( 2 Norm May Mislead— ∞∞∞∞ Norm Is Important)

nt to note that the H 2/L2 norm (or energy) of a function may be very small, while the function
 very large in amplitude. Consider a tall thin pulse, for example. This observation is critical
e are many important cases in which we are very concerned with the height of a function—
n its energy. A good example of this comes from classical Nyquist stability theory [2,8].

ght us that the peak magnitude of the sensitivity function S = 1/(1 + L) associated with a
ative feedback loop is very important in terms of the feedback loop’s stability robustness. A
ity means that the Nyquist plot comes close to the critical −1 point—implying that a small
 (or unanticipated modeling error) may cause the closed loop system to go unstable. To

h this fundamental issue we may use frequency dependent weighting functions, but what we
is a norm that directly addresses such concerns. This motivates the so-called H ∞ and L∞

ll as H ∞/L∞ control theory [4,11]. �

30.5 (Computation of 2 Norm in MATLAB)

m of a system F = [A, B, C, D] may be computed using the following MATLAB command

lc = lyap (a, b∗b’)

twonorm = sqrt (trace(c∗lc∗c’))

lo = lyap (a’, c∗c’)

twonorm = sqrt (trace(b’∗lo∗b)). �

||F||
H

2 ||f ||
L

2
R

+( )
CLcC

H BHLoB= = =

Lc

def
= eAtBBHeA

H
t td

0

∞

∫

ALc LcA
H BBH+ + 0=

Lo

def
= eA

H
tCHCeAt td

0

∞

∫

AHLo LoA CHC+ + 0=

HH LL

HH
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Generalized Plant

The generalized plant G is assumed to possess the following two-port state space structure:

where 
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(30.10)

       

30.6 (Weighting Functions: Satisfying Closed Loop Design Specifications)

rlier, the generalized plant G may contain frequency dependent weighting functions as well
or the physical system P (plant) being controlled. Typically P = G22 = [A, B2, C2]. Weighting
thin G may be viewed as design parameters (mathematical knobs) that may be manipulated
r to influence the H 3

 problem in a manner which results in a controller that is not just
notion that is often irrelevant in practical applications—but which satisfies desired closed
specifications. Weighting functions may be used to weight (penalize) tracking errors, actuator
gnal levels, state estimation errors, etc. By making the weight on a signal large in a specific
nge, we are indirectly telling the optimization problem to find a controller that makes the signal
t frequency range. By making the weight on a signal small in a specific frequency range, we
y conveying our willingness to tolerate a signal which is large in that frequency range. This
illustrated via example. �

30.7 (D11 ==== 0 Necessary, D22 ==== 0 Not Necessary)

ssary. Note that we have assumed that D11 = 0; i.e., there is no direct path from the exogenous
 the regulated signals z. This assumption is essential for the H 2 norm of the closed loop
ction Twz to be finite. If D11 ≠ 0, then  will be infinite and the H 2

 problem will be
., make no sense. If we have a nonzero D11, adding strictly proper filters on either w or z (e.g.,
000)]I) will result in D11 = 0. In this sense, the assumption is not restrictive.
ot Necessary. It has also been assumed that D22 = 0; i.e., the transfer function matrix D22 from
 measurements y is strictly proper. This assumption is very realistic since G22 (our plant P)
trictly proper in practice. If not, high frequency dynamics (e.g., actuator dynamics, flexible
sitics, etc.) may be included to make it strictly proper. One might even include a simple high
ow pass filter (e.g., 1000/(s + 1000)) to make G22 strictly proper. If this is not desirable because
sed dimension, there is an alternative that does not increase the dimension of G.

an always remove D22 from G22 to obtain a new generalized plant  with = 0. The term
 then absorbed into an augmented controller  by noting that u is related to y as follows:

u = K[y + D22u] = [I − KD22]
−1Ky (30.11)

g this, it follows that the augmented controller, denoted , is given by

(30.12)

2 problem can then be carried out for  and  (without regard to D22). When the optimal
oller  for  is obtained, one can compute the optimal controller K for G using the relationship

(30.13)

 this stated, the assumption D22 = 0 is made without any loss of generality. � 

G
G11 G12 

G21 G22 

A B1 B2 

C1 0nz×nw
D12 

C2 D21 0ny×nu
 

A B 

C D 
= = =

Ci sI A–( ) 1– Bj,= A R n×n,∈ B1 R
n×nw,∈ B2 R

n×nu,∈ C1 R
nz×n

,∈ C2 R
ny×n

,∈ D12 ∈R
nz×nu,

.

Twz H
2

Ĝ D̂22

K̂

K̂

K̂ I KD22–[ ] 1– K=

Ĝ K̂
K̂ Ĝ

K K̂ I D22K̂+[ ] 1–
=
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Closed Loop Transfer Function Matrices

Given the structure for the generalized plant G, we have the following closed loop relationships:

From this, w

We say that 

Comment 

In the above
posedness co
D22 = 0 and 

The follo
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Example 3

This exampl
To obtain K
that are of i

FIGURE 30.2
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(30.14)

(30.15)

(30.16)

(30.17)

(30.18)

(30.19)

(30.20)

(30.21)

e have the following closed loop transfer function matrices:

(30.22)

(30.23)

(30.24)

each of these is a linear fractional transformation (LFT) involving K.

30.8 (Well Posedness of Closed Loop System)

 manipulation, it has been assumed that the inverse [I − G22K]−l is well defined. This well
ndition is guaranteed by our assumption that D22 = 0. This assumption implies that G22(j∞) =
hence that the inverse is well defined. �

wing example shows how to formulate a so-called Weighted H 3 Mixed Sensitivity Problem
edback control system design issues.

0.1 (Weighted 2 Mixed Sensitivity Problem: Design Philosophy)

e considers the design of a controller K for a plant P = [Ap, Bp, Cp, Dp] as shown in Fig. 30.2.
, we will formulate an H 2 optimization that considers (directly or indirectly) various issues
mportance in the design of a good feedback loop.

Standard negative feedback loop.

u Ky=

K G21w G22u+( )=

I KG22–[ ] 1– KG21w=

K I G22K–[ ] 1– G21w=

y I G22K–[ ] 1– G21w=

z G11w G12u+=

G11w G12Ky+=

G11 G12K I G22K–[ ] 1– G21+[ ]w=

Twu K I G22K–[ ] 1– G21=

Twy I G22K–[ ] 1– G21=

Twz G11 G12K I G22K–[ ] 1– G21+=

HH
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Feedback System Performance Issues. Generally, in designing a feedback controller K as shown in
Fig. 30.2, a designer must consider each of the following closed loop performance issues:

• Close
funct
trans
matri
sarily

• Comm
mand
shoul
typica

be sm

• Distu
atten
trans
input

be sm

• Senso
atten

be sm

• Stabil
quen
typica
frequ

• Mu

wh
mu
(th

• Ad

0066_Frame_C30  Page 7  Thursday, January 10, 2002  4:43 PM

©2002 CRC P
d Loop Stability. The closed loop system should be stable. This involves all closed loop transfer
ion matrices since we generally want all of them to be stable. A stricly proper closed loop
fer function matrix whose H 2 norm is infinite, for example, implies that the transfer function
x is unstable (or marginally stable). Stable strictly proper transfer function matrices neces-
 have a finite H 3 norm.

and Following. The closed loop system should exhibit good low frequency reference com-
 following; i.e., the output y (not to be confused with generalized plant measurements)
d track low frequency reference commands r that are issued to the feedback system. This
lly requires that the sensitivity transfer function matrix

(30.25)

all at low frequencies.

rbance Attenuation. The closed loop system should exhibit good low frequency disturbance
uation. For disturbances do modeled at the plant output, this requires that the sensitivity
fer function matrix be small at low frequencies. For disturbances di modeled at the plant
, this requires that

(30.26)

all at low frequencies.

r Noise Attenuation. The closed loop system should exhibit good high frequency noise n
uation. This typically requires that the complementary sensitivity transfer function matrix

(30.27)

all at high frequencies.

ity Robustness. The closed loop system should exhibit robustness with respect to high fre-
cy unmodeled dynamics (e.g., flexible modes, parasitic dynamics, time delays, etc.); This
lly requires that the “peak” of some closed loop transfer function matrix be small at high

encies.

ltiplicative Modeling Error. For a plant modeled as

(30.28)

ere Pact represents the actual plant, P represents a nominal model, and ∆ represents a stable
ltiplicative perturbation at the plant output, the relevant closed loop transfer function matrix
at seen by ∆) is T.

ditive Modeling Error. For a plant modeled as

(30.29)

S 
def
=  I PK+[ ] 1–

Tdiy
 
def
=  SP

T 
def
=  I S–

Pact I ∆+[ ]P=

Pact P ∆+=
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ẑ3.

0066_Frame_C30  Page 8  Thursday, January 10, 2002  4:43 PM

©2002 CRC P
ere Pact represents the actual plant, P represents a nominal model, and ∆ represents a stable
ditive perturbation, the relevant closed loop transfer function matrix (that seen by ∆) is KS.

nable Control Action. The closed loop system should exhibit reasonably sized control action
pical reference commands and sensor noise. This typically requires that the “size” of KS be
olled. Too much lead (i.e., derivative action) in K may help in terms of stabilization, achieving
 bandwidth and phase margin, but it may result in controls that are unnecessarily large in

resence of typical reference commands r and sensor noise n.

st suggests that there are many important issues that impact the control system design process.
signer’s job, however, is to prioritize and select issues that are most important. Toward this
n our attention away from Fig. 30.2 and consider instead the “fictitious” (mathematical)
ted in Fig. 30.3.

unctions and Closed Loop Transfer Function Matrix
includes specific weighting functions that will help us formulate an H 2 optimization that
indirectly) addresses some of the issues mentioned above. The figure shows a weighting W1

l y (the tracking error), a weighting W2 on the controls u, and a weighting W3 on the plant
 From the figure, it follows that regulated signals 

o the exogenous signals w as follows:

(30.30)

(30.31)

(30.32)

 follows that the closed loop transfer function matrix from w to z is given by

(30.33)

Negative feedback system for weighted mixed sensitivity problem.

z
z1

z2

z3

=

z1 W1 ẑ1 W1Sw= =

z2 W2 ẑ2 W2KSw= =

z3 W3 ẑ3 W3Tw= =

Twz

W1S

W2KS

W3T

=
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Since Twz involves various “sensitivity” transfer function matrices, we say that we have a weighted mixed
sensitivity problem.

Selection of
Typically, th
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 Weighting Functions
e weighting functions W1, W2, W3 are selected to be stable transfer function matrices that
initially) diagonally structured.

ivity Weighting. One might select the sensitivity weighting W1 on the sensitivity S as follows:

(30.34)

 k1, � > 0. The parameter k1 is typically selected to be large. The parameter � is typically
ed to be small. Such selections are made so that S is heavily penalized at low frequencies—
ely where we want K to make S small.

ol Weighting. One might select the control weighting W2 on KS as follows:

(30.35)

 k2 > 0 provides a nonsingular penalty on the controls u (i.e., on KS).

ut Weighting. One might select the output weighting W3 on T as follows:

(30.36)

k3 > 0 and z3 < p3. Such a weighting would penalize T more heavily at higher frequencies.

are must be taken in selecting the structure of weighting functions. Inappropriate selections
 an ill-posed problem and a very arduous design process. For example, W1 must be strictly

 2 problems—otherwise the H 2 norm of W1S makes no sense (since S approaches the identity
uencies). While there exists no precise systematic method for the selection of weighting
e above structures seem to work well (as starting points) in many applications.

ut Representation for Generalized Plant G
n input–output (transfer function matrix) description for our generalized plant, we must
regulated signals z1, z2, z3 and the measurements y in terms of the exogenous signals w and
 u. Doing so yields

(30.37)

(30.38)

(30.39)

(30.40)

e obtain the following input–output (transfer function matrix) description for our gener-
G:

(30.41)

W1

k1

s e+
---------- Iny ny×=

W2 k2Inu nu×=

W3

k3 s z3+( )
s p3+

---------------------- Iny ny×=

z1 W1 ẑ1 W1 w Pu–( ) W1w W1Pu–= = =

z2 W2 ẑ2 W2u= =

z3 W3 ẑ3 W3Pu= =

y w ẑ3– w Pu–= =

z

y

G11 G12

G21 G22

w

u
=
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(30.42)

Representation for Generalized Plant G
ain a two-port state space representation for G. To do so, we assume the following state space
ns:

P = [Ap, Bp, Cp, Dp] with state xp (30.43)

W1 = [A1, B1, C1, D1] with state x1 (30.44)

W2 = [A2, B2, C2, D2] with state x2 (30.45)

W3 = [A3, B3, C3, D3] with state x3 (30.46)

 desired state space representation for G, we need to express the signals 
the signals  This is just a matter of simple bookkeeping. Doing so yields
g:

(30.47)

(30.48)

(30.49)

(30.50)

(30.51)

(30.52)

(30.53)

(30.54)

quations may be written in standard two-port form:

(30.55)

z1

z2

z3

y

W1 W1P–

0 W2

0 W3P

I P–

w

u
=

ẋi{ }i=1
3

, ẋp, zi{ }i=1
3 , y( )

xi{ }i=1
3 , xp, w, u( ).

A1x1 B1y+ A1x1 B1+ w Cpxp Dpu––( ) A1x1 B1Cpxp B1Dpu––= =

A2x2 B2u+

A3x3 B3 ẑ3+ A3x3 B3+ Cpxp Dpu+( ) A3x3 B3Cpxp B3Dpu+ += =

Apxp Bpu+

C1x1 D1y+ C1x1 D1+ w Cpxp Dpu––( ) C1x1 D1Cpxp D1w D1Dpu–+–= =

C2x2 D2u+

C3x3 D3 ẑ3+ C3x3 D3+ Cpxp Dpu+( ) C3x1 D3Cpxp D3Dpu+ += =

w Cpxp– Dpu– Cpxp– w Dpu–+=

ẋ

z

y

A B11 B12

C11 D11 D12

C21 D21 D22

x

w

u

=
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(30.56)

sumptions
he weights, W1, W2, W3, one must make sure that none of the “standard” H 2 problem assump-
lated. Thus far, we require that D11 = 0 and D22 = 0. To ensure that D11 = 0, we need

(30.57)

at D22 = 0, we need

(30.58)

in

(30.59)

t sections, additional assumptions will be imposed on the two-port state space representation
ralized plant G. The additional assumptions imposed will depend upon the specific H 2

ng considered.

2 Optimal Mixed Sensitivity Problem
ove, the weighted H 2 optimal mixed sensitivity problem is then to find a real-rational (finite-
) proper internally stabilizing controller K that minimizes ; i.e.,

(30.60)

x1̇

x2˙

x3˙

xṗ

z1

z2

z3

y

A1 B1Cp– B1Dp–

A2 B2

A3 B3Cp B3Dp

Ap Bp

C1 D1Cp– D1 D1Dp–

C2 D2

C3 D3Cp D3Dp

Cp– I Dp–

x1

x2

x3

xp

w

u

=

D1 0=

Dp 0.=

x1˙

x2˙

x3˙

xp˙

z1

z2

z3

y

A1 B1Cp– B2

A2

A3 B3Cp

Ap Bp

C1

C2 D2

C3 ∆3Cp

Cp– I

x1

x2

x3

xp

w

u

=

Twz H
2

min
K

Twz
H

2
min

K

W1S

W2KS

W3T
H

2

=
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We will show how this optimal control problem—and problems like it—can be readily solved using
computer-aided design soflware (e.g., MATLAB, robust control toolbox, 

 

m

 

-tools).

 

�

 

Comment 

   

Generalized

  

specify exog

     

z

 

 and meas

  

(SIMULINK

                                      

representatio

   

This method

Overview

Three funda

1. 2 O
comp

where
found
found
Algeb
lems.
Quad
ciple:

2. 2 S
feedb

where
to tha
of A−
matri
appli

3. 2 O
comp

where
found
Hf C2.
Hf th

HH

HH

HH

0066_Frame_C30  Page 12  Thursday, January 10, 2002  4:43 PM

©2002 CRC P
30.9 (Construction of Generalized Plant G)

 plants G are very easy to construct within SIMULINK. Input port blocks may be used to
enous signals w and controls u. Output port blocks may be used to specify regulated signals
urements y. The “linmod” command may be applied to the constructed block diagram
 file) to obtain a two-port state space (A, B = [B1 B2], C = [C1; C2], D = [D11 D12; D21 D22])
n for G. The syntax for the command is as follows:

[ a, b, c, d ] = linmod (‘filename’)

 enables one to create generalized plant models quickly. �

 of 2 Optimization Problems to Be Considered

mental problems are considered in this chapter:

utput Feedback Problem. The solution to this problem is an optimal model-based dynamic
ensator possessing the structure

(30.61)

 Gc, is a control gain (state feedback) matrix and Hf is a filter gain (observer) matrix. Gc is
 by using the solution of a Control Algebraic Riccati Equation (CARE)—similar to that
 in Linear Quadratic Regulator (LQR) problems. Hf is found by using the solution of a Filter
raic Riccati Equation (FARE)—similar to that found in Kalman–Bucy Filtering (KBF) prob-
 The structure of Kopt, Gc, and Hf can be thought of as the solution to a classical Linear
ratic Gaussian (LQG) control problem which gives rise to the well known separation prin-
 closed loop poles are the eigenvalues of A − B2Gc, and the eigenvalues of A − Hf C2.
tate Feedback Problem. The solution to this problem is an optimal constant gain (state
ack) compensator possessing the structure

(30.62)

 Gc is a control gain (state feedback) matrix found by using the solution to a CARE—similar
t found in LQR problems. The poles of the resulting closed loop system are the eigenvalues
 B2Gc. In short, this problem should be viewed as a mechanism for computing control gain
ces Gc that may be used in a state feedback application or in a model-based compensator
cation.
utput Injection Problem. The solution to this problem is an optimal constant gain (static)
ensator possessing the structure

(30.63)

 Hf is a filter gain (observer) matrix found by using the solution to a FARE—similar to that
 in KBF problems. The poles of the resulting closed loop system are the eigenvalues of A −

 In short, this problem should be viewed as a mechanism for computing filter gain matrices
at may be used in a state estimation application or in a model-based compensator application.

HH

Kopt

A B2Gc– Hf C2– Hf

Gc– Onu×n

=

Kopt Gc–=

Kopt Hf–=
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30.3 2 Output Feedback Problem
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on, we consider the H  output feedback problem. This problem results in model-based
ompensators involving a control gain (state feedback) matrix Gc and a filter gain (observer)
s such, the problem generalizes the ideas presented in classical LQG theory.
ing “standard” H 2 output feedback problem assumption is now made.

n 30.1 ( 2 Output Feedback Problem)

 this section, it will be assumed that

 G22 Assumption. (A, B2, C2) stabilizable and detectable.

is assumption is necessary and suficient for the existance of a proper internally stabilizing
troller K. With this assumption, the following model based (observer based) controller

bilizes the feedback loop in Fig. 30.1:

(30.64)

vided that (A − B2Gc) and (A − Hf C2) are stable, as suggested by the classical separation
nciple from the theory of linear systems.
This assumption mandates that all of the “bad” open loop poles (right half plane and imaginary)
st be controllable through the controls u and observable through the measurements y.

Suppose that G satisfies the assumption. Consider the augmentation of an integrator I/s
eighting function). Such an augmentation can result in the assumption being violated.
sorbing an integrator I/s (weighting function) on the exogenous signals w into G, for example,
uld violate the stabilizability assumption since it would introduce an open loop pole on the imag-
ry axis that is not controllable through the controls u. Absorbing an integrator on the
ulated signals z into G would violate the detectability assumption since it would introduce

 open loop pole on the imaginary axis that is not observable through the measurements y.
ing I/(s + �)(� > 0) instead of I/s––in either case—would result in a G that does not violate
 assumption.
ngular Control Weighting Assumption. R =  > 0.

is assumption implies that  has full column rank (i.e., rank D12 = nu) and hence
t every control (direction) u influences the regulated signals z through D12 (i.e., D12 has no
ht null space). The matrix D12 must therefore be “tall” and “thin;” i.e.,

(number of regulated signals) nz ≥ nu (number of control signals) (30.65)

e matrix R =  may be interpreted as a weighting on the controls u—just
e the control weighting matrix “R” in LQR problems. As in the LQR problem, we might say
t the control weighting R on u is nonsingular. The larger R, the smaller we want our controls
be—sacrificing speed of regulation. A large R results in a low “regulation” bandwidth. The
aller R, the larger we will permit our controls u to be—in order to speed up regulation. A
all R results in a high “regulation” bandwidth. 
ator Assumption.  has full column rank (n + nu) for all w.

is assumption implies that transfer function matrix from control signals u to regulated signals
as no (right) zero on the imaginary axis. Together with (1) and (2), it will guarantee that
 Hamiltonian Hcon involving (A, B2, C1, D12, R)—that is, associated with the controls u and
ulated signals z—will belong to dom(Ric). This, in turn, guarantees that the solution of the
ociated CARE results in a control gain matrix  such that A − B2Gc is stable.

HH

K
A B2Gc Hf C2 D22Gc–( )–– Hf

Gc– Onu×n

=

D12
T D12

D12 R
nz nu×

∈

D21
T D12 R

nu nu×
∈

jwI A B2––

C1 D12

Gc R
nu×n∈
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The assumption implies that G has no imaginary modes that are unobservable through the
regulated signals z; that is, all open loop poles on the imaginary axis must be observable through
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 regulated signals z. (A,C1), therefore, cannot possess unobservable imaginary modes. This
 necessary condition. It is not suficient. An integrator hanging on the measurements y, for
mple, would violate this.

Since D12 has full column rank, the assumption is equivalent to the pair

(30.66) 

g no unobservable imaginary modes.

If D12 is square, then it is invertible and the assumption is equivalent to A − B2R
−1 C1

having no imaginary modes.

If  (no cross penalty between controls and states), then the assumption is equiv-
alent to (A, C1) having no unobservable imaginary modes.

ingular Measurement Weighting Assumption. .

is assumption implies that  has full row rank (i.e., rank D2l = ny) and hence
t the measurements y are linearly independent through D21 (i.e., D21 has no left null space).
e matrix D21 must therefore be “short” and “fat;” i.e., 

(number of measurements) ny ≤ n (number of exogenous signals) (30.67)

e matrix  may be interpreted as the intensity of sensor noise impacting
 measurements y—just like the sensor noise intensity matrix “Θ” found in KBF problems.

 in the KBF problem, we say that the intensity matrix Θ associated with the measurements
s nonsingular. The larger Θ, the more we want to low pass filter the measurements y—
rificing speed of estimation. A large Θ results in a low bandwidth for the associated estimator
server). The smaller Θ, the less we want to low pass filter the measurements y—trading off

r immunity to noise for speed of estimation. A small Θ results in a high bandwidth for the
ociated estimator (observer).
 Assumption.  has full row rank (n + ny) for all w.

is assumption implies that transfer function matrix from exogenous signals w to measure-
nts y has no (left) zero on the imaginary axis. Together with (1) and (3), it will guarantee
t the Hamiltonian Hfil involving (A, B1, C2, D21, Θ)—that is, involving exogenous signals z

d measurements y—will belong to dom(Ric). This, in turn, guarantees that the solution of
 associated FARE results in a filter gain matrix  such that A − HfC2 is stable.

The assumption implies that G has no imaginary modes that are uncontrollable through the
genous signals w; that is, all open loop poles on the imaginary axis must be controllable
ough the exogenous signals w. (A, B1), therefore, cannot possess uncontrollable imaginary
des. This is a necessary condition. It is not suficient. An integrator hanging on the controls

for example, would violate this.
Since D21 has full row rank, the assumption is equivalent to the pair

 (30.68)

g no uncontrollable imaginary modes.

If D21 is square, then it is invertible and the assumption is equivalent to A − B1 Θ−1C2

having no imaginary modes.

If  (uncorrelated process and sensor noise), then the assumption is equivalent
to (A, B1) having no uncontrollable imaginary modes. �

A B2R 1– D12
T C1– , I D12R 1– D12

T–( )C1( )

D12
T

D12
T C1 0=

Θ D21D12
T 0>=

D21 R
ny nw×

∈

Θ D21D21
T R

ny ny×
∈=

jwI A B1––
C2 D21

Hf R
n ny×

∈

A B1D21
T Θ 1– C2– , B1 I D21

T Θ 1– D21–( )( )

D21
T

B1D21
T 0=
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Comment 30.10 (Duality Relationships)

In the above discussion, we note the following dual relationships:

These imply

• contr

• Regu
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The first Ha
second is as

The solut

Theorem 3
Subject to

Suppose tha
feedback pro
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 (30.69)

(30.70)

(30.71)

(30.72)

(30.73)

 that

ols u are dual to measurements y

lated signals z are dual to exogenous signals w. �

ian Matrices

ith our H 2 optimal control problem are the following two Hamiltonian matrices:

(30.74)

(30.75)

(30.76)

(30.77)

miltonian is associated with an optimal state feedback control or regulator problem. The
sociated with an optimal filtering or estimation problem.
ion to the H 2 output feedback problem is now given [11, pp. 261–262].

0.1 (Solution to 2 Output Feedback Problem 
 Standard Assumptions)

t G satisfies the assumptions given in Assumption 30.1—the so-called standard H 2
 output

blem assumptions. Given this, we have the following.
e minimizing H 2 optimal controller is n dimensional (like generalized plant G) and is given by

(30.78)

A ←→  AT

B2 ←→  C2
T

C1 ←→  B1
T

D12 ←→  D21
T

R D12
T D12 ←→  Θ D21D21

T= =

Hcon

A 0

C1
TC1– AT–

B2

C1
TD12

T–
R 1– D12

T C1 B2
T[ ]–=

A B2R 1– D12
T C1– B2R 1– B2

T–

C1
T I D12

T R 1– D12
T–( )C1– A B2R 1– D12

T C1–( )T
–

=

Hfil
AT 0

B1B1
T– A–

C2
T

B1D21
T–

Θ 1–
D21B1

T C2
–=

A B1D21
T Θ 1– C2–( )T

C2
TΘ 1– C2–

B1 I D21
T Θ 1– D21–( )B1

T– A B1D21
T Θ 1– C2–( )–

=

HH

Kopt

A B2Gc– Hf C2– Hf

Gc–  Onu
ny×

=
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where the control gain matrix  is given by

X = Ric(Hcon

and the filter

Y = Ric(Hfil)

Moreover, th

where

Finally, the c
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(30.79)

) ≥ 0 is the unique (at least) positive semi-definite solution of the CARE:

(30.80)

 gain matrix  is given by

(30.81)

 ≥ 0 is the unique (at least) positive semi-definite solution of the FARE:

(30.82)

e minimum norm is given by

(30.83)

(30.84)

(30.85)

(30.86)

losed loop poles are the eigenvalues of A − B2Gc and A − Hf C2. �

30.11 (Computing Optimal 2 Controller in MATLAB)

g MATLAB command sequence may be used to compute the optimal H 2 controller Kopt and
 closed loop transfer function matrix Twz:

 mksys(a, [b1 b2], [c1; c2], [0∗ones(nz, nw) d12; d21 0∗ones(ny,
s’)
s_twz] = h21qg(tss_g, ‘schur’)
_k, d_k] = branch(ss_k, ‘a,b,c,d’)

 command packs the two-port state space data for the generalized plant G into a column
structure (called a tree) possessing the “tss” (two-port state space) variable designation. All
nformation is encoded into the column vector. The “h21qg” command computes the optimal
r Kopt and the associated closed loop system from the exogenous signals w to the regulated
 eigenvalue-eigenvector method is the default method used to solve the two relevant algebraic
tions. A Schur method—based on Schur’s unitary transformation of a matrix to upper
rm—may be used by including the “schur” option. The results are stored in the tree vectors
s_twz, respectively. The ‘branch’ command is then used to retrieve the state space represen-

opt from the tree vector ss_k. �

30.12 (Relationship to LQG, Stability Robustness Margins)

.1 shows that the optimal H 2 output feedback controller is identical in structure to that found
QG problems. While certain LQR, KBF, and LQG/LTR problem formulations do result in
ps possessing stability robustness margins, LQG controllers need not possess margins [3].

Gc R B2 X D12C1+[ ]=

1D12
T C1)T

X X A B2R 1– D12
T C1–( ) C1

T 1 D12
T R 1– D12

T–( )C1 XB2R 1– B2
TX–+ + 0=

Hf R
n ny×

∈

Hf YC2
T B1D21

T+[ ]Θ 1–=

2Θ 1– C2)Y Y A B1D21
T Θ 1– C2–( )T

B1 I D21
T Θ 1– D21–( )B1

T YC2
TΘ 1– C2Y–+ + 0=

Twz Kopt( )
L

2 McB1 L
2

2 R1/2GcMf L
2

2+=

trace B1
TXB1( ) trace RGcYGc

T( )+=

Mc A B2Gc, In n× , C1– D12Gc–[ ]=

Mf A Hf C2, In n× , B1– HfD21–[ ]=

HH
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The same is true for H 2 output feedback designs. We will show how the H 2 framework presented can
be manipulated to solve LQG/LTR problems which yield model-based controllers with desirable stability
robustness m
LQR and KB
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argins—comparable to those found in feedback designs resulting from suitably formulated
F problems (e.g., infinite upward gain margin, at least 6 dB downward gain margin, at least

margin). �

ing example shows how weighted H 2 mixed sensitivity optimization may be used to design
for an unstable system with a time delay.

0.2 (Weighted 2 Mixed Sensitivity Design
le System with Time Delay)

ple, we consider an unstable system with a time delay ∆ = 0.05 s (50 ms). The system is
proximately) as follows:

(30.87)

ecifications. The objective is to design a controller K that satisfies the following closed loop
s: (1) closed loop stability, (2) sensitivity below −60 dB for all frequencies below 0.1 rad/s,

ty gain crossover between 2 and 3 rad/s, (4) peak sensitivity below 5 dB, (5) peak comple-
sitivity below 10 dB.
H 2 Mixed Sensitivity Problem. To achieve the above specifications, we formulated a weighted
nsitivity problem—with a weighting W1 on the sensitivity S and a weighting W2 on KS; i.e.,

(30.88)

ng functions used were as follows:

(30.89)

(30.90)

 the sensitivity S heavily at low frequencies (e.g., below 0.001 rad/s). Above 0.1 rad/s, WI is

2 penalizes KS (with magnitude greater than unity) until about 4 rad/s. Since the solution
ptimization depends in a very complex manner on the parameters that define WI and W2, it
o surprise that it took a while to determine suitable parameters.
ion of Generalized Plant. The generalized plant G was assembled using SIMULINK and the
mmand. The resulting two-port state space representation is as follows:

(30.91)

HH

P
1

s 1–
---------- 2/∆ s–

2/∆ s+
-----------------≈ 1

s 1–
---------- 40 s–

40 s+
--------------=

min
K

Twz H
2 min

K

W1S

W2KS H
2

=

W1

k1

s p1+
------------- 10

s 0.01+
------------------= =

W2

k2 s z2+( )
s p2+

---------------------- 0.1 s 40+( )
s 2+

--------------------------= =

0 W1P–

0 W2

1 P–

A B1 B2

C1 D11 D12

C2 D21 D22

0.01– 0 40– 1 1 0

0 2– 0 0 0 1

0 0 0 1 0 0

0 0 40 39– 0 1

10 0 0 0 0 0

0 3 0 0 0 0.1

0 0 40– 1 1 0

= = =
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Computation of H 2 Optimal Controller. The “mksys” command was used to pack the above two-port state
space into a tree vector data structure. The “h2lqg” command was then used to obtain the optimal
controller. N
one for cont

is also 4th or
consequence
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as follows:
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ote that the generalized plant is 4th order (two for plant P, one for sensitivity weighting W1,
rol weighting W2). The optimal controller:

(30.92)

der—the order of the generalized plant G. The pole at s = −0.01 is an approximate integrator—a
 of the heavy weighting that WI places on the sensitivity at low frequencies.

op Analysis. The resulting closed loop poles (two plant P = G22, four from controller Kopt) are

(30.93)

 sensitivity, KS, and complementary sensitivity frequency responses are shown in Figs.30.4–30.6,
 The figures show that all of the design specifications are met (or nearly met). The peak
 about 4.855 dB. The peak complementary sensitivity is about 8.71 dB. The KS response
pact of the compensators’ lead between 0.1 and 10 rad/s.

ion of Minimum H 2 Norm. The minimum two-norm was computed using the following
mmand sequence:

lc = lyap(acl, bcl∗bcl)

minnorm = sqrt( trace( cc1∗c∗c’))

m two-norm was found to be 9.0648. �

ing simple example illustrates how the H 2 output feedback problem solution can be used
sical LQG problems.

H 2 Design sensitivity frequency response.

Kopt
191.0813 s 40+( ) s 2+( ) s 0.526+( )

s 1.915+( ) s 0.01+( ) s2 84.15s 2133+ +( )
--------------------------------------------------------------------------------------------------=

s 1, 2.0786– j0.8302, 40, 40, 39.9216–––±–=
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0.3 (LQG/LTR Design for First Order Unstable Missile Model)

 an unstable missile described by a simple first order model with state x (pitch attitude),
t u (fin elevator deflection), process noise wI = x (angular wind gust), and sensor noise w2 = θ.
ed that the missile’s center of gravity (c.g.) is aft of its center of pressure (c.p.)—where lift

ted. This assumption results in a missile pitch instability. It is also assumed that the missile’s

H 2 Design KS frequency response.

H 2 Design complementary sensitivity frequency response.
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moment of inertia about its c.g. is very small. This assumption leads to a simple first order model. The
missile’s angular velocity  is assumed to be proportional to its attitude x and the process noise wI = ξ.
Regulated si T

. Here,
The pitch at

Missile M

where µ > 0
Design Sp

(i.e., minimi
at s = −5 (se

Construct

From this, it

H 2 Proble
stated in As
is stabilizabl
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gnals z = [zl z2]  include the vehicle’s pitch attitude zl = x and a weighted control input z2 =
 r > 0 is a design parameter to be selected below. The vehicle’s pitch attitude is measured.
titude measurement y includes additive sensor noise w2 = q.
odel. The (generalized) missile model is given as follows:

(30.94)

(30.95)

(30.96)

 is design parameter to be selected below.
ecifications. The goal is to design a real-rational proper model-based H 2 optimal compensator
zes ) which results in a stable closed loop system with a dominant closed loop pole
ttling time ts ≈ 1 s).
ion of Generalized Plant. The above model may be rewritten as follows:

(30.97)

(30.98)

(30.99)

 follows that

(30.100)

(30.101)

(30.102)

m Assumptions. We now check each of the H 2 output feedback problem assumptions, as
sumption 30.2. From the above data, it follows that D11 = 02 × 2, D22 = 01 × 1, and (A, B2, C2)
e and detectable, and

(30.103)

(30.104)

ẋ x x u+ +=

z
x

ru
=

y x mq+=

Twz H
2

ẋ x 1 0
x
q

u+ +=

z 1

0
x 02 2×

x
q

0

s
u+ +=

y x 0 m
x
q

01 1× u+ +=

A 1, B1 1 0 , B2 1===

C1
1

0
, D11 02 2× , D12

0

r
===

C2 1, D21 0 m , D22 01 1×===

R D12
T D12 r 0>= =

Θ D21
T D21 m 0>= =
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(30.105)

(30.106)

ry axis rank conditions involving (A, B2, Cl, D12) and (A, B1, C2, D21) in Assumption 30.2
ivalent to (A,Cl) having no imaginary unobservable modes and (A, B1) having no imaginary
le modes. These are clearly satisfied since A = 1 has no imaginary modes. Given this, it
all of the H 2 output feedback problem assumptions in Assumption 30.2 are satisfied.
ally, we note that the so-called plant (or missile) transfer function P = G22 is given by

(30.107)

(30.108)

le with a right half plane pole at s = 1. G22 is also minimum phase (i.e., no zeros in Res > 0).
n Matrix Hf. Since , the associated FARE is given by

(30.109)

(30.110)

of the quadratic formula and selecting the positive (stabilizing) root yields:

(30.111)

he following filter gain matrix:

(30.112)

ct m to achieve the given dominant pole specification:

(30.113)

(30.114)

ed KBF open loop transfer function is given by

(30.115)

(30.116)

D12
T C1 0=

B1D21
T 0=

P G22 C2 sI A–( )−1B2= =

1
s 1–
----------=

B1D21
T 0=

AY YAT B1B1
T YC2

TΘ 1– C2Y–+ + Y Y 1
1
m
---Y 2–+ + 0= =

Y2 2mY m–– 0=

Y m m2 m++=

Hf YC2
TΘ 1– 1 1

1
µ
---++= =

A Hf C2– 1 1– 1
1
m
---+ 5–=–=

m 1
24
-----=

GKF C2 sI A–( )−1Hf–=

6–
s 1–
----------=
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ain Matrix Gc. Since , the associated CARE is given by

(30.117)

(30.118)

of the quadratic formula and selecting the positive (stabilizing) root yields:

(30.119)

he following control gain matrix:

(30.120)

in a closed loop (regulator) pole at

(30.121)

r large r (referred to as expensive control in LQR problems) we have a closed loop pole at
e left half plane reflection of the plant pole at s = 1. We will select the design parameter r to
erred to as cheap control in LQR problems) so that this closed loop (regulator) pole s ≈ −
e closed loop filter pole at s = −5 at is the dominant closed loop pole.
al Output Feedback Model-Based Compensator. The resulting H 2 optimal output feedback
 compensator is given by

(30.122)

(30.123)

(30.124)

(30.125)

(30.126)

(30.127)

(30.128)

(30.129)

D12C1 0=

ATX XA C1
TC1 XB2R 1– B2X–+ + X X 1

1
r
---X2–+ + 0= =

X2 2rX r–– 0=

X r r2 r++=

Gc R−1B2
TX 1 1

1
r
---++= =

A B2Gc– 1 1– 1
1
r
---+– 1

1
r
---+–= =

1/ r

Kopt

A B2Gc Hf C2–– Hf

Gc– 0nu ny×

=

A B2Gc– Hf C2– 1 1– 1
1
r
---+ 1– 1

1
m
---+––=

1 1– 1
1
r
---+ 1– 1 24+––=

6– 1
1
r
---+–=

Hf 1 1
1
m
---++=

1 1 24++=
6=

Gc 1 1
1
r
---++=

ress LLC



Given this, the compensator transfer function is given by

For small ρ 
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(30.130)

(30.131)

(cheap control), this yields

(30.132)

p Transfer Function. The associated open loop transfer function is given by

(30.133)

(30.134)

(cheap control), this becomes

(30.135)

sfer Recovery (LTR). From this, we see that as control weighting parameter r approaches zero
ol), the open loop transfer function approaches the KBF open loop transfer function GKF; i.e.,

(30.136)

(30.137)

that as r approaches zero (cheap control), the actual open loop transfer function PKopt

the target open loop transfer function GKF. The above procedure of recovering a target open
r function (with desirable closed loop properties) using an LQG controller is called LQG
nsfer recovery or LQG/LTR.

of Far Away Closed Loop Regulator Pole. For small r, the closed loop system is stable with
poles at s = −5 and s ≈ . A good selection for ρ might be r = 1/2500. This results in
 loop pole at s ≈ −50 and makes the closed loop filter pole at s = −5 the dominant closed
s required.
obustness Margins. It is well known that H 2 and LQG designs need not possess good stability
argins. In fact, they can be arbitrarily bad [3]. LQG/LTR designs for minimum phase plants

rs: P = 1/(s − 1) have guaranteed stability robustness margins. LQG/LTR designs provide
t approach those associated with LQR and KBF designs; i.e., infinite upward gain margin, at
ownward gain margin, and at least ±60° phase margin. Our final LQG/LTR design

(30.138)

Kopt Gc sI A– B2Gc Hf C2+ +( )−1Hf–=

6 1 1 1/r++( )–

s 6 1 1/r++ +
------------------------------------------=

Kopt
6 1/ r( )–

s 1/ r+
------------------------≈

PKopt C2 sI A–( )– −1B2 Gc sI A– B2Gc Hf C2+ +( )−1Hf=

1
s 1–
---------- 6 1 1 1/r++( )–

s 6 1 1/r++ +
------------------------------------------=

PKopt
1

s 1–
---------- 6 1/ r( )–

s 1/ r+
------------------------≈

G22
r 0

+→
lim Kopt

6–
s 1–
----------=

GKF=

1/ r–

PKopt
6–

s 1–
---------- 50

s 50+
-------------=
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offers an infinite upward gain margin and a downward gain margin of 1/6 (−15.56 dB). The resulting
unity gain crossover frequency is wg =  = 5.92 rad/s and the associated phase margin is about 99.59°.
Not bad.
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ing example extends the LQG/LTR ideas presented in Example 30.3 to the general MIMO
bling the design of feedback loops (with nominal robustness margins) via H 2 optimization.

�

0.4 (MIMO LQG and LQG/LTR Control Design Via 2 Optimization)

 a MIMO plant P defined by the state space representation

(30.139)

(30.140)

d that the plant P = [A, B, C] is stabilizable and detectable.
is to demonstrate how the H 2 optimal output feedback solution that has been presented may
olve MIMO LQG control problems. We specifically would like to present a method which
o the concept of LTR—whereby we use a model-based LQG controller to recover a target
r function matrix with desirable closed loop properties. Our motivation is not optimal
G control problems; it is the design of control laws with desirable closed loop properties.

ion of Generalized Plant G. With our final objective being a model-based compensator defined
 gain matrix Gc and a filter gain matrix Hf, we consider the following generalized plant:

(30.141)

(30.142)

(30.143)

he control, x is the (generalized) plant state, w1 = ξ represents process noise in the state
 = q represents sensor noise in the measurement equation, A ∈Rn×n, , ,

, ny = nu, r > 0, µ > 0.
rameter Assumptions. It is assumed that either:

 no imaginary uncontrollable modes and (A, M) is detectable, or
tabilizable and (A, M) has no imaginary unobservable modes.

, and r should be viewed as “design parameters” that are selected in order to obtain control
in matrices G, and Hf such that the resulting model-based compensator exhibits desirable
properties.
State Space Representation for Generalized Plant G. The above model may be rewritten in
te space form as follows

(30.144)

HH

ẋ Ax Bu+=

y Cx=

ẋ Ax Lξ Bu+ +=

z
Mx

rInu nu×

---------------------=

y Cx µq+=

L R
n×nu∈ B R

n×nu∈
R

ny×n
∈

ẋ

z

y

A L 0n ny× B

M

0nu n×

0ny nu× 0ny ny×

0nu nu× 0nu ny×

0ny nu×

rInu nu×

C 0ny nu× mIny ny×

x

x
q
u

=
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Check on H 2 Output Feedback Assumptions. We now make sure that all of the H 2 output feedback
problem assumptions in Assumption 30.2 are satisfied.
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follow

• Regul

has fu
nonsi

Sin
C1, D
havin
unob

has n
Ricca

• Filter 
weigh

Sin
D21) i
no un
imagi
The a
such 

Given the ab
are satisfied.

Control G

where X ≥ 0

Moreover, A
Filter Gai

0066_Frame_C30  Page 25  Thursday, January 10, 2002  4:44 PM

©2002 CRC P
 P = G22 Assumptions. Since the plant P = G22 = [ A, B, C ] is stabilizable and detectable, it
s that (A, B2 = B, C2 = C) is stabilizable and detectable.

ator Assumptions. Since 

ll column rank, it follows that the control weighting matrix  is
ngular.

ce  it follows that the imaginary axis (column) rank condition involving (A, B2,

12) in Assumption 30.2 is equivalent to 
g no unobservable imaginary modes. Since (A, M) is either detectable or has no imaginary
servable modes, it follows that

o unobservable imaginary modes. The associated Hamiltonian Hcon will, therefore, yield a
ti solution and control gain matrix Gc such that A − BGc is stable.

Assumptions. Since D21 =  has full row rank, it follows that the measurement
ting matrix  is nonsingular.

ce , it follows that the imaginary axis (row) rank condition involving (A, B1, C2,
n Assumption 30.2 is equivalent to  having
controllable imaginary modes. Since (A, L) is either stabilizable or has no uncontrollable

nary modes, it follows that  has no uncontrollable imaginary modes.
ssociated Hamiltonian Hfil will therefore yield a Riccati solution and filter gain matrix Hf

that A − HfC is stable.

ove, it follows that all of the H 2 output feedback problem assumptions in Assumption 30.2

ain Matrix. It follows that the control gain matrix Gc is given by

(30.145)

 is the unique (at least) positive semi-definite solution of the CARE:

(30.146)

 − BG is stable.
n Matrix. It follows that the filter gain matrix Hf is given by

(30.147)

D12

0ny nu×

rInu nu×

=

R D12
T D12 rInu nu× 0>= =

D12
T C1 0,=

(A B2R 1– D12
T C1, (I D12R−1D12

T– )C1)– (A,C1)=

A,C1
M

0nu n×
=

0ny nu× mIny ny×[ ]
Θ D= 21D21

T mIny ny× 0>=

B1D21
T 0=

(A B1D21
T Θ−1C2, B1(I D21Θ−1D21))–– A, B1( )=

(A, B1 [L 0n ny× ])=

Gc R−1BTX=

ATX XA CTC XBR−1BX 0=–+ +

Hf YCTΘ−1=

ress LLC



where Y > 0
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 is the unique (at least) positive semi-definite solution of the FARE:

(30.148)

 − HC is stable.
al (LQG) Compensator. The H 2 optimal compensator that minimizes the H 2 norm of the

ction matrix from the exogenous signals w =  to the regulated signals z =  is
y

(30.149)

e minus sign on Gc (lower left hand entry of Kopt) has been removed in anticipation of the
back system implementation shown in Fig. 30.7. By the separation principle, the closed loop
 eigenvalues of A − BGc and A − HfC.
obustness Margins. It should be emphasized that the resulting controller Kopt, although
ay possess arbitrarily bad stability robustness margins [3]. This is despite the fact that the

gulator loop

(30.150)

p

(30.151)

 as MIMO open loop transfer function matrices within their own negative feedback loops,
ollowing well-known stability robustness margins: infinite upward gain margin, at least 6 dB
ain margin, and at least ±60° phase margin. This gives rise to the following natural question:
 way that we can select the control gain matrix Gc and the filter gain matrix Hf so that the
del-based compensator Kopt results in a feedback loop which possesses the above nice margins?
ly, the answer to this is a definitive yes! Two methods which result in comparable stability
he plant input or at the plant output (but not both simultaneously) are now presented.
sfer Recovery (LTR) Methods. The approach we take to achieve a feedback design with good
gins is as follows. The process involves two steps.

t Loop Design. The first step is to design a target open loop transfer function matrix that possesses
d closed loop properties. The target loop may be associated with the plant output. If so, we denote
In such a case, Lo represents our desired PKopt. If associated with the plant input, we denote it
 such a case, Li represents our desired Kopt. (In general, PKoptP ≠ KoptP.)

Negative feedback loop with LQG model-based compensator and plant.

AY YAT LLT Y– CTΘ−1CY 0=+ +

x
q

Cx

rInu nu×

Kopt

A BGc– Hf C– Hf

Gc 0nu n×

=

GLQ Gc sI A–( )−1B=

GKF C sI A–( )−1Hf=
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2. Target Loop Recovery Via Model-Based Compensator. The second step is to use a model-based com-
pensator Kopt = [A − BGc − Hf C, H, G] to recover the target loop (either Lo or Li).
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we want to recover Lo (i.e., good properties at that plant output), then we want PKopt ≈ Lo.
is called loop transfer recovery at the plant output (LTRO).
we want to recover Li (i.e., good properties at that plant input), then we want KoptP ≈ Li,.
is called loop transfer recovery at the plant input (LTRI).
te: In general, the properties associated with breaking the loop at the plant output (properties

opt) are different (perhaps very different) from those associated with breaking the loop at the
 input (properties of KoptP). It is usually very difficult for PKopt and KoptP to both possess
properties (e.g., margins, etc.). Typically, a designer must trade off nice properties at the

 output for nice properties at the plant input, or vice versa.
ethods for LTRO and LTRI are now presented.

 Transfer Recovery at Plant Output (LTRO).

esign of Target Loop Lo. The first step is to design a target loop Lo = C(sI − A)−lHf with desirable
osed loop properties (e.g., stability, sensitivity, complementary sensitivity, stability robustness
argins, etc). This may be done using any method! (Any method you feel comfortable enough
ith.)
One procedure that results in good properties at the plant output is based on KBF methods.
e idea is to select the design (shaping) matrix L so that the singular values GFOL = C(sI − A)−lL

ok nice; e.g., large minimum singular value at low frequencies, small maximum singular
lue at high frequencies, singular values cross 0 dB with slopes of −20 dB/dec, etc. 
We then solve the FARE with A, L, C, Θ = —using m > 0 to adjust the bandwidth of
r target loop Lo = GKF = C(sI − A)−lHf . A smaller (larger) m results in a larger (smaller)
ndwidth. 
Guidelines for Shaping of Target Loop Lo = GKF.

e so-called Kalman Frequency Domain Equality (KFDE) guides our loop shaping:

(30.152)

m this, it follows that

(30.153)

is suggests that by shaping GFOL, we can shape the target loop Lo = GKF. Specifically, if GFOL

arge at low frequencies, then we expect

(30.154)

low frequencies. This shows that the matrix L should be used for shaping the target loop Lo =
F while m > 0 is used to adjust the target loop bandwidth—decreasing/increasing m to
se/lower the target loop bandwidth. The resulting loop Lo = GKF is guaranteed to possess nice
sed loop properties as described below.

e above singular value relation implies that

(30.155)

mIny×ny

I GKF jw( )+[ ] I GKF jw( )+[ ]H I
1

m
-------GFOL jw( ) 1

m
-------GFOL jw( )

H

+=

si I GKF jw( )+[ ] 1
1
m
---s i

2 GFOL jw( )[ ]+=

GKF jw( ) 1

m
-------GFOL jw( )≈

smin I GKF jw( )+[ ] 1≥
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for all w. This, in turn, implies that the associated sensitivity singular values satisfy
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(30.156)

 all w, where

(30.157)

m the above sensitivity singular value relationship, we obtain the follow celebrated KBF loop
rgins:

infinite upward gain margin,

at least (6 dB) downward gain margin,

at least ±60° phase margin.

e above gain margins apply to simultaneous and independent gain perturbations when the
p is broken at the output. The same holds for the above phase margins. The above margins
 NOT guaranteed for simultaneous gain and phase perturbations. It should be noted that
se margins can be easily motivated using elementary SISO Nyquist stability arguments [2,8].

m the above sensitivity singular value relations, we obtain the following complementary
sitivity singular value relationship:

(30.158)

 all w, where

(30.159)

covery of Target Loop Lo Using Model-Based Compensator. The second step is to use a model-
sed compensator Kopt = [ A − BGc − HfC, Hf, Gc ] where Gc is found by solving the CARE

ith A, B, M = C, R =  with ρ a small positive scalar. Since r is small, we call this a
eap control problem.

If the plant P = [A, B, C] is minimum phase, then it can be shown that 

(30.160)

(30.161)

for some orthonormal W (i.e., WTW = WWT = I )

(30.162)

In such a case, PKopt ≈ Lo for small ρ and hence PKopt will possess stability margins that are
close to those of Lo (at the plant output)—whatever method was used to design Lo. It must
be noted that the minimum phase condition on the plant P is a suficient condition. It is
not necessary. Moreover, Gc need not be computed using a CARE. In fact, any Gc which (1)
satisfies a limiting condition  for some invertible matrix W and which (2)
ensures that A − BGc is stable (for small r), will result in LTR at the plant output. This result

smax SKF jw( )[ ] 1

smin SKF jw( )[ ]−1
-------------------------------------- 1 0dB( )≤=

SKF jw( ) I GKF jw( )+[ ]−1=

1
2
--

smax TKF jw( )[ ] smax I SKF jw( )–[ ]= 1 smax SKF jw( )[ ] 2 6dB( )≤+≤

TKF I SKF GKF=–= 1 GKF+[ ]−1

rInu nu×

X
r 0+→
lim 0=

rGc
r 0+→
lim WC=

PKopt
r 0+→
lim Lo=

rGcr 0+→
lim WC=
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is a consequence of the structure of model-based compensators and has nothing to do with
optimal control and filtering problems.
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Assuming that a limiting condition  holds for some invertible matrix W,
loop transfer recovery of the target loop Lo = C(sI − A)−lHf may be proven as follows: For
small r we have

(30.163)

which gives yields the following:

(30.164)

(30.165)

(30.166)

(30.167)

(30.168)

(30.169)

(30.170)

The central idea (underneath the algebra) is that as r goes to zero, the C feedback path
within the compensator Kopt = [A − BGc − Hf C, Gc, Hf] is broken (see Fig.30.7 ) and the nice
properties that hold at the so-called innovations v (e.g., open loop transfer function matrix
at v is Lo = C(sI − A)−lHf) in Fig. 30.7 get transferred to the error signal e (compensator input,
or plant output) within the feedback loop.

 Transfer Recovery at Plant Input (LTRI).

esign of Target Loop Li. The first step is to design a target loop Li = GC(sI − Α)−1B with desirable
osed loop properties (e.g., stability, sensitivity, complementary sensitivity, stability robustness
argins, etc). This may be done using any method! (Any method you feel comfortable enough
ith.)
One procedure that results in good properties at the plant input is based on LQR methods.
e idea is to select the design (shaping) matrix M so that the singular values of GOL = M(sI −

)−lB look nice; e.g., large minimum singular value at low frequencies, small maximum singular
lue at high frequencies, singular values cross 0 dB with slopes of −20 dB/dec, etc.
We then solve the CARE with A, B, M, R = , using r > 0 to adjust the bandwidth
 our target loop Li =  GLQRGc(sI − A)−lB. A smaller (larger) r results in a larger (smaller)
ndwidth. 

uidelines for Shaping of Target Loop Li = GLQ. 

e so-called LQ frequency domain equality (LQFDE) guides our loop shaping:

(30.171)

rGcr 0+→
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r
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−1

W
C sI A–( )−1Hf

r
---------------------------------≈

C sI A–( )−1Hf Lo=≈

rInu nu×
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From this, it follows that
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(30.172)

is suggests that by shaping GOL, we can shape the target loop Li = GLQ. Specifically, if GOL is
ge at low frequencies, then we expect

(30.173)

low frequencies. This shows that the matrix M should be used for shaping the target loop Li =
Q while r > 0 is used to adjust the target loop bandwidth—decreasing/increasing r to raise/
er the target loop bandwidth. The resulting loop Li = GLQ is guaranteed to possess nice closed
p properties as described below.

e above singular value relation implies that

(30.174)

 all ω. This, in turn, implies that the associated sensitivity singular values satisfy

(30.175)

 all ω, where

(30.176)

m the above sensitivity singular value relationship, we obtain the follow celebrated LQR
p margins:

infinite upward gain margin,

at least (6 dB) downward gain margin,

at least ±60° phase margin.

e above gain margins apply to simultaneous and independent gain perturbations when the
p is broken at the input. The same holds for the above phase margins. The above margins
 NOT guaranteed for simultaneous gain and phase perturbations. It should be noted that
se margins can be easily motivated using elementary SISO Nyquist stability arguments [2,8].

m the above sensitivity singular value relations, we obtain the following complementary
sitivity singular value relationship:

(30.177)

 all w, where

(30.178)

ery of Target Loop Li Using Model-Based Compensator. The second step is to use Kopt = [A −
− HfC, Hf,Gc ] where Hf is found by solving the FARE with A, L = B, C, Θ =  with µ
ll positive scalar. Since m is small, we call this an expensive sensor problem.

si I GLQ jw( )+[ ] I
1
r
---s i

2 GOL jw( )[ ]+=

GLQ jw( ) 1

r
-------≈ GOL jw( )

smin I GLQ jw( )+[ ] 1≥

smax SLQ jw( )[ ] 1

smin SLQ jw( )−1[ ]
-------------------------------------- 1 0dB( )≤=

SLQ I GLQ+[ ]= −1

1
2
--

smax TLQ jw( )[ ] smax I SLQ jw( )–[ ]= 1 smax SLQ jw( )[ ] 2 6dB( )≤+≤

TLQ I SLQ GLQ=–= 1 GLQ+[ ]−1

mIny ny×
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(30.179)

(30.180)

 some orthonormal V (i.e., VTV = VVT= I)

(30.181)

In such a case, Kopt P ≈ Li for small m and hence Kopt P will possess stability margins that are
se to those of Li (at the plant input)—whatever method was used to design Li. 
It must be noted that the minimum phase condition on the plant P is a suficient condition.
is not necessary. Moreover, Hf need not be computed using a FARE. In fact, any Hf which
 satisfies a limiting condition  for some invertible matrix V and which
 ensures that A − HfC is stable (for small m), will result in LTR at the plant input; i.e.,

. This result is a consequence of the structure of model-based compensators
d has nothing to do with optimal control and filtering problems.

suming that a limiting condition  holds for some invertible matrix V, loop
nsfer recovery of the target loop Li = Gc(sI − A)−1 B may be proven as follows. For small m
 have

(30.182)

ich gives the following:

(30.183)

(30.184)

(30.185)

(30.186)

(30.187)

(30.188)

(30.189)

(30.190)

e central idea (underneath the algebra) is that as µ goes to zero, the B feedback path within
 compensator Kopt = [A − BGc − HfC, Gc , Hf] is broken (see Fig. 30.7) and the nice properties

Y
m 0+→
lim 0=

mHf
m 0+→
lim BV=

KoptP
m 0+→
lim Li=

m
m 0+→
lim Hf BV=

KoptP0+ Li=

mHfm 0+→
lim BV=

Hf
BV

m
-------≈

KoptP Gc sI A– BGc Hf C+ +( )−1Hf P=
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BV

m
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  −1BV

m
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m
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  −1BV

m
-------P≈

Gc sI A–( )−1 I
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m
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m
-------+
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m
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Gc sI A–( )−1B
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m
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that hold at  (e.g., open loop transfer function matrix at  is ) in Fig. 30.7
get transferred to the plant input u (compensator output) within the feedback loop. �
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30.13 (Stability Margins and Peak Sensitivity)

 the sensitivity plot is very important in the design of a feedback system. A large peak, for
y be due to a closed loop pole near the imaginary axis. This certainly is undesirable. We thus
k to be “small.” It can be shown that the peak necessarily establishes gain and phase margin

hat the peak sensitivity is bounded above by a ≥ 1; i.e., smax S(jw) < a for all w. It can be
he feedback loop then enjoys the following nominal multivariable stability robustness (gain

argin bounds:

(30.191)

(30.192)

(30.193)

ds may be easily motivated using SISO Nyquist [2,8] ideas as follows.

(30.194)

n it follows that

(30.195)

is, however, implies that the Nyquist plot associated with L cannot penetrate a circle centered
adius 1/α, left most end point at −[(α+1)/a], and right most end point at −[(α −1)/a]. The
 margin bound follows from the right most point of the circle. The downward gain margin

ws from the left most point of the circle. The phase margin bound can be obtained with a
ry. �

ing example considers the application of H 2 theory to a robotic manipulator.

0.5 ( 2-LQG/LTR Design for PUMA 560 Robotic Manipulator)

ple, we show how H 2 optimization may be used to design an LQG/LTR controller for a
robotic manipulator. The manipulator is shown in Fig. 30.8.
gree-of-freedom (dof) linear model P = [Ap, Bp, Cp] was used to initiate the design process.
the PUMA’s nonlinear model [9] about the equilibrium point θ1 = 90° θ2 = 0° (both links
ults in the following linear model:

(30.196)

(30.197)

(30.198)

(30.199)

(30.200)

↑GM
a

a 1–
------------>

↓GM
a

a 1+
------------<

PM 2
1

2a
------- 

 
−1

sin>

S jw( ) a<

1
α
--- 1 L jω( )+<

HH

ẋp Apxp Bpmp+=

yp Cpxp=

up t1 t2[ ]T=

xp q1 q2 q1
˙ q2

˙[ ]
T

=

yp q1 q2[ ]T=
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where
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(30.201)

(30.202)

(30.203)

poles are s = ±14.1050, s = ±4.5299. Eigenvector analysis shows that the fast instability at s =
rimarily associated with the upper (shorter) link, while the slower instability at s = 4.5299 is
sociated with the lower (longer) link. The system does not possess any natural integrators
 eigenvalues) and, as expected, the singular values σi[P(jω)] are flat at low frequencies (see

 Objectives
 to be implemented within a negative feedback loop is sought. The closed loop system should
ollowing properties: (1) closed loop stability, (2) zero steady state error to step reference com-
good low frequency reference command following (step commands followed with little
ithin 3 s), (4) good low frequency disturbance attenuation, (5) good high frequency noise
 (6) good stability robustness margins at the plant output.
 of the control system design process is now described. A central idea is the formation of a
sign plant Pd from the original plant P. The design plant Pd is what is submitted to our H 2-
sign machinery. 

ent Plant P with Integrators to Get Design Plant Pd ==== [A, B, C]
guarantee zero steady-state error to step reference commands, we begin by augmenting the

p, Bp, Cp] with integrators—one in each control channel—to form the design plant Pd = [A,

d = P(I2×2/s). This is done as follows:

(30.204)

Two degree-of-freedom PUMA 560 robotic

Ap

0.0000 0.0000 1.0000 0.0000

0.0000 0.0000 0.0000 1.0000

31.7613 33.0086– 0.0000 0.0000

56.9381– 187.7089 0.0000 0.0000

=

Bp

0.0000 0.0000

0.0000 0.0000

1037.7259 3919.6674–

3919.6674– 2030.8306

=

Cp I2 2× 02 2×[ ]=

A
02×2 02×4

Bp Ap

=

ress LLC



The state of
values for th
Fig. 30.10). T
crosses zero

Step 2: Desi
Next we des
closed loop p
To do this, w
penalty, Kal
(e.g., infinit
This target l

• Cons

It wil
prope

FIGURE 30.9

30

Outputs: θ
1
, θ

2
 (deg);      Inputs: τ

1
, τ

2
 (lb–ft)

0066_Frame_C30  Page 34  Thursday, January 10, 2002  4:44 PM

©2002 CRC P
(30.205)

(30.206)

 this system is x =  where xi is the integrator state and xp is the plant state. The singular
e augmented system Pd exhibit a slope of −20 dB/dec at low frequencies as expected (see
he minimum singular value crosses zero dB just above 1 rad/s. The maximum singular value

 dB at about 8 rad/s.

gn Target Open Loop Transfer Function Matrix Lo ==== GKF ==== C(sI −−−− A)−−−−lHf

ign a target open loop transfer function matrix Lo = GKF = C(sI − A)−lHf that has desirable
roperties (e.g., sensitivity singular values, pole locations, stability margins, etc.) at the output.
e use Kalman Filtering ideas. Like LQR loops designed without a cross-state-control-coupling
man Filter loops designed in similar fashion exhibit desirable stability robustness margins
e upward gain margin, at least 6 dB downward gain margin, at least ±60° phase margin).
oop design is carried out as follows:

ider the augmented system shown in Fig. 30.11.

l be used to design a target loop transfer function matrix Lo = GKF with desirable closed loop
rties at the output. To do so, we begin by forming an augmented system GFOL = C(sI − A)−lL with

(30.207)

(30.208)

(30.209)

PUMA 560 robotic manipulator singular values.
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atrix LL matches the singular values of GFOL = C(sI − A)−lL at low frequencies. The matrix
atches the singular values at high frequencies. Together, LL and LH match the singular values

OL = C(sI − A)−lL at all frequencies (see Fig. 30.12). Why is this?
selection for LL and LH results in

(30.210)

(30.211)

(30.212)

(30.213)

(30.214)

(30.215)

esulting gain crossover frequency in Fig. 30.12 is 1 rad/s, as expected.

0 PUMA 560 robotic manipulator design plant singular values.

1 Augmented system used for designing target loop.
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y match the singular values of GFOL in this manner? From the so-called Kalman Frequency
ain Equality (KFDE), it follows that

(30.216)

suggests that by shaping GFOL, we can shape the target Lo = GKF. Specifically, if GFOL is large
 frequencies, then we expect (from KFDE)

(30.217)

 frequencies. This shows that the matrix L should be used for shaping the target loop Lo =
hile µ > 0 is used to adjust the target loop bandwidth—decreasing/increasing m to raise/lower
rget loop bandwidth.
te that through our selection of L, we have made all of the plant’s unstable modes uncon-
ble through L. Hence, (A, L) is NOT stabilizable! While this might appear to be troublesome,
ot. What matters is that the associated Hamiltonian belongs to dom(Ric) so that a stabilizing
ists. A necessary and suficient condition for this, however, is that (A, C) be detectable and
 has no unobservable modes on the imaginary axis. Since each of these conditions are indeed
ed, we can use the “are” command to find a stabilizing solution to the FARE.

we solved the FARE with Θ = µI2×2(m = 0.1):

(30.218)

2 PUMA 560 robotic manipulator GFOL singular values.
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 ≥ 0. The “are” command was used to do this, as it returns a stabilizing solution (provided
ne exists). We then formed the filter gain matrix

(30.219)

(30.220)

g so results in the following target closed loop poles (λi(A − HfC)):

s = −3.1623, −3.1623, −4.5299, −4.5299, −14.1050, −14.1050 (30.221)

 values for the resulting target open loop transfer function matrix Lo = GKF = C(sI − A)−lHf

 Fig. 30.13.
t open loop singular values—as expected from the KFDE—are matched at low frequencies
 of −20 dB/dec. They remain matched til about 1 rad/s, then they separate. This is expected
 I/s is not an achievable loop. (Not if closed loop stability matters!) The resulting filter gain
ides the necessary bandwidth to stabilize the unstable robotic manipulator, with open loop
at s = 14.1050, 4.5299. One singular value crosses 0 dB just above 10 rad/s, the other just
/s. µ was used to adjust the bandwidth.
sponding target sensitivity SKF = [I + GKF]

−1 singular values and complementary sensitivity
 + GKF]

−1 singular values are shown in Figs. 30.14 and 30.15, respectively. The associated

3 PUMA 560 robotic manipulator target loop GKF singular values.
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4 PUMA 560 robotic manipulator target sensitivity SKF = [I + GKF]
−1 singular values.

5 PUMA 560 robotic manipulator target complementary sensitivity TKF = GKF[I + GKF]
−1 singular
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 low frequency command following properties,

 low frequency disturbance attenuation properties,

 high frequency sensor noise attenuation properties, and

 MIMO stability margins (nearly infinite upward gain margin, at least 6 dB downward gain
in, and at least ±60° phase margin) at the output.

entary sensitivity singular values suggest that a reference command prefilter W would reduce
ue to step reference commands. The design of such a filter will be considered below.

e Cheap Control Problem to Recover Target Loop at Plant Output 
e an appropriately formulated “cheap LQR control problem” that would produce a control
Gc such that the H 2 optimal model-based compensator Kd = [A − BGc − HfC, Hf , Gc] with
] approximates (“recovers”) the target loop transfer function matrix Lo = GKF; i.e.,

(30.222)

ne by solving the following CARE (using the “lqr” command) with R = ρI2×2(ρ = 10−13):

(30.223)

d forming the control gain matrix

(30.224)

(30.225)

lds the following closed loop regulator poles (li(A − BGc)):

40.8808, −220.4404 ± j381.7871, −1881.9053, −940.9527 ± j1629.7168 (30.226)

ping factors greater than or equal to ζ = 0.5. As a practical note to facilitate real-time imple-
f the resulting controller, one might use model reduction techniques [10] to remove some
igh frequency poles in the compensator. Doing so would permit using a larger integration
ny real-time embedded system or microprocessor implementation.

truct Final Controller K
m the final controller as follows:

(30.227)

(30.228)

(30.229)

e representation for this controller is given by

(30.230)

 (30.231)

PdKd Lo≈ GKF=

XA ATX CTC XBR 1– BTX–+ + 0=

1– BTX

987.9832 543.0034– 3162945.2928 56.9921 13941.9005 2069.8324

543.0034– 3657.5891 11.7867 3162634.3919 2069.7987 3765.7978

K
Kd

s
-----=

A BGc– Hf C, Hf, Gc–[ ]
s

-----------------------------------------------------------=

Ak, Bk, Ck[ ]=

AK
02 2× Gc

06 2× A BGc– Hf C–
,= BK

02 2×

Hf

=

CK I2 2× 02 6×=
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(30.232)

(30.233)

(30.234)

(30.235)

s selection of K, we have recovered the target loop transfer function matrix Lo = GKF. That
roximately inverted P (from the right) in order to achieve PK ≈ Lo = GKF. An examination

lar values for the actual loop PK shows that the actual singular values agree with the target
es up to and beyond 100 rad/s.
sfer Recovery. Why were we able to recover the target loop? The recovery was permitted by
ased structure of the compensator K, the Riccati equations used to obtain the gain matrices
d the fact that the plant P = [Ap, Bp, Cp] (and hence the design plant 
 phase. The minimum phase condition, specifically, is a suficient condition which guarantees
ists an orthonormal matrix U(UTU = UUT = I) such that

(30.236)

g behavior relating the control gain matrix and the design plant’s C matrix, however, can be
e that loop transfer recovery takes place; i.e.,

(30.237)

gn Command Pre-filter W
B command

(30.238)

to find the compensator’s transmission zeros. These are also zeros of the closed loop transfer
trix from r to y. The final compensator (as well as the target loop GKF) has zeros near s ≈ −1.2.
 reference command prefilter

(30.239)

utside the loop to filter reference commands. By so doing, we ensure that step reference com-

1 and θ2 are followed in the steady state (due to integrators in controller) without excessive
uring the transient.

requency Response
g sensitivity singular values are plotted in Fig. 30.16. The plot suggests that low frequency
mmands r will be followed and low frequency output disturbances do will be attenuated.
ely, reference commands r with frequency content below 0.3 rad/s should be followed to
t 20 dB; that is, with a steady-state error of about 10%. Similarly, output disturbances do

cy content below 0.3 rad/s should be attenuated by approximately 20 dB.

PK P
Kd

s
-----=

P
I2 2×

s
---------Kd=

PdKd=
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Pd [A, B, C] P(I/s)= =

rGc
r 0

+→
lim UC=

PdKd
r 0
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lim PK

r 0
+→

lim Lo GKF= = =

t0 a b  ∗ – g h  ∗ c, h, g–( )
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----------------= I2 2×
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 Output Frequency Response
 function matrix from reference commands r to link angles y is

(30.240)

values are plotted in Fig. 30.17. The plot suggests that low frequency reference commands
wed in the steady state and that little overshoot will result during the transient.

6 PUMA 560 sensitivity frequency response at error.

7 PUMA 560 reference to output frequency response.
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 ΘΘΘΘ1111 Step Reference Command
e to a unit step θ1 command is plotted in Fig. 30.18. As expected, θ1 follows the step command
o overshoot and settling in about 1.6 s. The associated θ2 response is small, indicating little
ng in the final closed loop system. The corresponding controls are plotted in Fig. 30.19. They
le in size.

8 PUMA 560 outputs: response to θ1 reference command.

9 PUMA 560 controls: response to θ1 reference command.
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 ΘΘΘΘ2222 Step Reference Command
e to a unit step θ2 command is plotted in Fig. 30.20. As expected, θ2 follows the step command
o overshoot and settling in about 3 s. The associated q1 response is small, indicating little
ng in the final closed loop system. The corresponding controls are plotted in Fig. 30.21. They
le in size. �

0 PUMA 560 outputs: response to θ2 reference command.

1 PUMA 560 controls: response to θ2 reference command.
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 shows that the methods presented for output feedback may be readily adopted to permit
f H 2 optimal constant gain state feedback control laws (control gain matrices Gc) as well.

ed Plant Structure for State Feedback

, the generalized plant G (including plant P and weighting functions) takes the following form:

(30.241)

 that the measured signals y are the states x of the generalized plant G. As such, all of the modes
ervable through C2 = In×n.

dback Assumptions

d state feedback assumptions are a subset of those required for the output feedback problem
. The state feedback assumptions are as follows.

n 30.2 ( 2 State Feedback Problem)

 this section, it will be assumed that

 G22 Assumption. (A, B2) stabilizable.
ngular Control Weighting Assumption.  (D12 full column rank).
ator Assumption.  has full column rank for all ω. �

noted that if  then (3) is equivalent to (A, C1) having no unobservable imaginary
, C1) is detectable, then this is satisfied.

l State Feedback Control Law
mal controller is given by

(30.242)

ntrol gain matrix  is given by

(30.243)

 is the unique (at least) positive semi-definite solution of the CARE:

(30.244)

loop poles that result from the above constant gain state feedback control law are the
of A − B2Gc. The minimum closed loop norm is given by

(30.245)

G
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G21 G22
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C1 0nz nw× D12

In n× 0ny nw× 0ny nu×
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C D
= = =

HH
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T C1 0,=
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nu n×

∈

Gc R 1– B2
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T C1+[ ]=

1D12
T C1)T
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T C1–( ) C1
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T–( )C1 XB2R 1– B2
TX–+ + 0=

min
K

Twz H
2 trace B1

TXB1( )=

ress LLC



State Feedback Loop Shaping
If one selects

then 

where X ≥ 0

The followin

where

Given this, t
the scalar ρ 
used to mat
(A, B) is stab
guaranteed 
robustness p
within a stat

D12
T C1

0066_Frame_C30  Page 45  Thursday, January 10, 2002  4:45 PM

©2002 CRC P
(30.246)

(30.247)

(30.248)

(30.249)

 and we have

(30.250)

 is the unique (at least) positive semi-definite solution of the CARE:

(30.251)

g LQFDE may be derived from the CARE:

(30.252)

(30.253)

(30.254)

he loop shaping ideas discussed earlier are applicable. A designer may use the matrix M and
> 0 to shape GOL in an effort to get a desirable loop GLQ. The matrix M, specifically, may be
ch singular values at low frequencies, high frequencies, all frequencies, etc. Assuming that
ilizable and (A, M) has no imaginary modes that are unobservable, a stabilizing solution is

to exist. Moreover, the resulting GLQ loop will possess nominal sensitivity and stability
roperties—a consequence of the LQFDE. The resulting control gain matrix Gc may be used
e feedback loop, a modified state feedback loop, or within a model-based compensator.
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=
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 shows how the methods presented for output feedback may be readily adopted to permit
f H 2 optimal state estimators (filter gain matrices Hf) as well.

ed Plant Structure for Output Injection

 (dual to the state feedback case), the generalized plant G (including plant P and weighting
akes the following form:

(30.255)

 that the control signals u directly impact all of the generalized plant states x. As such, all of
f A are controllable through B2 = .

njection Assumptions

 output injection assumptions are a subset of those required for the output feedback problem
. The output injection assumptions are as follows.

n 30.3 ( 2 Output Injection Problem)

 this section, it will be assumed that

 G22 Assumption. (A, C2) detectable.
ngular Measurement Weighting Assumption.  (D21 full row rank).
 Assumption.  has full row rank for all ω. �

noted that if , then (3) is equivalent to (A, B1) having no uncontrollable imaginary
, B1) is stabilizable, then this is satisfied.

l Output Injection Law
mal controller is then given by

(30.256)

lter gain matrix  is given by

(30.257)

 is the unique (at least) positive semi-definite solution of the FARE:

(30.258)

oop poles that result from the above output injection law are the eigenvalues of A − HfC2.
m closed loop norm is given by

(30.259)

he solution to the FARE.

G
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(30.260)

(30.261)

(30.262)

(30.263)

 and we have

(30.264)

 is the unique (at least) positive semi-definite solution of the FARE:

(30.265)

he following KFDE may be derived from the FARE:

(30.266)

(30.267)

(30.268)

he loop shaping ideas discussed earlier are applicable. A designer may use the matrix L and
> 0 to shape GFOL in an effort to get a desirable loop GKF . The matrix L, specifically, may be
ch singular values at low frequencies, high frequencies, all frequencies, etc. Assuming that
ctable and (A, L) has no imaginary modes that are uncontrollable, then a stabilizing solution

d to exist. Moreover, the resulting GKF loop will possess nominal sensitivity and stability
roperties—a consequence of the KFDE. The resulting filter (output injection) gain matrix
sed within an estimator (feedback) loop, a modified estimator (feedback) loop, or within a
 compensator. 

ummary

 has presented a general framework for control system design via H 2 optimization. While
as been on continuous time LTI systems, the methods are very flexible and have wide
They may be used to design constant gain state feedback control laws, constant gain state
ynamic output feedback controllers, and much more. Weighting functions are easily accom-
hin the generalized plant framework presented. Such functions may be used to achieve closed
objectives. All of the ideas presented may be extended with subtle (all be it very important)

B1 L 0n ny×[ ]=

D21 0ny nu× mIny ny×[ ]=

C2 C=

Θ mIny ny×=

0=

Hf YC2
T 1

m
---=

YAT AY LLT+ + YCTΘ 1– CY– 0=

I GKF jw( )+[ ] I GKF jw( )+[ ]H I
1

m
-------GFOL jw( ) 1

m
-------GFOL jw( )

H

+=

GFOL C sI A–( )−1L=

GKF C sI A–( )−1Hf=
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modifications, to accommodate control system design via H ∞ optimization. Additional details may be
found in [8,11].
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ods presented in this chapter may be extended to discrete time linear shift invariant (LSI)
ensions to sampled data systems are also possible [1].
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31.1 Introduction

The most important challenge for modern control theory is that it should deliver acceptable performance
while dealing with poor models, high nonlinearities, and low-cost sensors under a large number of op-
erating conditions. The difficulties encountered are not peculiar to any single class of systems and they
appear in virtually every industrial application. Invariably, these systems contain such a large amount of
model and parameter uncertainty that “fixed”controllers can no longer meet the stability and performance
requirements. Any reasonable solution for such problems must be a suitable amalgamation between
nonlinear control theory, adaptive elements, and information processing. Such are the factors behind
the birth and evolution of the field of adaptive control theory, strongly motivated by several practical
applications such as chemical process control and design of autopilots for high-performance aircraft,
which operate with proven stability over a wide variety of speeds and altitudes. 

A commonly accepted definition for an adaptive system is that it is any physical system that is designed
from an adaptive standpoint!1 All existing stability and convergence results, in the field of adaptive control
theory, hinge on the crucial assumption that the unknown parameters must occur linearly within the
plant containing known nonlinearities. Conceptually, the overall process makes the parameter estimates
themselves as state variables, thus enlarging the dimension of the state space for the original system. By
nature, adaptive control solutions for both linear and nonlinear dynamical systems lead to nonlinear
time-varying formulations wherein the estimates of the unknown parameters are updated using
input–output data. A parameter adaptation mechanism (typically nonlinear) is used to update the param-
eters within the control law. Given the nonlinearity due to adaptive feedback, there is the need to ensure
that the closed-loop stability is preserved. It is thus an unmistakable fact that the fields of adaptive control
and nonlinear system stability are intrinsically related to one another and any new insights gained in one

Maruthi R. Akella 
The University of Texas at Austin
©2002 CRC Press LLC



    

field would be of potential benefit to the other. Many formalisms in nonlinear stability theory can be
employed such as the Lyapunov direct method and passivity-based methods. We will first present some
important m
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athematical and analytical tools for studying the stability of nonlinear dynamical systems. 

yapunov Theory for Time-Invariant Systems

ov direct method is a commonly adopted and arguably one of the most popular methods
closed-loop stability in the adaptive control area. It is not restricted to local system behavior
nes the stability properties of the nonlinear system by considering the time evolution of the
ions with respect to an “energy-like” scalar function, often known as the Lyapunov function. 
any dynamical system represented by the following nonlinear autonomous differential equation

(31.1)

(t) = 0 is a solution. A sufficient condition for the existence and uniqueness of solutions for
 that f(x) be locally Lipschitz, that is, 

(31.2)

 y in a finite neighborhood of the origin. We are interested in the stability of the solutions
) in the presence of perturbations. Before discussing the main Lyapunov stability theorems,
ome important definitions. 

yapunov stability
 x(t) = 0 of Eq. (31.1) is called stable in the sense of Lyapunov if for all � > 0, there exists a

h that for all initial conditions satisfying  < δ, we have  < � for t ∈ [0, ∞). The
nstable if it is not stable. The solution is asymptotically stable if it is stable and there exists a
hat every initial condition that satisfies  < δ has the property

 is globally asymptotically stable if it is asymptotically stable for all initial conditions. These
efer to stability of particular solutions of Eq. (31.1) with respect to initial conditions and
ability of differential equations. 

ositive definite and semidefinite functions
ously differentiable function V: Rn → R is called positive definite if (i)V(0) = 0 and (ii) V(x) >
0. A function is positive semidefinite if condition (ii) is replaced by V(x) ≥ 0 for all x ≠ 0. 

apunov’s stability theorem for time-invariant systems
s a positive definite function V : R n → R such that the time derivative of V along the solution
given by

midefinite, then the solution x(t) = 0 of Eq. (31.1) is stable. In this case, the solution converges
x ∈ R n: (x) = 0}. If  is negative definite, then the solution is asymptotically stable.
e, if  is negative definite and V(x) → ∞ as  → ∞, then the solution is globally asymp-
le. The function V(x) is called a Lyapunov function for the system described by Eq. (31.1). 

ẋ f x( ), f 0( ) 0= =

f x( ) f y( )– L x y–≤
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x t( )
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d
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V̇ V̇
V̇ x

ress LLC



Remark: Lyapunov’s theorem, though simple to state, has powerful applications in the stability analysis
of nonlinear systems. However, since the theorem provides only a sufficient condition in terms of the
Lyapunov fu
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nction, we are often encountered with the difficult problem of finding a suitable Lyapunov
 the special case when Eq. (31.1) is a stable linear system, 

Lyapunov function V = xTPx exists where P is a symmetric positive definite matrix satisfying
 Lyapunov equation

(31.3)

etric positive definite Q matrix. On the other hand, there is no general recipe for construc-
unov functions for nonlinear systems. As a rule of thumb, in the case of mechanical systems,
”quantities are good candidates for a first attempt. 

yapunov Theory for Time-Varying Systems

ready to consider the stability of solutions for a time-varying (nonautonomous) differential

(31.4)

 g is assumed to be piecewise continuous with respect to t and locally Lipschitz in x about a
d of the solution x(t) = 0. This would guarantee that the origin is an equilibrium for Eq. (31.4).
investigate the stability of equilibrium for this nonautonomous system, it is important to
at any solution of Eq.(31.4) depends not only on time t but also on the initial time t0. Thus,
evisit our previous definitions of stability.

niform Lyapunov stability
 x(t) = 0 for Eq.(31.4) is uniformly stable if for every � > 0, there exists a δ(�) > 0 that is

t of the initial time t0 such that

implies

 is uniformly asymptotically stable if it is uniformly stable and there is a positive constant ρ
 of t0 such that → 0 as t → ∞ for all  < ρ. The solution is globally uniformly
ly stable if it is uniformly asymptotically stable for all initial conditions. 
 stability theorem for nonautonomous systems requires the definition of certain class K

lass K functions
s function α: [0, a) → [0, ∞) is said to belong to class K if it is strictly increasing and α(0) = 0.
elong to class K∞, or radially unbounded, if a = ∞ in such a way that α(r) → ∞ as r → ∞. 

apunov’s stability theorem for time-varying systems
et D = {x ∈R n:  ≤ R} about the equilibrium x(t) = 0 for Eq. (31.4). If there exists a scalar
R n × R+ → R with continuous partial derivatives such that

 where a1, a 2, and a 3 are class K functions, then the equilibrium point x = 0 is uniformly
lly stable. 
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Remark: Note that in order to show stability for nonautonomous systems, it is necessary to bound the
function V(x, t) by the class K functions that do not depend upon time t. A detailed treatment of all the
definitions a 2 3
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nd proof for this theorem can be found in Slotine and Li  and Khalil.

the recent years, several interesting converse Lyapunov results have been obtained. In par-
very uniformly stable (or uniformly asymptotic stable) system, there exists a positive definite
nction with a negative semidefinite time derivative (see Sastry and Bodson4). These results
rly useful from a closed-loop performance point of view because they allow us to explicitly
 convergence rates in some cases of nonlinear adaptive control systems. 
cation of Lyapunov’s stability theorem for nonautonomous systems arising out of adaptive
n leads us to negative semidefinite time derivatives of the Lyapunov function. Therefore,
stability analysis is a much harder problem and the following result, known as Barbalat’s
xtremely useful in such situations. 

rbalat.
niformly continuous function f : R → R defined at all real values of t ≥ 0. If

 finite, then f(t) → 0 as t → ∞.

onsequence of this result is that if f ∈L2 and  ∈L∞, then f(t) → 0 as t → ∞ (see Slotine
Tao5 for discussion and proof).

daptive Control Theory

o a fixed or ordinary controller, an adaptive controller is one with adjustable parameters and
nt mechanism. The following are some basic concepts that are necessary for any discussion
control theory. 

n and Tracking Problems

objective for any control problem is to maintain the plant output either at its desired value
ecified/acceptable bounds of the desired value. If these desired values are constant with respect
have a regulation problem, otherwise it is a tracking problem. 

 Equivalence Principle

le has been the bedrock of most adaptive control design methods and has received consid-
ion during the past two decades.4, 6, 7 Adaptive controllers based on this approach are obtained
ently designing a control law that meets the control objective assuming complete knowledge
known plant parameters (deterministic case), along with a parameter update law, which is
fferential equation that generates online parameter estimates that are used to replace the
arameters within the control law. Such a controller would have perfect output tracking
 the case when the plant parameters are exactly known. In the presence of parameter
the adaptation mechanism will adjust the controller parameters so that the tracking objective
ally achieved. The main issue, thus, in adaptive controller design is to synthesize the adaptation
(parameter update law) that will guarantee that the control system remains stable and the
ing error converges to zero as the parameter values are updated. 

f s( ) ds
0

t

∫t→∞
lim

f
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Direct and Indirect Adaptive Control
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 parameters. The first of those is the so-called direct approach where the controller parameters
djusted by the adaptation mechanism in such a way to optimize some pre-specified perfor-
 based on the output. The second approach is the indirect approach wherein plant parameters
estimated and updated by the adaptation law and these estimated values are then used to
 controller parameters. Direct adaptive control eliminates the need for this additional com-
nsequently, indirect adaptive control is plant parameter adaptive, whereas direct adaptive
tput performance adaptive. The plant parameter identification process is explicit within the
ach while implicit in the direct approach. Hence, they have also been referred to as explicit
 approaches. In both of these cases, the controller structure remains the same and is determined
tainty equivalence principle. 

ference Adaptive Control (MRAC)

framework consists of four parts: (i) the plant containing the unknown parameters, (ii) a
rence model for specifying the desired output characteristics, (iii) a feedback control law that
ustable parameters, and (iv) an adaptation mechanism that updates the adjustable parameters
ontrol law. A schematic sketch for this framework is shown in Fig. (31.1). 
 is assumed to have a known structure with unknown parameters. For the case of linear systems,
hat the number of poles and zeros are assumed to be known, but the exact locations of poles
 unknown. In the case of nonlinear systems, the structure of the governing equations of motion
o be known, but some of the parameters appearing linearly within those equations can be
he reference model specifies the desired output behavior expected from the plant as a result
nal reference input. It provides the ideal plant response which the adaptation mechanism
to track while updating the parameter estimates. The choice of the reference plant lies at the
 MRAC design and any acceptable selection must essentially satisfy two crucial requirements.
 these requirements is that the reference model must accurately reflect the closed-loop
 specifications such as rise time, settling time, overshoot, and other transient performance

cs. The other requirement is that given the assumed structure of the plant dynamics, the
odel’s output behavior should be asymptotically achievable by the adaptive control system
tain extra conditions on the relative degree of the reference model and persistent excitation
n the reference input. The controller structure is dictated by the certainty equivalence

The model reference adaptive control framework. 
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d both direct and indirect parameter update procedures can be adopted within the MRAC
Much of the work in this area deals with continuous time systems. 

ng Controller (STC)

to MRAC, there is no reference model in the STC design. A schematic sketch is shown in
 this formulation, the controller parameters of the plant parameters are estimated in real
ding on whether it is a direct or indirect approach. These estimates are then used as if they
 the true parameters (certainty equivalence design). Parameter estimation involves finding
et of parameters based on the plant input–output data. This is different from the MRAC
daptation scheme, where the parameter estimates are updated in such a way to achieve
tracking between the tracking error between the plant and the reference model. In several
ion schemes, it is also possible to quantify a measure of the quality of the parameter estimates,
 used in the design of the controller. Many different combinations of the estimation methods
ted and can be applied to both continuous time and discrete time plants. Due to the

 between parameter estimation and control in STC, there is greater fiexibility in design.
bility and convergence are difficult to prove and stronger conditions on input signals are
rsistent excitation) to guarantee parameter convergence. Historically speaking, STC designs
study of the stochastic regulation problem and much of the literature is devoted to discrete
using an indirect approach. In spite of the seeming difference between MRAC and STC, a
pondence exists between problems from both the areas.8

onlinear Adaptive Control Systems

t general case of nonlinear systems, there exists very limited theory in the field of adaptive
n though there is great interest in this area due to potential applications in a wide variety of
chanical systems, theoretical diffculties exist because of the lack of general analysis tools.
me important special cases are well understood by now, and we summarize the conditions
asses of systems satisfy:

nknown parameters within the nonlinear plant are linearly parameterized. 
omplete state vector is measured. 
 the unknown parameters are assumed known, the control input can cancel all the nonlin-

es in a feedback-linearization sense and any remaining internal dynamics should be stable.
daptive design is then accomplished by certainty equivalence. 

w a typical nonlinear MRAC methodology to deal with a situation in which the nonlinear
 has unknown parameters. Consider the nonlinear system

(31.5)

The self-tuning control architecture. 
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cally track the state xm of a reference system that satisfies

(31.6)

 any piecewise continuous and bounded reference input and Am is a Hurwitz matrix. Introduce
tor e = x − xm so that the error dynamics can be established by taking the difference between
nd (31.6) as follows:

(31.7)

eter θ is assumed to be known, selecting the control input u = Amx + r − θf(x) would render
g structure for the error dynamics:

d achieve the control objective. However, such a choice of control law is not impossible
 unknown. Hence we retain the same structure for the control law except for replacing θ by
ing estimate  so that the certainty-equivalence-based adaptive control law is given by

(31.8)

of the control law in Eq. (31.7) leads us to the following closed-loop error dynamics:

(31.9)

ve introduced the variable (t) to represent the parameter estimation error (t) − θ. There
gs remaining to be done: (i) to show the stability and asymptotic convergence of e(t) to zero
) to provide an appropriate parameter adaptation mechanism for (t). We accomplish both
y adopting the Lyapunov method. Given that Am is Hurwitz, for any choice of symmetric
 definite matrix Q, there exists a symmetric, positive definite matrix P that satisfies the
uation given in Eq. (31.3). Choosing a Lyapunov function in terms of such a P matrix, 

(31.10)

 symmetric positive definite learning rate matrix. Taking the time derivative of V along the
 Eq. (31.9) we find that

(31.11)

eral matrix trace identities,9 it is possible to show that

an combine the last two terms on the right-hand side of Eq. (31.11) as follows:

(31.12)

ẋm Amxm r+=

ė θf x( )= Amxm– r u+–

ė Ame=

θ̂

u Amx r θ̂ f x( )–+=

ė Ame θ̃ f x( )–=

θ̃ θ̂
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V̇ eT PAm Am
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e= 2 tr θ̃ T
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(31.13)

ivative of the Lyapunov function in Eq. (31.12) becomes

(31.14)

ative semidefinite, but not negative definite. This implies that V(t) ≤ V(0) for all t ≥ 0, and
 must be bounded. This further implies that x = e + xm also is bounded. Also, V ≥ 0 and

 means limt→∞V(t)  V∞ exists and is finite. Now, 

at e ∈L2  L∞. From Eq. (31.9), it is obvious that  ∈L∞ . Thus, we can invoke Barbalat’s
aim that e(t) → 0 as t → ∞. Notice, however, that the parameter error  =  − θ will not
onverge to zero. True parameter convergence can occur only when the reference input r(t)
ain uniform observability and persistent excitation conditions4. 

te in the above MRAC design that while stability and tracking error convergence are guar-
ny value of Am , Q, and Γ, the performance of the controller will depend critically on the
 Γ. “Smaller” learning rates mean that the adaptation will be slow leading to large tracking
rge transients. Conversely, the upper limit on the learning rate is limited by the presence of
dynamics, because too large a value for the learning rate will lead to highly oscillatory
stimates that can adversely excite the high frequency unmodeled plant dynamics. 

e controller design methodology is based upon three crucial steps: (i) finding the appropriate
ucture in the spirit of feedback linearization, (ii) derivation of the tracking error dynamics that
 the parameter error terms, and (iii) finding a suitable Lyapunov function that can be used to

arameter update law such that the tracking error will go to zero. Determining the controller
r the known parameter case is probably the most crucial step within any adaptive design

rns out that adaptive feedback linearization cannot be alway applied to systems that are
by feedback in the known parameter case. This happens because higher derivatives of the
timates appear in the control law for systems of higher order, making difficult the application

inty equivalence principle. Other relatively new approaches deviate from the conventional
uivalence principles by adopting integrator backstepping, nonlinear damping, and tuning
In these methods, the adaptive law estimates the unknown plant parameters directly, thereby
ull utilization of any prior knowledge and therefore eliminating the possibility for overpa-
on introduced by traditional direct MRAC methods. The design methodology and stability
btained through a recursive process,10,11 an overview for which can be obtained from
and subsequent results by his research group. 

en the fact that there always exist model errors and other unknown disturbance effects in
the unknown parameters, adaptive control solutions would have to address the robustness
ce the parameter error is always unknown, the Lyapunov function time derivative is always
idefinite. This implies that the closed-loop equations are not exponentially stable, nor even

symptotically stable. Any external or unmodeled disturbance would immediately make 
nd most methods that modify the stability proof for robustness are fixed to ensure  to be
side a compact neighborhood of the equilibrium state. By introducing an additional term
ive law Eq. (31.13), (referred to as σ-modification), Ioannou7 accomplishes robust stability.
, though very popular, suffered from the drawback that when the disturbance is absent, the

or would not converge to zero. To overcome this problem, other schemes such as the �-
6 have been suggested to ensure robustness within the adaptive designs. 

θ̂˙ ΓPe f T x( )=

V̇ eTQe–=

θ̂
=̇

V̇ τ( ) τd
0

∞

∫ eT τ( )Qe τ( ) τd
0

∞

∫– V∞ V 0( )–= =

∩ ė
θ̃ θ̂

V̇
V̇
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31.6 Spacecraft Adaptive Attitude Regulation Example
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 problem of a rigid spacecraft with an initial nonzero attitude and body angular velocity vector
e brought to rest at a zero attitude vector. This rigid body adaptive attitude regulation problem
e feedback linearization approach has been derived by Schaub, Akella, and Junkins.13 The
uations are described by Euler’s rotational equations of motion and the desired linear closed-

ics (LCLD) can be of either PD or PID form.13, 14 Only a crude estimate of the moment of
ix is assumed to be known. An adaptive control law is presented, which includes an integral
m in the desired closed-loop dynamics and achieves asymptotic stability even in the presence
ed external disturbances. 
ting simulation is illustrated in Fig. 31.3. The attitude vector is specified in terms of the
drigues parameter (MRP) whose components si are shown in Fig. 31.3(a). Without any

the open-loop control is still asymptotically stable. However, the transient attitude errors
 those of the desired LCLD well at all. With adaptation turned on, the performance matches
deal LCLD very closely. 

Rigid body stabilization while enforcing LCLD in the presence of large inertia and external distur-
ce. 
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(a) MRP attitude vector s (b) MRP attitude vector magnitude |s |

(c) Control vector u (N m) (d) Adaptive external torque estimate (N m)

(e) Performance error  s − sr (f) Performance error  s.  − s. r
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Figure 31.3(b) shows the magnitude of the MRP attitude error vector s on a logarithmic scale. Again
the large transient errors of the open-loop, adaptation-free control law are visible during the first 20 s
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uver along with the good final convergence characteristics. The ideal LCLD performance is
ain through the dotted line. Two versions of the adaptive control law are compared here,
 only by whether or not the external disturbance is adaptively estimated too. On this figure
e laws appear to enforce the desired LCLD very well for the first 40 s of the maneuver. After
tive law without disturbance learning starts to decay at a slower rate, slower even than the

nonadaptive) solution. Including the external disturbance, adaptation clearly improves the
gence rate. Note, however, that neither adaptive case starts to deviate from the ideal LCLD
e MRP attitude error magnitude has decayed to roughly 10−3. This corresponds to having a
tation error of roughly 0.23°. With external disturbance adaptation, the tracking error at
CLD deviations appear is about two orders of magnitude smaller. 
rmance of the adaptive control law can be greatly varied by choosing different learning rates.
ce large initial inertia matrix and external disturbance model errors are present, the adap-

 rates were reduced to avoid radical transient torques. The control torque vector components
s cases are shown in Fig. 31.3(c). The open-loop torques don’t approach the ideal LCLD
g the transient part of the maneuver. The torques required by either adaptive case are very

difference is that the case with external disturbance learning is causing some extra oscillation
ol about the LCLD case. However, note that with the chosen adaptive learning rates neither
exhibits any radical transient torques about the ideal LCLD torque profile. Figure 31.3(d)
at the adaptive external disturbance estimate Fe indeed asymptotically approaches the true
urbance . By reducing the external disturbance adaptive learning rate  the transient
mate errors are kept within a reasonable range. 
.3(f) shows the absolute performance error in attitude rates. Both cases with adaptation
 large reductions in attitude rate errors compared to the nonadaptive case. 
se of the adaptive control discussed in this example is to enforce the desired LCLD. The previous

rate that the resulting overall system remains asymptotically stable. Figure 31.3(e) illustrates
 performance error between the actual motion s(t) and the desired linear reference motion
gure demonstrates again the large performance error that results from using the open-loop
with the incorrect system model. Adding adaptation improves the transient performance
up to two orders of magnitude. Without including the external disturbance learning, the

ance error decay rate flattens out. This error will decay to zero. However, with the given
ns, it does so at a slower rate than if no adaptation is taking place. Adding the external
learning greatly improves the final performance error decay since the system is obtaining an
del of the actual constant disturbance. If the initial model estimates were more accurate,
sive adaptive learning rates could be used, resulting in even better LCLD performance
is simulation illustrates though that even in the presence of large system uncertainty it is
rack the desired LCLD very well. 

utput Feedback Adaptive Control

o the state-space approaches, the input–output approach treats the plant as a black box that
he applied inputs into the corresponding output space. Stability theory for nonlinear systems
ut–output viewpoint is important in the context of adaptive output feedback control design.
he problem of adaptive observer design involving state estimation of systems with unknown
is often the stepping stone towards resolving the output feedback control problem. There
ly recent breakthroughs in this area where the nonlinear adaptive observer design procedure
tended to a slightly more general case of systems where the coefficients of the unknown
can depend on the entire state, and not just on the measured part.15

e extent, some powerful results have been made possible by exploiting certain “passivity-
ns coupled with the usual persistent excitation conditions. Crucial to this discussion is the

Fe
∗ gFe
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concept of passivity, which is really an abstract representation of the idea of energy dissipation in both
linear and nonlinear systems. Passive systems are most common in mechanical and electrical engineering
applications
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. A mechanical system consisting of masses, springs, and viscous dashpots is a common
 a passive system. We now give the following definitions. 

runcation of a signal
e space of real-valued functions defined on [0, ∞). Let x be an element of Y. Then the
f x at some T > 0 is defined by

xtended space
med linear subspace of Y, then the extended space Xe is defined by the set

d L2 space is denoted by L2e.

calar product between two signals
roduct between two real-valued time signals x, y ∈L2e is defined as

assive systems
th input u(t) and output y(t) is passive if

is input strictly passive if  �  > 0 such that

is said to be output strictly passive if  � > 0 such that

daptive Observers and Output Feedback Control

e the nonlinear adaptive observer problem formulated by Besancon15:

 
(31.15)

ions f and g are C∞ with respect to all their arguments and q is a constant and unknown
ariables x, u, and y respectively denote the state, input, and output vectors. The input signals
med to belong to some set of measurable and bounded functions. By the phrase adaptive
 imply the problem of reconstructing a state estimate (t) using the input u and output y
ce of the unknown parameter q such that . The conditions for the

xT t( )
x t( ) for 0 t T≤≤
0 for t T>




=

x Y : xT X for some fixed T 0≥∈∈{ }

x | y〈 〉 xT t( )y t( ) td
0

∞

∫ xT t( )y t( ) td
0

T

∫= =

y u〈 | 〉 0≥

∃

y u〈 | 〉 � u 2≥

∃

y u〈 | 〉 � y 2≥

ẋ f x, u, t( ) g x, u, t( )q+=
y h x( )=

x̂
limt→∞ x̂ t( ) x t( )– 0=
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existence of such an observer are now available,

 

15

 

 which can be stated as follows. If a corresponding
observer exists in the case when 

 

θ

 

 is known, and if this deterministic case observer is such that when a
parameter e

 and the o

        

unknown. In
need persist

  

This powe
the absence 

  

rigid-body a

  

between the
this context 
based const
needed for f

  

global asym

  

31.9 C

 

Historically 
nonlinear sy
In some lim
been highly 
areas such a

It is not d
ways, and no
odologies. O
mechanical 
introduction
general nonl
stability for t
formations h

  

these so-call
controllers b
approach ha
chanical syst

 

Reference

 

1. Narendr

 

33rd Co

 

2. Slotine, 

  

3. Khalil, H

  

4. Sastry, S

  

5. Tao, G., 

  

Vol. 42, 
6. Narendr

  

7. Ioannou

  

NJ, 1995
8. Astrom,

  

9. Gantma

    

10. Krsti , M
new clas

  

θ̃

ć
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rror  is made and the state estimation error system is passive between the “input”
utput error h  − y, then an asymptotic state observer can be designed even when θ is
 addition to this passivity requirement, parameter error convergence, as usual, would further

ence of excitation with respect to u. 
rful result finds immediate applications within the problem of spacecraft attitude tracking in

of angular velocity measurements.16 It is now well known that the governing equations of the
ttitude control problem in terms of the MRP vector satisfy certain passivity conditions17, 18

 angular velocity vector and the MRP vector. A very important consequence of passivity in
is the fact that feedback control laws for attitude control can be implemented in a Lyapunov-
ruction without requiring angular velocity measurements. In such a case, the only signal
eedback purposes would be the attitude vector. The resulting control laws provide almost
ptotic stability in the sense of Tsiotras.18

oncluding Remarks

speaking, the development and application of modern adaptive control theory for generic
stems adopted the philosophical approach of extending existing linear system methodologies.
ited cases such as regulator theory, this approach of paralleling linear system methods has
successful. However, obtaining the same degree of success has been elusive in other research
s trajectory tracking, controller synthesis, and state reconstruction. 
ifficult to fathom the reason for this bottleneck. Nonlinear systems occur in a vast variety of
t all of them can be handled by simple extensions to existing linear adaptive control meth-

ne promising approach for the purpose of future research would be to specialize the study to
systems, thereby restricting the class of nonlinear systems considered, and thus enabling the
 of “structure” and additional constraints. Whereas in the case of output feedback control for
inear systems, separate designs of stable observers and controllers do not necessarily guarantee
heir combination (no separation principle), some structured approaches utilizing state trans-
ave already been shown to help recover the separation properties in some cases.15 As a result,
ed structured approaches also enabled the formulation of global and semi-global tracking
ased on output (partial state) feedback. It is quite possible that a focused pursuit of the same
s the potential for providing a key to solving several other problems arising out of electrome-
ems that are otherwise intractable. 
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Neural Networks

and Fuzzy Systems

32.1 Neural Networks and Fuzzy Systems
32.2 Neuron Cell
32.3 Feedforward Neural Networks
32.4 Learning Algorithms for Neural Networks

Hebbian Learning Rule • Correlation Learning 
Rule • Instar Learning Rule • Winner Takes All 
(WTA) • Outstar Learning Rule • Widrow–Hoff LMS 
Learning Rule • Linear Regression • Delta Learning 
Rule • Error Backpropagation Learning

32.5 Special Feedforward Networks
Functional Link Network • Feedforward Version of the 
Counterpropagation Network • WTA 
Architecture • Cascade Correlation Architecture • Radial 
Basis Function Networks

32.6 Recurrent Neural Networks 
Hopfield Network • Autoassociative 
Memory • Bidirectional Associative Memories (BAM) 

32.7 Fuzzy Systems 
Fuzzification • Rule Evaluation • Defuzzification • Design 
Example

32.8 Genetic Algorithms
Coding and Initialization • Selection and Reproduction • 
Reproduction • Mutation 

32.1 Neural Networks and Fuzzy Systems

New and better electronic devices have inspired researchers to build intelligent machines operating in a
fashion similar to the human nervous system. Fascination with this goal started when McCulloch and
Pitts (1943) developed their model of an elementary computing neuron and when Hebb (1949) intro-
duced his learning rules. A decade later Rosenblatt (1958) introduced the perceptron concept. In the early
1960s Widrow and Holf (1960, 1962) developed intelligent systems such as ADALINE and MADALINE.
Nillson (1965) in his book Learning Machines summarized many developments of that time. The pub-
lication of the Mynsky and Paper (1969) book, with some discouraging results, stopped for some time the
fascination with artificial neural networks, and achievements in the mathematical foundation of the back-
propagation algorithm by Werbos (1974) went unnoticed. The current rapid growth in the area of neural
networks started with the Hopfield (1982, 1984) recurrent network, Kohonen (1982) unsupervised training
algorithms, and a description of the backpropagation algorithm by Rumelhart et al. (1986).

Bogdan M. Wilamowski
University of Wyoming
©2002 CRC Press LLC
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 neuron is a complicated structure, which receives trains of pulses on hundreds of excitatory
ry inputs. Those incoming pulses are summed with different weights (averaged) during the
of latent summation. If the summed value is higher than a threshold, then the neuron itself
 a pulse, which is sent to neighboring neurons. Because incoming pulses are summed with

uron generates a pulse train with a higher frequency for higher positive excitation. In other
 value of the summed weighted inputs is higher, the neuron generates pulses more frequently.
 time, each neuron is characterized by the nonexcitability for a certain time after the firing
so-called refractory period can be more accurately described as a phenomenon where after
e threshold value increases to a very high value and then decreases gradually with a certain
t. The refractory period sets soft upper limits on the frequency of the output pulse train.

gical neuron, information is sent in the form of frequency modulated pulse trains.
ription of neuron action leads to a very complex neuron model, which is not practical.
nd Pitts (1943) show that even with a very simple neuron model, it is possible to build logic
 circuits. Furthermore, these simple neurons with thresholds are usually more powerful than
 gates used in computers. The McCulloch–Pitts neuron model assumes that incoming and
nals may have only binary values 0 and 1. If incoming signals summed through positive or
ghts have a value larger than threshold, then the neuron output is set to 1. Otherwise, it is

(32.1)

he threshold and net value is the weighted sum of all incoming signals:

(32.2)

 of McCulloch–Pitts neurons realizing OR, AND, NOT, and MEMORY operations are shown
 Note that the structure of OR and AND gates can be identical. With the same structure,
unctions can be realized, as Fig. 32.2 shows.
ptron model has a similar structure. Its input signals, the weights, and the thresholds could

sitive or negative values. Usually, instead of using variable threshold, one additional constant
 negative or positive weight can added to each neuron, as Fig. 32.3 shows. In this case, the

OR, AND, NOT, and MEMORY operations using networks with McCulloch–Pitts neuron model.

Other logic function realized with McCulloch–Pitts neuron model.
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always set to be zero and the net value is calculated as

(32.3)

as the same value as the required threshold and the opposite sign. Single-layer perceptrons
sfully used to solve many pattern classification problems. The hard threshold activation
e given by

(32.4)

 neurons and

(32.5)

eurons. For these types of neurons, most of the known training algorithms are able to adjust
 in single-layer networks.

r neural networks usually use continuous activation functions, either unipolar 

(32.6)

(32.7)

tinuous activation functions allow for the gradient-based training of multilayer networks.
ation functions are shown in Fig. 32.4. In the case when neurons with additional threshold
ed (Fig. 32.3(b)), the λ parameter can be eliminated from Eqs. (32.6) and (32.7) and the
 the neuron response can be controlled by the weight scaling only. Therefore, there is no real
neurons with variable gains.
t even neuron models with continuous activation functions are far from an actual biological
ch operates with frequency modulated pulse trains. 

Threshold implementation with an additional weight and constant input with +1 value: (a) neuron
d T, (b) modified neuron with threshold T = 0 and additional weight equal to −T.

T = t
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eedforward Neural Networks

 neural networks allow only one-directional signal flow. Furthermore, most feedforward
orks are organized in layers. An example of the three-layer feedforward neural network is
g. 32.5. This network consists of input nodes, two hidden layers, and an output layer. 
euron is capable of separating input patterns into two categories, and this separation is linear.
, for the patterns shown in Fig. 32.6, the separation line is crossing x1 and x2 axes at points x10

 separation can be achieved with a neuron having the following weights: w1 = 1/x10, w2 = 1/x20,
. In general for n dimensions, the weights are 

(32.8)

on can divide only linearly separated patterns. To select just one region in n-dimensional input
than n + 1 neurons should be used. If more input clusters are to be selected, then the number
n the input (hidden) layer should be properly multiplied. If the number of neurons in the
n) layer is not limited, then all classification problems can be solved using the three-layer
 example of such a neural network, classifying three clusters in the two-dimensional space, is
g. 32.7. Neurons in the first hidden layer create the separation lines between input clusters.

Typical activation functions: (a) hard threshold unipolar, (b) hard threshold bipolar, (c) continuous
continuous bipolar.

An example of the three-layer feedforward neural network, which is sometimes known also as the
ion network.
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he second hidden layer perform the AND operation, as shown in Fig. 32.1(b). Output neurons
 OR operation, as shown in Fig. 32.1(a), for each category. The linear separation property of
kes some problems especially difficult for neural networks, such as exclusive OR, parity
 for several bits, or to separate patterns laying on two neighboring spirals.

orward neural network is also used for nonlinear transformation (mapping) of a multidi-
input variable into another multidimensional variable in the output. In theory, any
t mapping should be possible if the neural network has enough neurons in hidden layers.

put layer is set by the number of outputs required). In practice, this is not an easy task.
ere is no satisfactory method to define how many neurons should be used in hidden layers.
 is found by the trial-and-error method. In general, it is known that if more neurons are
complicated shapes can be mapped. On the other hand, networks with large numbers of
 their ability for generalization, and it is more likely that such networks will also try to map
ed to the input. 

earning Algorithms for Neural Networks

 the biological neurons, the weights in artificial neurons are adjusted during a training
arious learning algorithms were developed, and only a few are suitable for multilayer neuron
me use only local signals in the neurons, others require information from outputs; some

pervisor who knows what outputs should be for the given patterns, and other unsupervised
eed no such information. Common learning rules are described in the following sections. 

Illustration of the property of linear separation of patterns in the two-dimensional space by a single

An example of the three-layer neural network with two inputs for classification of three different
ne category. This network can be generalized and can be used for solution of all classification problems.
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Hebbian Learning Rule
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and deactiva
operating in
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ted at the same time, then the weight connecting these neurons should increase. For neurons
 the opposite phase, the weight between them should decrease. If there is no signal correlation,
hould remain unchanged. This assumption can be described by the formula

(32.9)

ht from ith to jth neuron,
ning constant,
al on the ith input,
ut signal.

 process starts usually with values of all weights set to zero. This learning rule can be used
 and hard threshold neurons. Since desired responses of neurons are not used in the learning
his is the unsupervised learning rule. The absolute values of the weights are usually pro-
 the learning time, which is undesired. 

on Learning Rule

ion learning rule is based on a similar principle as the Hebbian learning rule. It assumes that
een simultaneously responding neurons should be largely positive, and weights between

h opposite reaction should be largely negative. Contrary to the Hebbian rule, the correlation
upervised learning. Instead of actual response, oj, the desired response, dj, is used for the
ge calculation

(32.10)

ing algorithm usually starts with initialization of weights to zero values. 

arning Rule

ors and weights are normalized, or they have only binary bipolar values ( −1 or +1 ), then
e will have the largest positive value when the weights and the input signals are the same.
eights should be changed only if they are different from the signals 

(32.11)

t the information required for the weight is taken only from the input signals. This is a very
supervised learning algorithm. 

akes All (WTA)

 a modification of the instar algorithm where weights are modified only for the neuron with
net value. Weights of remaining neurons are left unchanged. Sometimes this algorithm is
 such a way that a few neurons with the highest net values are modified at the same time.
is is an unsupervised algorithm because we do not know what are desired outputs, there is
 “judge” or “supervisor” to find a winner with a largest net value. The WTA algorithm,

y Kohonen (1982), is often used for automatic clustering and for extracting statistical prop-
ut data. 

∆wij cxioj=

∆wij cxidj=

∆wi c xi wi–( )=
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Outstar Learning Rule

In the outstar learning rule, it is required that weights connected to a certain node should be equal to
the desired o

where dj is th
the learning
Both instar 

Widrow–

Widrow and
for the desir
value is min

where
Errorj = e

P = n
djp = d

net = g

This rule is 
with respect

Note that w
Therefore, it
known as in
been applied
which patter
same result.
net value to 
not importa
a very large 
Eq. (32.13) 

Linear Re

The LMS le
converges to
only one ste

Consideri
weight vecto

0066_Frame_C32.fm  Page 7  Wednesday, January 9, 2002  7:54 PM

©2002 CRC P
utputs for the neurons connected through those weights

(32.12)

e desired neuron output and c is the small learning constant, which further decreases during
 procedure. This is the supervised training procedure because desired outputs must be known.
and outstar learning rules were developed by Grossberg (1969). 

Hoff LMS Learning Rule

 Hoff (1960, 1962) developed a supervised training algorithm, which allows training a neuron
ed response. This rule was derived so the square of the difference between the net and output
imized.

(32.13)

rror for jth neuron,
umber of applied patterns,
esired output for jth neuron when pth pattern is applied,
iven by Eq. (32.2). 

also known as the least mean square (LMS) rule. By calculating a derivative of Eq. (32.13)
 to wij, a formula for the weight change can be found:

(32.14)

eight change ∆wij is a sum of the changes from each of the individual applied patterns.
 is possible to correct the weight after each individual pattern was applied. This process is
cremental updating; cumulative updating is when weights are changed after all patterns have
. Incremental updating usually leads to a solution faster, but it is sensitive to the order in
ns are applied. If the learning constant c is chosen to be small, then both methods give the

 The LMS rule works well for all types of activation functions. This rule tries to enforce the
be equal to desired value. Sometimes this is not what the oberver is looking for. It is usually
nt what the net value is, but it is important if the net value is positive or negative. For example,
net value with a proper sign will result in correct output and in large error as defined by
and this may be the preferred solution.

gression

arning rule requires hundreds or thousands of iterations, using formula (32.14), before it
 the proper solution. Using the linear regression rule, the same result can be obtained in
p. 
ng one neuron and using vector notation for a set of the input patterns X applied through
r w, the vector of net values net is calculated using 

(32.15)

∆wij c dj wij–( )=

Errorj netjp djp–( )2

p=1

P

∑=

∆wij cxi djp netjp–( )
p=1

P

∑=

Xw net=
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ber of inputs,
ber of patterns. 

 size of the input patterns is always augmented by one, and this additional weight is responsible
hold (see Fig. 32.3(b)). This method, similar to the LMS rule, assumes a linear activation
d so the net values net should be equal to desired output values d

Xw = d (32.16) 

n + 1, and the preceding equation can be solved only in the least mean square error sense.
ctor arithmetic, the solution is given by

(32.17)

ional method is used, the set of p equations with n + 1 unknowns, Eq. (32.16), has to be
 the set of n + 1 equations with n + 1 unknowns

(32.18)

nts of the Y matrix and the z vector are given by 

(32.19)

given by Eq. (32.17) or they can be obtained by a solution of Eq. (32.18). 

rning Rule

ethod assumes linear activation function net = o, and the obtained solution is sometimes far
m, as is shown in Fig. 32.8 for a simple two-dimensional case, with four patterns belonging

ories. In the solution obtained using the LMS algorithm, one pattern is misclassified. If error

An example with a comparison of results obtained using LMS and delta training algorithms. Note
ot able to find the proper solution. 

w XTX( ) 1–
XTd=

Yw z=

yij xipxjp, zi xipdp

p=1

P

∑=
p=1

P

∑=
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(32.20)

ivative of the error with respect to the weight wij is 

(32.21)

et) and the net is given by Eq. (32.2). Note that this derivative is proportional to the derivative
tion function f ′(net). Thus, this type of approach is possible only for continuous activation
d this method cannot be used with hard activation functions (32.4) and (32.5). In this respect
thod is more general. The derivatives’ most common continuous activation functions are 

(32.22)

olar, Eq. (32.6), and

(32.23)

lar, Eq. (32.7).
 cumulative approach, the neuron weight wij should be changed with a direction of gradient 

(32.24)

 the incremental training for each applied pattern 

(32.25)

hange should be proportional to input signal xi, to the difference between desired and actual
 ojp, and to the derivative of the activation function . Similar to the LMS rule, weights

ted in both the incremental and the cumulative methods. In comparison to the LMS rule,
e always leads to a solution close to the optimum. As it is illustrated in Fig. 32.8, when the
used, all four patterns are classified correctly. 

kpropagation Learning

arning rule can be generalized for multilayer networks. Using an approach similiar to the
e gradient of the global error can be computed with respect to each weight in the network.
, 

(32.26)

ning constant, 
al on the ith neuron input, 
vative of activation function.

Errorj ojp djp–( )2

p=1

P

∑=

d Errorj

dwij

------------------ 2 ojp djp–( )
df netjp( )

d netjp

----------------------xi

p=1

P

∑=

f ′ o 1 o–( )=

f ′ 0.5 1 o2–( )=

∆wij cxi djp ojp–( )f ′jp
p=1

P

∑=

∆wij cxi f ′j dj oj–( )=

f ′jp

∆wij cxi fj′ Ej=
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tive error Ej on neuron output is given by

(32.27)

the number of network outputs and Ajk is the small signal gain from the input of the jth
e kth network output, as Fig. 32.9 shows. The calculation of the backpropagating error starts
t layer and cumulative errors are calculated layer by layer to the input layer. This approach
cal from the point of view of hardware realization. Instead, it is simpler to find signal gains
put of the jth neuron to each of the network outputs (Fig. 32.9). In this case, weights are
ing 

(32.28)

is formula is general, regardless of whether the neurons are arranged in layers or not. One
gains Ajk is to introduce an incremental change on the input of the jth neuron and observe
n the kth network output. This procedure requires only forward signal propagation, and it
plement in a hardware realization. Another possible way is to calculate gains through each

en find the total gains as products of layer gains. This procedure is equally or less computa-
nsive than a calculation of cumulative errors in the error backpropagation algorithm.
propagation algorithm has a tendency for oscillation. To smooth the process, the weights
wij can be modified according to Rumelhart, Hinton, and Wiliams (1986): 

(32.29)

 to Sejnowski and Rosenberg (1987),

(32.30)

he momentum term.

Illustration of the concept of gain computation in neural networks.

xi

+1

wij
netj
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fj′
---- ok dk–( )Ajk

k=1

K

∑=

∆wij cxi ok dk–( )Ajk

k=1

K

∑=

wij n 1+( ) wij n( ) ∆wij n( ) a∆wij n 1–( )+ +=
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propagation algorithm can be significantly sped up, when, after finding components of the
ights are modified along the gradient direction until a minimum is reached. This process

ed on without the necessity of a computationally intensive gradient calculation at each step.
dient components are calculated once a minimum is obtained in the direction of the previous
is process is only possible for cumulative weight adjustment. One method of finding a
long the gradient direction is the tree step process of finding error for three points along
ection and then, using a parabola approximation, jump directly to the minimum. The fast
rithm using the described approach was proposed by Fahlman (1988) and is known as the

propagation algorithm has many disadvantages, which lead to very slow convergency. One
 painful is that in the backpropagation algorithm, the learning process almost perishes for
onding with the maximally wrong answer. For example, if the value on the neuron output

1 and desired output should be close to −1, then the neuron gain f ′(net) ≈ 0 and the error
t backpropagate, and so the learning procedure is not effective. To overcome this difficulty,

method for derivative calculation was introduced by Wilamowski and Torvik (1993). The
 calculated as the slope of a line connecting the point of the output value with the point of
alue, as shown in Fig. 32.10. 

(32.31)

r small errors, Eq. (32.31) converges to the derivative of activation function at the point of
alue. With an increase of system dimensionality, the chances for local minima decrease. It
hat the described phenomenon, rather than a trapping in local minima, is responsible for
 problems in the error backpropagation algorithm. 

pecial Feedforward Networks

er backpropagation network, as shown in Fig. 32.5, is a commonly used feedforward network.
k consists of neurons with the sigmoid type continuous activation function presented in
 and 32.4(d). In most cases, only the one hidden layer is required, and the number of neurons
n layer are chosen to be proportional to the problem complexity. The number of neurons in
ayer is usually found by a trial-and-error process. The training process starts with all weights
 to small values, and the error backpropagation algorithm is used to find a solution. When
process does not converge, the training is repeated with a new set of randomly chosen weights.

0 Illustration of the modified derivative calculation for faster convergency of the error backpropagation

−1

MODIFIED DERIVATIVE

net

DESIRED
OUTPUT

fmodif

odesired oactual–
netdesired netactual–
----------------------------------------=
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Nguyen and Widrow (1990) proposed an experimental approach for the two-layer network weight initial-
ization. In the second layer, weights are randomly chosen in the range from −0.5 to +0.5. In the first layer,
initial weigh

where zij is t

where n is th
weight initia

For adequ
network stru
generalizatio
patterns that
from the tra
agation netw
which can b

Function

One-layer ne
problems. O
elaborated b
with initially
is increased.
the function
off-line usin
shows an X O
is used, this 
proper select
to predict wh
approach ca

FIGURE 32.1

0066_Frame_C32.fm  Page 12  Wednesday, January 9, 2002  7:54 PM

©2002 CRC P
ts are calculated from

(32.32)

he random number from −0.5 to +0.5 and the scaling factor b is given by 

(32.33)

e number of inputs and N is the number of hidden neurons in the first layer. This type of
lization usually leads to faster solutions.
ate solutions with backpropagation networks, typically many tries are required with different
ctures and different initial random weights. It is important that the trained network gains a
n property. This means that the trained network also should be able to handle correctly
 were not used for training. Therefore, in the training procedure, often some data are removed
ining patterns and then these patterns are used for verification. The results with backprop-
orks often depend on luck. This encouraged researchers to develop feedforward networks,

e more reliable. Some of those networks are described in the following sections. 

al Link Network

ural networks are relatively easy to train, but these networks can solve only linearly separated
ne possible solution for nonlinear problems was presented by Nilsson (1965) and was then
y Pao (1989) using the functional link network shown in Fig. 32.11. Using nonlinear terms
 determined functions, the actual number of inputs supplied to the one-layer neural network
 In the simplest case, nonlinear elements are higher order terms of input patterns. Note that
al link network can be treated as a one-layer network, where additional input data are generated
g nonlinear transformations. The learning procedure for one-layer is easy and fast. Figure 32.12

R problem solved using functional link networks. Note that when the functional link approach
difficult problem becomes a trivial one. The problem with the functional link network is that
ion of nonlinear elements is not an easy task. In many practical cases, however, it is not difficult
at kind of transformation of input data may linearize the problem, and so the functional link

n be used. 

1 The functional link network. 
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ard Version of the Counterpropagation Network

ropagation network was originally proposed by Hecht-Nilsen (1987). In this section a mod-
ward version as described by Zurada (1992) is discussed. This network, which is shown in
quires numbers of hidden neurons equal to the number of input patterns, or more exactly,
er of input clusters. The first layer is known as the Kohonen layer with unipolar neurons.

 only one neuron, the winner, can be active. The second is the Grossberg outstar layer. The
er can be trained in the unsupervised mode, but that need not be the case. When binary

ns are considered, the input weights must be exactly equal to the input patterns. In this case, 

(32.34)

n = number of inputs,
w = weights,
x = input vector, 

 x) = Hamming distance between input pattern and weights. 

2 Functional link networks for solution of the X OR problem: (a) using unipolar signals, (b) using
s. 

3 The counterpropagation network. 
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(32.35)

red that the neuron must also react for similar patterns, then the threshold should be set to
(1 + HD)], where HD is the Hamming distance defining the range of similarity. Since for

t pattern only one neuron in the first layer may have the value of 1 and remaining neurons
s, the weights in the output layer are equal to the required output pattern. 
ork, with unipolar activation functions in the first layer, works as a lookup table. When the
tion function (or no activation function at all) is used in the second layer, then the network
onsidered as an analog memory. For the address applied to the input as a binary vector, the
 analog values, as weights in the second layer, can be accurately recovered. The feedforward
agation network may also use analog inputs, but in this case all input data should be

 

(32.36)

terpropagation network is very easy to design. The number of neurons in the hidden layer
e number of patterns (clusters). The weights in the input layer are equal to the input patterns,

ghts in the output layer are equal to the output patterns. This simple network can be used
totyping. The counterpropagation network usually has more hidden neurons than required.

ch an excessive number of hidden neurons are also used in more sophisticated feedforward
ch as the probabilistic neural network (PNN) Specht (1990) or the general regression neural
RNN) Specht (1992). 

hitecture

 take all (WTA) network was proposed by Kohonen (1988). This is basically a one-layer
d in the unsupervised training algorithm to extract a statistical property of the input data,
. At the first step, all input data are normalized so that the length of each input vector is the
sually, equal to unity, Eq. (32.36). The activation functions of neurons are unipolar and

 The learning process starts with a weight initialization to small random values. During the
cess the weights are changed only for the neuron with the highest value on the output—the

(32.37)

ghts of the winning neuron, 
ut vector,
ning constant. 

single-layer network is arranged into a two-dimensional layer shape, as shown in Fig. 32.14(b).
al shape is usually chosen to secure strong interaction between neurons. Also, the algorithm

in such a way that not only the winning neuron but also neighboring neurons are allowed
t change. At the same time, the learning constant c in Eq. (32.37) decreases with the distance

nning neuron. After such an unsupervised training procedure, the Kohonen layer is able to
ta into clusters. Output of the Kohonen layer is then connected to the one- or two-layer
 network with the error backpropagation algorithm. This initial data organization in the
sually leads to rapid training of the following layer or layers.

w n+1( ) n 1–( )–=

wi x̂i
xi

xi

--------= =

∆ww c x ww–( )=
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Correlation Architecture

 correlation architecture was proposed by Fahlman and Lebiere (1990). The process of
lding starts with a one-layer neural network and hidden neurons are added as needed. The
hitecture is shown in Fig. 32.15. In each training step, a new hidden neuron is added and its
adjusted to maximize the magnitude of the correlation between the new hidden neuron
the residual error signal on the network output to be eliminated. The correlation parameter
aximized:

(32.38)

4 A winner take all architecture for cluster extracting in the unsupervised training mode: (a) network
(b) single-layer network arranged into a hexagonal shape. 

5 The cascade correlation architecture.
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ber of training patterns,
put on the new hidden neuron, 
r on the network output.

are average values of Vp and Epo, respectively. By finding the gradient, dS/dwi, the weight,
for the new neuron can be found as 

(32.39)

 of the correlation between the new neuron output value and network output,
ivative of activation function for pattern p,
ut signal.

neurons are trained using the delta or quickprop algorithms. Each hidden neuron is trained
d then its weights are frozen. The network learning and building process is completed when
results are obtained. 

sis Function Networks

e of the radial basis network is shown in Fig. 32.16. This type of network usually has only
layer with special neurons. Each of these neurons responds only to the inputs signals close
 pattern. The output signal hi of the ith hidden neuron is computed using formula 

(32.40)

6 A typical structure of the radial basis function network. 
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ed pattern representing the center of the i cluster,
ius of the cluster.

e behavior of this “neuron” significantly differs form the biological neuron. In this “neuron,”
 not a function of the weighted sum of the input signals. Instead, the distance between the
tored pattern is computed. If this distance is zero, the neuron responds with a maximum
nitude equal to one. This neuron is capable of recognizing certain patterns and generating
ls that are functions of a similarity. Features of this neuron are much more powerful than

ed in the backpropagation networks. As a consequence, a network made of such neurons is
owerful. 
ut signal is the same as a pattern stored in a neuron, then this neuron responds with 1 and
eurons have 0 on the output, as is illustrated in Fig. 32.16. Thus, output signals are exactly
weights coming out from the active neuron. This way, if the number of neurons in the hidden
, then any input–output mapping can be obtained. Unfortunately, it may also happen that
tterns several neurons in the first layer will respond with a nonzero signal. For a proper

on, the sum of all signals from the hidden layer should be equal to one. To meet this requirement,
ls are often normalized, as shown in Fig. 32.16.
l-based networks can be designed or trained. Training is usually carried out in two steps. In
, the hidden layer is usually trained in the unsupervised mode by choosing the best patterns
epresentation. An approach similar to that used in the WTA architecture can be used. Also
radii si must be found for a proper overlapping of clusters.
d step of training is the error backpropagation algorithm carried on only for the output

this is a supervised algorithm for one layer only, the training is very rapid, 100–1000 times
n the backpropagation multilayer network. This makes the radial basis-function network
ve. Also, this network can be easily modeled using computers; however, its hardware imple-
ould be difficult. 

ecurrent Neural Networks

o feedforward neural networks, with recurrent networks neuron outputs can be connected
puts. Thus, signals in the network can continuously circulate. Until recently, only a limited
ecurrent neural networks were described. 

Network

ayer recurrent network was analyzed by Hopfield (1982). This network, shown in Fig. 32.17,
 hard threshold neurons with outputs equal to 0 or 1. Weights are given by a symmetrical

ix W with zero elements (wij = 0 for i = j) on the main diagonal. The stability of the system
alyzed by means of the energy function 

(32.41)

proved that during signal circulation the energy E of the network decreases and the system
 the stable points. This is especially true when the values of system outputs are updated in
nous mode. This means that at a given cycle, only one random output can be changed to
 values. Hopfield also proved that those stable points, which the system converges, can be

E
1
2
-- Wijvivj

j=1

N

∑
i=1

N

∑–=
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d by adjusting the weights using a modified Hebbian rule, 

(32.42)

ry has limited storage capacity. Based on experiments, Hopfield estimated that the maximum
tored patterns is 0.15N, where N is the number of neurons. 
concept of energy function was extended by Hopfield (1984) to one-layer recurrent networks
ons with continuous activation functions. These types of networks were used to solve many
 and linear programming problems. 

ciative Memory

84) extended the concept of his network to autoassociative memories. In the same network
shown in Fig. 32.17, the bipolar hard-threshold neurons were used with outputs equal to −1
 network, pattern sm are stored into the weight matrix W using the autocorrelation algorithm 

(32.43)

he number of stored patterns and I is the unity matrix. Note that W is the square symmetrical
elements on the main diagonal equal to zero (wji for i = j). Using a modified formula (32.42),
s can be added or subtracted from memory. When such memory is exposed to a binary
rn by enforcing the initial network states, after signal circulation the network will converge
t (most similar) stored pattern or to its complement. This stable point will be at the closest
f the energy 

(32.44)

pfield network, the autoassociative memory has limited storage capacity, which is estimated

max = 0.15N. When the number of stored patterns is large and close to the memory capacity,
 has a tendency to converge to spurious states, which were not stored. These spurious states
al minima of the energy function. 

7 A Hopfield network or autoassociative memory. 
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nal Associative Memories (BAMs)

 of the autoassociative memory was extended to bidirectional associative memories (BAM) by
, 1988). This memory, shown in Fig. 32.18, is able to associate pairs of the patterns a and b.
wo-layer network with the output of the second layer connected directly to the input of the
he weight matrix of the second layer is WT and W for the first layer. The rectangular weight
 obtained as a sum of the cross-correlational matrices 

(32.45)

he number of stored pairs, and am and bm are the stored vector pairs. If the nodes a or b are
ith a vector similar to the stored one, then after signal circulations, both stored patterns am

ld be recovered. The BAM has limited memory capacity and memory corruption problems
e autoassociative memory. The BAM concept can be extended for association of three or

s. 

uzzy Systems

plications of neural networks are related to the nonlinear mapping of n-dimensional input
o m-dimensional output variables. Such a function is often required in control systems,
pecific measured variables, certain control variables must be generated. Another approach
r mapping of one set of variables into another set of variables is the fuzzy controller. The
 operation of the fuzzy controller significantly differs from neural networks. The block
 fuzzy controller is shown in Fig. 32.19. In the first step, analog inputs are converted into a

variables. In this step, for each analog input, 3–9 fuzzy variables typically are generated. Each
le has an analog value between zero and one. In the next step, a fuzzy logic is applied to the
variables and a resulting set of output variables is generated. In the last step, known as
n, from a set of output fuzzy variables, one or more output analog variables are generated,

sed as control variables. 

8 An example of the bidirectional autoassociative memory: (a) drawn as a two-layer network with
nals, (b) drawn as two-layer network with bidirectional signal flow. 
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tion

 of fuzzification is to convert an analog variable input into a set of fuzzy variables. For higher
re fuzzy variables will be chosen. To illustrate the fuzzification process, consider that the input
e temperature and is coded into five fuzzy variables: cold, cool, normal, warm, and hot. Each

le should obtain a value between zero and one, which describes a degree of association of the
 (temperature) within the given fuzzy variable. Sometimes, instead of the term degree of associ-
m degree of membership is used. The process of fuzzification is illustrated in Fig. 32.20. Using
 can find the degree of association of each fuzzy variable with the given temperature. For example,
ature of 57°F, the following set of fuzzy variables is obtained: [0, 0.5, 0.2, 0, 0], and for T = 80°F,
5, 0.7, 0]. Usually only one or two fuzzy variables have a value other than zero. In the example,
unctions are used for calculation of the degree of association. Various different functions such
 or Gaussian can also be used, as long as the computed value is in the range from zero to one.
rship function is described by only three or four parameters, which have to be stored in memory. 
r design of the fuzzification stage, certain practical rules should be used: 

point of the input analog variable should belong to at least one and no more than two
bership functions. 

verlapping functions, the sum of two membership functions must not be larger than one.
also means that overlaps must not cross the points of maximum values (ones).

igher accuracy, more membership functions should be used. However, very dense functions
o frequent system reaction and sometimes to system instability. 

luation

to boolean logic where variables can have only binary states, in fuzzy logic all variables may
ues between zero and one. The fuzzy logic consists of the same basic: ∧—AND, ∨—OR, and
ors: 

⇒ min{A, B, C}—smallest value of A or B or C
 ⇒ max{A, B, C}—largest value of A or B or C

⇒ 1 1–A—one minus value of A 

9 The block diagram of the fuzzy con-

0 Fuzzification process: (a) typical membership functions for the fuzzification and the defuzzification
 example of converting a temperature into fuzzy variables.

DEFUZZIFICATION

INPUT FUZZY 
VARIABLES

FUZZIFICATION

RULE EVALUATION

OUTPUT FUZZY 
VARIABLES

ANALOG OUTPUTS

40 50 60 70 80 90 100 110

57O 80OF

COOL NORMAL WARM HOT

OF

T

F
U

Z
Z

IF
IC

A
T

IO
N

57O F

HOT

WARM

NORMAL

COOL

COLD

0

0

0.3

0.5

0 F
U

Z
Z

IF
IC

A
T

IO
N

80O F

HOT

WARM

NORMAL

COOL

COLD

0

0.7

0.2

0

0

F

ress LLC



For exam
Zadeh AND,
logic.

Fuzzy rul
with two an
generating z
x1, x2, x3, x4,
an analog ou
process is to
in the table i
variables xi 
specified, th
with interme
This step is i
is used to co
t41, t51}, z2 =
depend on t

Defuzzifi

As a result o
The purpos
function sim
are used to m

For example
have shapes 

FIGURE 32.2

FIGURE 32.2

y1

z1x1

y2

z1

y3

z2

y1

t11x1

y2

t12

y3

t13

0066_Frame_C32.fm  Page 21  Wednesday, January 9, 2002  7:54 PM

©2002 CRC P
ple, 0.1 ∧ 0.7 ∧ 0.3 = 0.1, 0.1∨0.7 ∨ 0.3 = 0.7, and  = 0.7. These rules are also known as
 OR, and NOT operators (Zadeh, 1965). Note that these rules are true also for classical binary

es are specified in the fuzzy table as it is shown for a given system. Consider a simple system
alog input variables x and y, and one output variable z. The goal is to design a fuzzy system
 as f(x, y). After fuzzification, the analog variable x is represented by five fuzzy variables:
 x5 and an analog variable y is represented by three fuzzy variables: y1, y2, y3. Assume that
tput variable is represented by four fuzzy variables: z1, z2, z3, z4. The key issue of the design

 set proper output fuzzy variables zk for all combinations of input fuzzy variables, as shown
n Fig. 32.21. The designer has to specify many rules such as if inputs are represented by fuzzy
and yj, then the output should be represented by fuzzy variable zk . Once the fuzzy table is
e fuzzy logic computation proceeds in two steps. First, each field of the fuzzy table is filled
diate fuzzy variables tij, obtained from AND operator tij = min{xi, yj}, as shown in Fig. 32.21(b).

ndependent of the required rules for a given system. In the second step, the OR (max) operator
mpute each output fuzzy variable zk. In the given example in Fig. 32.21, z1 = max{t11, t12, t21,
 max{t13, t31, t42, t52}, z3 = max{t22, t23, t43,}, z4 = max{t32, t34, t53}. Note that the formulas
he specifications given in the fuzzy table shown in Fig. 32.21(a). 

cation

f fuzzy rule evaluation, each analog output variable is represented by several fuzzy variables.
e of defuzzification is to obtain analog outputs. This can be done by using a membership
ilar to that shown in Fig. 32.20. In the first step, fuzzy variables obtained from rule evaluations

odify the membership function employing the formula 

(32.46)

, if the output fuzzy variables are 0, 0.2, 0.7, 0.0, then the modified membership functions
shown by the thick line in Fig. 32.22. The analog value of the z variable is found as a center

1 Fuzzy tables: (a) table with fuzzy rules, (b) table with the intermediate variables tij.

2 Illustration of the defuzzification process.
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(32.47)

here shapes of the output membership functions mk(z) are the same, the equation can be
 

(32.48)

ber of membership function of zanalog output variable,
zy output variables obtained from rule evaluation,
log values corresponding to the center of kth membership function. 

(32.47) is usually too complicated to be used in a simple microcontroller based system;
 practical cases, Eq. (32.48) is used more frequently. 

xample

 design of a simple fuzzy controller for a sprinkler system. The sprinkling time is a function
 and temperature. Four membership functions are used for the temperature, three for humid-
 for the sprinkle time, as shown in Fig. 32.23. Using intuition, the fuzzy table can be developed,

 Fig. 32.24(a).
 temperature of 60°F and 70% humidity. Using the membership functions for temperature and
e following fuzzy variables can be obtained for the temperature: [0, 0.2, 0.5, 0], and for the
, 0.4, 0.6]. Using the min operator, the fuzzy table can be now filled with temporary fuzzy
shown in Fig. 32.24(b). Note that only four fields have nonzero values. Using fuzzy rules, as
. 32.24(a), the max operator can be applied in order to obtain fuzzy output variables: short →
0, 0.2, 0.5, 0} = 0.5, medium → o2 = max{0, 0, 0.2, 0.4, 0} = 0.4, long → o3 = max{0, 0} = 0.

3 Membership functions for the presented example: (a) and (b) are membership functions for input
and (d) are two possible membership functions for the output variable. 
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32.47) and Fig. 32.23(c), a sprinkle time of 28 min is determined. When the simplified
used with Eq. (32.46) and Fig. 32.23(d), then sprinkle time is 27 min. 

enetic Algorithms

of the artificial neural networks encouraged researchers to search for other patterns in nature
he power of genetics through evolution was able to create such sophisticated machines as

eing. Genetic algorithms follow the evolution process in nature to find better solutions to
licated problems. The foundations of genetic algorithms are given by Holland (1975) and
989). After initialization, the steps selection, reproduction with a crossover, and mutation are
 each generation. During this procedure, certain strings of symbols, known as chromosomes,
ard a better solution. The genetic algorithm method begins with coding and an initialization.
nt steps of the genetic algorithm will be explained using a simple example of finding a
f the function (sin2(x) − 0.5 ∗ x)2 with the range of x from 0 to 1.6. Note that in this range,
 has a global maximum at x = 1.309, and a local maximum at x = 0.262. 

nd Initialization

ariable x has to be represented as a string of symbols. With longer strings, the process usually
ster, so the fewer symbols for one string field that are used, the better. Although this string
sequence of any symbols, the binary symbols 0 and 1 are usually used. In our example,
 numbers are used for coding, having a decimal value of 40x. The process starts with a
eration of the initial population given in Table 32.1. 

 and Reproduction

 the best members of the population is an important step in the genetic algorithm. Many
proaches can be used to rank individuals. In this example the ranking function is given.
 has member number 6, and lowest rank has member number 3. Members with higher rank

 higher chances to reproduce. The probability of reproduction for each member can be
 fraction of the sum of all objective function values. This fraction is shown in the last column

4 Fuzzy tables: (a) fuzzy rules for the design example, (b) fuzzy temporary variables for the design
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1. Note that to use this approach, our objective function should always be positive. If it is
per normalization should be introduced at first. 

tion

s in the last column of Table 32.1 show the probabilities of reproduction. Therefore, most
ers numbers 3 and 8 will not be reproduced, and members 1 and 6 may have two or more
g a random reproduction process, the following population, arranged in pairs, could be

101101 → 45 110001 → 49 100101 → 37 110001 → 49
100111 → 39 101101 → 45 110001 → 49 101000 → 40

f the population from one generation to another is the same, two parents should generate
. By combining two strings, two other strings should be generated. The simplest way to do
it in half each of the parent strings and exchange substrings between parents. For example,
 strings 010100 and 100111, the following child strings will be generated: 010111 and 100100.
 is known as the crossover. The resultant children are 

101111 → 47 110101 → 53 100001 → 33 110000 → 48
100101 → 37 101001 → 41 110101 → 53 101001 → 41

l, the string need not be split in half. It is usually enough if only selected bits are exchanged
ents. It is only important that bit positions are not changed. 

tionary process, reproduction is enhanced with mutation. In addition to the properties
m parents, offspring acquire some new random properties. This process is known as muta-
t cases mutation generates low-ranked children, which are eliminated in the reproduction
etimes, however, the mutation may introduce a better individual with a new property. This

 process of reproduction from degeneration. In genetic algorithms, mutation usually plays
 role. For very high levels of mutation, the process is similar to random pattern generation,
earching algorithm is very inefficient. The mutation rate is usually assumed to be at a level
%. In this example, mutation is equivalent to the random bit change of a given pattern. In

case, with short strings and a small population, and with a typical mutation rate of 0.1%,
 remain practically unchanged by the mutation process. The second generation for this
hown in Table 32.2. 

Number  String  Value Value Value of Total

1  101101 45 1.125 0.0633 0.2465
2  101000 40 1.000 0.0433 0.1686
3  010100 20 0.500 0.0004 0.0016
4  100101 37 0.925 0.0307 0.1197
5  001010 10 0.250 0.0041 0.0158
6  110001 49 1.225 0.0743 0.2895
7  100111 39 0.975 0.0390 0.1521
8  000100 4 0.100 0.0016 0.0062

Total  0.2568 1.0000
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 two identical highest ranking members of the second generation are very close to the solution
he randomly chosen parents for the third generation are:

010111 → 47 110101 → 53 110000 → 48 101001 → 41
110101 → 53 110000 → 48 101001 → 41 110101 → 53

ces the following children:

010101 → 21 110000 → 48 110001 → 49 101101 → 45
110111 → 55 110101 → 53 101000 → 40 110001 → 49

result in the third population is the same as in the second one. By careful inspection of all
 the second or third generation, it may be concluded that using crossover, where strings are
n half, the best solution 110100 → 52 will never be reached, regardless of how many generations
This is because none of the population in the second generation has a substring ending with
h crossover, a better result can be only obtained due to the mutation process, which may
y generations. Better results in the future generation also can be obtained when strings are
om places. Another possible solution is that only randomly chosen bits are exchanged between

tic algorithm is very rapid, and it leads to a good solution within a few generations. This
sually close to global maximum, but not the best. 

Terms

ation: Training technique for multilayer neural networks.
ron: Neuron with output signal between −1 and +1. 
 network: Network without feedback. 
Network with hard threshold neurons. 

etwork: Network with feedback. 
learning: Learning procedure when desired outputs are known. 
uron: Neuron with output signal between 0 and +1. 

ed learning: Learning procedure when desired outputs are unknown. 

s

E. 1988. Faster-learning variations on backpropagation: An empirical study. Proceedings of
nnectionist Models Summer School, D. Touretzky, G. Hinton, and T. Sejnowski, Eds., Morgan
ann, San Mateo, CA. 

E. and Lebiere, C. 1990. The cascade correlation learning architecture. Adv. Ner. Inf. Proc.
2, D.S. Touretzky, ed., pp. 524–532. Morgan Kaufmann, Los Altos, CA. 

Number  String Value Value Value  of Total

1  010111 47 1.175 0.0696  0.1587
2  100100 37 0.925 0.0307  0.0701
3  110101 53 1.325 0.0774  0.1766
4  010001 41 1.025 0.0475  0.1084
5  100001 33 0.825 0.0161  0.0368
6  110101 53 1.325 0.0774  0.1766
7  110000 48 1.200 0.0722  0.1646
8  101001 41 1.025 0.0475  0.1084

Total    0.4387  1.0000
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33.1 Introduction

Due to the development of technology in the last few years, robots are seen as advanced mechatronic
systems which require knowledge from mechanics, actuators, and control in order to perform very
complex tasks. Different kinds of servo-systems, especially electrohydraulic, could be met at the executive
level of the robots. Taking into account the most advanced control approaches, this paper deals with the
implementation of advanced controllers besides conventional ones which are used in an electrohydraulic
system. The considered electrohydraulic system is one of the axes of a robot. These robots possess three
or more electrohydraulic axes, which are identical with the axis studied in this chapter.

An electrohydraulic axis whose mathematical model (MM) is described in this chapter presents a
multitude of nonlinearities. Conventional controllers are becoming increasingly inappropriate to control
the systems with an imprecise model where many nonlinearities are manifested. Therefore, advanced
techniques such as neural networks and fuzzy algorithms are deeply involved in the control of such
systems. Neural networks, initially proposed by McCulloch and Pitts, Rosenblatt, Widrow, had several
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limitations that restricted the domain of applications. An important change took place in the 1980s when
Hopfield’s theory regarding recurrent neural networks, the model of self-organization developed by
Kohonen, and cellular neural networks (Chua) relaunched this research field. The development of some
efficient algorithms dedicated specifically to the architecture of neural networks, and the application of
these networks in control, represents an interesting area of research in the contemporary world of science.

Fuzzy systems, in conjunction with neural networks, hold an important place in advanced techniques
of control. These systems have origins in fuzzy set theory initiated by L. Zadeh. One essential feature of
fuzzy systems is the approximate reasoning in which the variables are described in a qualitative manner.
Due to the capability of fuzzy systems to deal with imprecise information, they are strongly recommended
in order to express knowledge in the form of linguistic rules. In this way, the human operator’s knowledge,
which is linguistic or numerical, is used to generate the set of fuzzy if-then rules as a basis for a fuzzy
controller. A main drawback of fuzzy systems is the difficulty to design them on the basis of a systematic
methodology. To overcome this drawback, the learning procedures from neural networks are applied
successfully in order to tune the parameters of membership functions.

The merging of these two fields has led to the emergence of neuro-fuzzy systems, which have been applied
with promising results in the field of control-engineering. In order to improve dynamic and static perfor-
mances of the systems characterized by nonlinearities and uncertainties, neuro-fuzzy controllers are used.

The present contribution is organized as follows. An introduction of the electrohydraulic systems with
an emphasis on the control of such devices is realized in Section 33.2. Section 33.3 is devoted to the MM
of electrohydraulic axes, and the subsequent sections treat the control of electrohydraulic axes through
conventional methods (Section 33.4), fuzzy systems (Section 33.5), neural networks (Section 33.6), and
neuro-fuzzy techniques (Section 33.7). Conclusions are given in Section 33.8.

33.2 Generalities Concerning ROBI_3, a Cartesian Robot
with Three Electrohydraulic Axes

The automated installation, which uses electrohydraulic axes, whose mathematical model is described in
section 33.3, is a Cartesian robot named ROBI_3. ROBI_3 has three identical electrohydraulic axes and
is built from aluminium profiles [21]. The slides are actuated by hydraulic servoactuators (Rexroth).
Slades move on the linear guideways with balls and two recirculation paths. The hydraulic supply
installation is placed under the robot table and has a cooling and controlling installation with air. The
mechanical structure of the robot is depicted in Fig. 33.1. The three axes of ROBI_3 are identically
controlled by the controlling software named TORCH, which runs in Windows. The 32-bit dSPACE
controlling hardware endowed with 10 A/D and D/A interfaces is plugged into the PC and serves as the
interface between the PC and each of the axes. 

An electrohydraulic axis consists of a servovalve and a hydraulic cylinder and has a nonlinear structure.
The control system of one axis consists of:

1. the controller represented by a personal computer endowed with a process card;
2. the electrohydraulic converter;
3. the actuator (a linear hydraulic servomotor (LHM));
4. the mechanical process to be controlled, characterized by the slade position;
5. the position transducer.

The control system of robot ROBI_3 is illustrated in Fig. 33.2, where the presence of three electrohy-
draulic axes, as well as the structure of one axes, identical to the others, can be observed.

The corresponding mathematical model for one axis, on the basis of which the control of the robot
is achieved, is described in section 33.3. Through numerical simulations of the three axes of the robot,
the necessary mechanical structure interface data is obtained.

Preliminary experiments with driven and controlled variable: position and velocity are made in
order to achieve experience (Figs. 33.2 and 33.3). The diagram of a closed-loop position control with
©2002 CRC Press LLC



 

               
direct measurement (driven by means of a servovalve) is shown in Fig. 33.3, and the closed-loop
position control with indirect measurement at spindle (actuated by means of a servovalve) is shown
in Fig. 33.4.

A volumetric Q-rate regulation with constant pressure (Q ≠ const; p @ const) is shown in Fig. 33.5.
However, this classic model, useful for application, was used only for preliminary results in simulation.
One of the main reasons to use this is because we need a well-known mathematical model with well-
studied behavior in order to test the controllers (neural and neuro-fuzzy, namely).

FIGURE 33.1 ROBI_3, a Cartesian robot with three axes [21]. (a) Design; (b) practical allignment.

FIGURE 33.2 The control system of the robot [21,24].

FIGURE 33.3 Diagram of a closed-loop position control with direct measurement.
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33.3 Mathematical Model and Simulation
of Electrohydraulic Axes

Section 33.3 deals with the analytical findings of the mathematical model (MM) of an electrohydraulic
axis, a component part of robot ROBI_3. This method of analysis is advantageous because it offers the
possibility to use this MM for other electrohydraulic axes as well, regardless of the different number of
stages, and also allows the testing of dynamic performances of the axis at the design level. 

In this section, the following were realized: 

1. the static models of electrohydraulic system components (servovalve, hydraulic linear motor);
2. the parameters involved in MM, based on constructive and flowing regime characteristics; 
3. the nonlinear MM of the proposed electrohydraulic system;
4. the structural scheme of the hydraulic axis in order to simulate its behavior (SIMULINK);
5. the investigations regarding MM, which certify the stability of the system and the fact that the

modelled process is a rapid one. 

Values of parameters that describe the MM are set based on hydraulic characteristics and on construc-
tive parameters of the considered system. 

The Extended Mathematical Model

The studied system consists of a servovalve and an asymmetric motor. In most cases, the control of an
electrohydraulic axis is directed towards position control, velocity control, pressure control, or force
control. The position control of the axis is studied. The position control loop for the proposed installation
is illustrated in Fig. 33.6, together with the denomination of some data.

FIGURE 33.4 Closed loop-position control with indirect measurement.

FIGURE 33.5 Volumetric Q-rate regulation with constant pressure.
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Nonlinear Mathematical Model of the Servovalve

As previously mentioned, the servovalve used at the proposed electrohydraulic axis has four paths and
three positions. The servovalve has four active control edges at the second hydraulic stage. Three stages
could be distinguished by this servovalve: the electromechanical, the mechanohydraulical, and the hydro-
mechanical one. Regarded as a system, a servovalve is complex, with various types of nonlinearities being
manifested. Different static and dynamic nonlinearities such as dead zone, jump in origin, saturation,
Coulombian and Newtonian frictions with hysteresis, and asymmetry appear in each of these three levels
and also in the actuator of the electrohydraulic motor. These were taken into account in the modeling
of the servovalve and of the cylinder behavior.  

For the studied servovalve, the circulation of the fluid is considered directed from the pump to the
admission chamber A (QA) and from the discharge chamber B to the reservoir (QB). Figure 33.6 presents
the control loop where the transducer is placed on the feedback path and the controller R and the amplifier
A are on the direct path. Electrical signal (±10 V or ±300 mA) is converted into the displacement xv of
the valve, and in this way in a flow Q, which is transmitted to the linear hydraulic motor.

From the point of view of control characteristics, the number of active edges serves as a method of
classification of slide valves [3]. A servovalve with four active control edges was considered. The lightly
simplified mathematical model, which describes the functionality of the servovalve, consists of the
following equations:

(33.1)

where L [H], the inductance of electrical level; R [W], the resistance of electrical level; u(t) [V], the
control voltage; i(t) [A], the control intensity.

(33.2)

where m [kg], the mass of valve; d [N/(m/s)], the linearized gradient of viscous friction for the piston
of the valve; c[N/m], the coefficient of hydraulic elasticity; xv [m], the spool displacement; ∑F [N], the

FIGURE 33.6 Control scheme of the servosystem.
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ce, which actuates on the valve spool.

(33.3)

acement xv, obtained based upon the mentioned equations, is implemented in SIMULINK
heme from Fig. 33.7. This module of nonlinear MM includes two stages of electrohydraulic
trohydraulic and the hydromechanical one.
sponding equations for the four flows that go through the servovalve are

(33.4)

3/s], the flow to the hydraulic motor, from pump to the chamber A of the motor; QAT [m3/s],
m the chamber A to reservoir; QPB [m3/s], the flow from pump to the chamber B of the
[m3/s], the flow from the chamber B to reservoir;  αD [-], the discharge coefficient; Dv [m],
iameter; x0 [m], the dimension of the lap of the spool; xv [m], the spool’s displacement;

he fluid pressure in chamber A; pB [N/m2], the fluid pressure in chamber B [kg/m3] fluids
 flows, which are transmitted to LHM and evacuated from LHM, are QA and QB, which are
s following:

(33.5)

f the spool is considered to be zero (x0 = 0), and, therefore, the static characteristic is linear
origin and also in the rest. With Q0 = αD ⋅ π  ⋅ Dv ⋅ , the flow equations become

(33.6)

r Mathematical Model of Linear Hydraulic Motor 

tial equations, based on which the MM of the linear hydraulic motor (LHM) was achieved, are

uation of the dynamic equilibrium of the forces reduced to the motor’s rod, and 
uation of movement and flow continuity. 

Nonlinear MM of the first stages of the servovalve.
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 the LHM, several simplifications (most of them concerning the Coulombian and Newtonian
e used. The forces that actuate on the LHM cylinder are depicted in Fig. 33.8: 
D’Alembert’s principle, the equation of dynamic equilibrium of forces for the cylinder of

(33.7)

/m], the elasticity; d1 [N/(m/s)], the linearized coefficient of the viscous Newtonian friction
ction actuators’ cylinder and wall; cfu [-], the coefficient of the dry Coulombian friction in

 and rod seals; dz [N/(m/s)], the coefficient of Newtonian friction in the piston and rod seals;
 cylinder mass; pA [N/m2], the fluid pressure in the admission chamber A of the actuator; pB

fluid pressure in the discharge chamber B of the actuator; AK [m2], the piston active area in
AR [m2], the piston active area in chamber B; N [N], the normal force, which determines

force between piston and cylinder; x [m], the piston displacement; x1 [m], the wall displace-

2 [m], the cylinder displacement.
s acting on the rod, piston, and working element are illustrated in Fig. 33.9
ity corresponding to the rod, piston, and mass m3 (slade, guideway, and loading are considered
) is inferred from the equilibrium equation:

(33.8)

g], the piston mass; mT [kg], the rod mass; m3 [kg], load mass (reduced at the rod of piston);
oefficient of Coulombian friction between guide ways and slade; d3 [N/(m/s)], the coefficient
n friction between guideways and slade; N3 [N], the normal force which appears between

 table; FL [N], the loading force.

D’Alembert’s principle applied to the cylinder. 

D’Alembert’s principle applied to the rod, piston, and load.
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 equations of continuity the pressures pA and pB are inferred:

 (33.9)

(33.10)

12 [(N/m2)/(m3/s)], the gradients of leakages; V0K,0R [m3], the initial average volume of
 and B, respectively; Eers [N/m2], the equivalent bulk modulus of oil; pA,B [N/m2], the fluid
hambers A and B, respectively; and h [m], the stroke of the piston-rod.
 operation is based on the equations described above, namely (33.7)–(33.10). The MM

 this section is implemented in SIMULINK 2.1/ MATLAB 5.1 and has the structure presented
.
l generator icon from the above figure generates the displacement of the wall x1, which has
 form with the frequency 0.5 Hz and amplitude 0.0001 m. 
stems Ssys1 and Ssys2 have as outputs the valve displacement xv, and the flows QA and QB,

Ssys3 is the block that implemented Eq. (33.9), while the subsystem Ssys4 modelled Eq. (33.10).
ns that describe the displacement of the wall cylinder and the LHM piston are modelled by
sys5. The reference signal is a step one whose values are in the range 0–10 V.

onventional Controllers Used to Control
e Electrohydraulic Axis

 is organized as follows: the first part presents the bibliographic research concerning the
irections of the control system, and the second one contains the testing of several classic

ctures (PID and control algorithms with Luenberger observer) through simulations of the
ulic axis endowed with these controllers.
g of the MM is performed with SIMULINK and has a goal of the achievement of reference
l results in order to perform a comparative study of classical controllers and advanced control
plied to the electrohydraulic axis.

0 Electrohydraulic axis implemented in SIMULINK.
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. ẋ ẋ2–( )– a11

. pA pB–( )–[ ] . Eers

V0K AK
. x x2–( )+

-------------------------------------------=
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PID, PI, PD with Filtering

The conventional control structures used in this chapter are PI (proportional-integral), PID (proportional-
integral-der
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ivative), and PD (proportional-derivative) with filtering coefficient. 
fer function of the PI controller has the following expression:

(33.11)

portional factor, and Ti is the time constant of the integrative component.
fer function of the PID controller is described by the following equation:

 (33.12)

ve the same significance as previously mentioned, and Td is the time constant of derivative

fer function corresponding to PD with filtering has the expression:

 (33.13)

efficient α could have values in the range 0.1–0.125.
 speaking, PID controllers are commonly used in industrial control systems and, therefore,
blished. Nevertheless, the results obtained using a PID controller for complex control loops
 satisfactory because it could be costly and time consuming to retune such regulators. PI
 enough in situations where derivative action is not frequently used. 

of observers, started with the work of Luenberger and Ackermann, is fairly complete and
ive. For the proposed axis, an (n − m − 1) order structure of the observer is adopted, where
ents the order of the system and m = 1 is the number of outputs [25]. The model of the
 described by five state variables: two of them for the second-order model of the servovalve

er three for the third-order servoactuator. The use of a linear observer as a parallel model
 the state-variables of the installation and delivers them to the controller. Two possibilities
lowed: with partial and with global reconstruction. The solution chosen was with partial
on [12]. The complete system consists of the installation with nonlinearities, a parallel
r model for the servovalve, a third-order linear servoactuator, a correction matrix for the
d a controller with five loops for the five state variables [23,25,26]. 
 diagram of an electrohydraulic axis controlled with a third-order observer is shown in
here A, b, cT are the characteristic matrices of the linear system (electrohydraulic axis), k is
n matrix, and R represents the matrix corresponding to the controller.
lation diagram of the electrohydraulic axis, controlled by a third-order observer, as it is
SIMULINK, is illustrated in Fig. 33.12.
ithm used to compute the matrix k and r consists of the following steps:

vement of the MM for servovalve and servoactuator; 
g the state-variables of the process; 
ning the controller upon the dynamics of the closed-loop system; 
uting the correction matrix by using the desired poles for the observer [12].
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 Mathematical Models (LMM)

f the servovalve and of the servoactuator are obtained by using the appropriate transfer

SV , HZ: 

(33.14)

(33.15)

owing meanings: QV , the servovalve’s flow; IV , the current intensity, YZ, the rod’s position.

1 Block diagram of the control loop using the observer.

2 Control structure with observer for the electrohydraulic axis with SIMULINK.
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LMM in the State of Space

The used variables are: x1, the rod position; x2, the rod velocity; x3, the rod acceleration; x4, the spool
position; an
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d x5, the spool velocity.

 (33.16)

M of the axis in state-space form becomes

(33.17)

(33.18)

 Design

eristic polynomial is obtained from det[sI − (AC − bC rT)] = 0, where AC and bC are the
 forms of the matrices A and b. If A ≠ AC , the use of transformation matrix T is advisable,
btain AC and bC.  Thus AC = TAT −1, and bC = Tb.  The matrix F = AC − bCrT has the form

(33.19)

eristic polynomial of the matrix F is

 (33.20)

osen for the closed-loop determine the polynomial

 (33.21)

ials (33.20) and (33.21) are identical; therefore, the coefficients of matrix  are 
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 (33.22)

 Matrix Design 

F is F = A∗−KcT, where A∗ is the matrix of the observer. For F the chosen poles are s1, s2,…,

  (33.23)

 (33.24)

two equations, the coefficients k1, k2,…, kn are obtained.
se, cT = (1 0 0) and the matrix of the third observer is 

 (33.25)

ction matrix influences the transient behavior; the further the poles of F from the poles of
er the response. 

n Results of Electrohydraulic Axis with Conventional Controllers

 above algorithm in order to determine the correction matrix and the controller matrix, the
implementation of the observer involves the following values: 

r1 = 19.95854, r2 = 0.069481, r3 = −7.06024 × 10−4, 

r4 = −3.158688 × 102, r5 = −3.451209 × 10−1

roller, and

67 × 10−2, k2 = 3.7028 × 104, k3 = −6.969698 × 106 for the correction matrix.

 reference signal is a step signal with U = 10 V, the simulation results are shown in Figs.
.14  

3 Position of servovalve for MM with observer.

rT rR
TT=
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33.5 Control of Electrohydraulic Axis with Fuzzy Controllers

Section 33.5 of this contribution is devoted to the presentation and the testing of nontraditional con-
trollers based on fuzzy sets, which model the behavior of a human operator in the control process. The
simulation results of an electrohydraulic axis with SUGENO and MAMDANI controllers are depicted.
For the same number of inference rules extracted from the knowledge base, simulations proved that
dynamic performances are improved for a fuzzy controller with two inputs.

The scheme achieved with SIMULINK to control the electrohydraulic axis with two inputs fuzzy
controller and a MAMDANI or SUGENO inference is depicted in Fig. 33.15.

The results presented concern the simulation of the hydraulic axis endowed with a fuzzy controller,
which is based on MAMDANI inference [59]. “Fuzzy Logic” toolbox gives the user the possibility to
create MAMDANI or SUGENO fuzzy systems using graphic interfaces. FIS (Fuzzy Inference System)
Editor, Membership Function Editor, and Inference Rules Editor are several of the tools available in
SIMULINK. For instance, the corresponding FIS editor and the Membership Function Editor of each
input for the proposed fuzzy controller with MAMDANI inference and two inputs are illustrated in Figs.
33.16 and 33.17

FIGURE 33.14 Cylinder position. 

FIGURE 33.15 Electrohydraulic axis control with a fuzzy controller with two inputs.
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For this fuzzy controller there were chosen nine inference rules, which could be visualized using the
Inference Rules Editor of SIMULINK. Several simulation results of electrohydraulic axes obtained with
the proposed fuzzy controller are shown in Figs. 33.18 and 33.19 and depict graphically the position and
the velocity of the cylinder.

33.6 Neural Techniques Used to Control
the Electrohydraulic Axis 

Section 33.6 has as its goals: to emphasize MATLAB’s possibilities of using its resources in order to design
control systems based on advanced control techniques such as neural networks; to test through simulation
these neural algorithms; and to verify performances of the neural control architecture applied to the
studied electrohydraulic axis.

There are two main research directions involved in the neural control. One of these implies the
developing of one controller going from a neural network, and the other one embeds several controllers

FIGURE 33.16 FIS Editor for fuzzy system based on MAMDANI inference.

FIGURE 33.17 Membership function associated to the inputs.
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inside a neural network [50]. This section deals with the control of an electrohydraulic axis using a neural
controller that has a widely spread structure, namely, multilayer perceptron (MLP). 

Neural Control Techniques

Learning Based on Mimic

Inspired from biological systems, learning by mimic is applied to control systems. A supervised neural
network can mimic the behavior of another system. A first method to develop a neural controller is to
replicate a human controller. The neural controller tries to behave like the human operator. Neural
training means learning the correspondence between the information received by the human operator
and the control input (Fig. 33.20).

Inverse Learning

The purpose of inverse control is to control a system by using its inverse dynamic. In this case, the neural
network receives the output of the system as input and has the input of the system as output. The system
works in open loop and has to be in the region where the controller will operate. Inverse learning
(Fig. 33.21) is an indirect approach to minimize the network output error instead of the overall system
error.

Specialized Inverse Learning

According to Psaltis, who proposed in 1988 a specialized inverse learning, the neural network should be
trained online in order to minimize the control error ey = r - y (see Fig. 33.22).

FIGURE 33.18 LHM position.

FIGURE 33.19 LHM velocity.
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The neural controller used to control the position of an electrohydraulic axis is a feed-forward multi-
layer neural network, whose learning algorithm is back-propagation. In order to adapt the weights which
preserve the learned information, two steps are gone through with: a forward propagation procedure of
the useful signal and a backward propagation of the error. The control structure is implemented in
SIMULINK as it is shown in Fig. 33.23. The neural control of the electrohydraulic axis and the achieve-
ment of controller parameters are performed online.

A neural network with four layers, having two neurons on the first layer, a neuron on the last layer,
and five neurons on each hidden layer, is proposed. The graphic characteristic corresponding to the axis
position and obtained using the neural network described above is illustrated in Fig. 33.24.

33.7 Neuro-Fuzzy Techniques Used to Control
the Electrohydraulic Axis

This chapter deals with several computer-aided design techniques of hybrid control algorithms. This
paper concentrates on these types of algorithms, because the performances achieved through simulation
of an electrohydraulic axis with a neuro-fuzzy controller are comparable or superior to those yielded by
other control algorithms. Taking into account the novelty of neuro-fuzzy algorithms and the absence in

FIGURE 33.20 Diagram for learning based on mimic.

FIGURE 33.21 Training phase at inverse learning.

FIGURE 33.22 Specialized inverse control architecture (after [50]).

Human
operator

System

Σ

BP

u

X um +

−

e

Y

Sensor
Inputs

SystemΣ

BP

X u

+
−

e

Yu

System

ΣBP

u
X

+

−ey

Yr
©2002 CRC Press LLC



 

SIMULINK of a toolbox devoted to them, the research was oriented to the achievement of a library of
C++ programs, which can afford the use of SIMULINK in the design of such controllers. Thus, online
adaptation procedures of fuzzy controller parameters are implemented. The comparative study of dif-
ferent classic and advanced algorithms is performed on the basis of integral squared error computed on
the transitory horizon.

Because of the capability of fuzzy systems to treat imprecise information, they are strongly recom-
mended in order to express knowledge in the form of linguistic rules. In this way, the human operator’s
knowledge, which is linguistic or numerical, is used to generate the set of fuzzy if-then rules as a basis
for a fuzzy controller. A main drawback of fuzzy systems is the difficulty to design them based on a
systematic methodology. To overcome this drawback, the learning procedures from neural networks are
successfully applied in order to tune the parameters of membership functions. The merger of neural
networks and fuzzy logic has led to the existence of neuro-fuzzy controllers. It can be asserted that neuro-
fuzzy controllers embed essential features of both fuzzy systems and neural networks.

The proposed neuro-fuzzy controller has a structure based on the Takagi-Sugeno method and it is
depicted in Fig. 33.25.

A learning procedure in fact represents a parameter estimation problem. The learning procedure for
the proposed neuro-fuzzy controller is gradient-descendent. The method applied to design such a con-
troller is called inverse learning in which an online technique is used to model the inverse dynamics of the
plant. The obtained neuro-fuzzy model—the inverse dynamics of the plant—is used to generate control
actions.

FIGUGE 33.23 The control structure for proposed controllers.

FIGURE 33.24 The axis position for U = 8 V input voltage.
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-fuzzy controller is a multilayer connectionist system, a multi-input and single-output fuzzy
. The network has three layers: one input layer with n × m units, one hidden layer with n units,
put layer with one unit [15]. The partition used for this model is a scatter partition [33].
.25 presents a particular case where the fuzzy controller has only two inputs and one output.
 case, the fuzzy controller has m inputs and one output. 
 rule base contains a set of n linguistic rules in the form:

 A1i and x2 is A2i 

 is Ami 
is wi, i = 1, 2,…, n

e index of the rule; Aji is a fuzzy set for the jth linguistic variable and the ith rule; and wi is
at represents the consequent part.
bership functions assigned to each input are Gaussian functions. The centers of the mem-
tions are chosen such that these functions are uniformly distributed over the universe of

(33.26)

 inference involved in this neuro-fuzzy controller is the product operator T-norm defined
njunction. The firing strength of every rule is

(33.27)

5 Structure of the neuro-fuzzy controller.
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(33.28)

eters to be estimated are obtained by finding the minimum of the following cost function:

(33.29)

is the desired output and y(k) is the obtained response at time k. 
ize this cost function, the stochastic approximation method is used. The learning procedure
stimation of parameters and is based on the least-mean square algorithm. The parameters
ted are

(33.30)

tions to adapt the parameters are the following:

(33.31)

arning factors λa, λb, λw are predefined.
rning process, parameters that could be modified are (aji, bji) which describe Gaussian
d wi, the conclusion values. If the structure of the membership function is established, the

that could be modified are wi.

tructure

design the neuro-fuzzy controller proposed above, the inverse learning method is applied.
 of an electrohydraulic axis involves the use of an online technique to model the inverse
 the plant. The block diagram for online inverse learning is presented in Fig. 33.26.
me is in open loop and it is also found by the Controller Output Error Method (COEM) [1]
ne or adapt the parameters of a fuzzy controller. This method does not require the plant
 to be propagated at the input. There is another constraint, namely the controller has to be
abilizing the plant before the commencement of tuning. To avoid this requirement, a modified
OEM) [2] is used. The diagram block in this case is depicted in Fig. 33.27. 

tional feedback controller P is introduced and in this situation the plant input is the sum of
(k). The consequent singletons are initialized to zero and the controller P is chosen in such
 stabilizes the plant. The structure and the parameters of inverse model and of neuro-fuzzy
e identical.
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 two phases in the design of such a controller: the control and the adaptation. In the control
lant output and the reference signal determine a control command u(k). The plant input
), the sum of the u(k) and up(k). In the adaptation phase, the inverse model, which has as

 1) and y(k), produces the signal (k) as an output. This signal is used to compute the error
 determines the value of the cost function J(k) that has to be minimized.

(33.32)

edure was used at the control of the electrohydraulic axis position, where the controller
re determined online. The actuator position obtained when the reference signal is changed

V to U = 8 V is depicted in Fig. 33.28. 

6 Diagram of control based on inverse learning. 

7 Block diagram for inverse learning with proportional controller.

8 The position control with neuro-fuzzy  controller.
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to achieve a comparison of the modern control algorithms (included in this thesis) to the
l structures, two spread integral criteria, namely, the integral of absolute error (IAE) perfor-
 and the integral of squared error (ISE), are used. The results obtained applying these criteria
 in Table 33.1.
 to previous results, it can be inferred that the described neuro-fuzzy controller exhibits
formances compared to those obtained with the neural controller based on MLP, or with
ntrollers (PID, PI, PD with filtering) presented in this paper. The simulation results empha-
o-fuzzy controller, arguing that it represents a very useful tool for practical applications with
earities.

d results were obtained through variation of data sets and number of iterations. In order to
rmance of the proposed neuro-fuzzy controller, one nonlinear function given by an analytical
s approximated. The membership functions of  input variables x1 and x2 before learning are
gs. 33.29(a,b). The surface obtained after simulation is depicted in Fig. 33.30(c). One may
accuracy of the reconstruction after 300 learning iterations by comparison with the surface
ed.
termediary results obtained with different simulation data sets are presented below. Dif-
sets of simulations were used in order to achieve optimized results. Some of them are
 Figs. 33.30–33.34 without comment. 

to obtain good performances from the model, 10 membership functions are used for each
le. The learning factors  λa, λb, λw were chosen as 0.01. The control algorithm is capable of
e change in operating range. The results of the electrohydraulic axis simulation with the
uro-fuzzy controller are obtained for various inputs. Those in time domain, results presented
5(a,b), correspond to input voltages of 8 and 10 V. 

PID (chapter 4) 0.8042 3.4754
PI (chapter 4) 0.8006 3.4618
PD (chapter 4) 0.7928 3.4537
Neural (chapter 6) 0.8027 3.4622
Neuro-fuzzy (chapter 7) 0.7911 3.4501

9 (a) Membership functions before learning for the variable x1, (b) Membership functions before
he variable x2.
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1st set: gw = 0.1; ga = 0.05; gb = 0.05; nepoc = 100; nesant = 100; niter = 200; threshold error = 0.001;
Vmax = 0.04.

FIGURE 33.3
variable x2, (c

2nd set: gw 
Vmax = 0.04

FIGURE 33.3
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0 (a) The surface obtained after the first iteration, (b) Membership functions after learning for the
) The surface obtained after simulation.

= 0.1; ga = 0.07; gb = 0.05; nepoc = 100; nesant = 21; niter = 200; threshold error = 0.001;
75.

1 The surface obtained after the first iteration. 
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3rd set: gw = 0.5; ga = 0.07; gb = 0.03; nepoc = 200; nesant = 21; niter = 200; threshold error = 0.001;
Vmax = 0.047515.

FIGURE 33.3

FIGURE 33.3
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oftware Considerations

electrohydraulic axis studied in this thesis is supported by a physical installation existing in
onics laboratory of UAS-Konstanz (see Fig. 33.1b). Two variants of nonlinear MM are set
tion 33.3 and add in static and dynamic nonlinearities that arise in the function of electro-
is [23, 58]. 
of hydraulic drive presented in the structure of ROBI_3 was implemented in SIMULINK in
dy the dynamic behavior of the axis [26, 27]. The extended variant of MM hydraulic axis
king into account the relative motion of the constituent parts of this servodrive.
al and neuro-fuzzy controller (Takagi-Sugeno) was developed in Borland C++ and imple-
IMULINK for controlling the electrohydraulic axis. SIMULINK offers the user a FUZZY

ary that allows the designing and modeling of SUGENO or MAMDANI fuzzy inference
 lack of a dedicated software to design neuro-fuzzy controllers persuaded the implementation
ntroller in C++ and afterwards the use of it in SIMULINK [26,27,28]. 
ort for simulation, SIMULINK 2.1 and MATLAB 5.2 (under Windows), offers solutions to
ur controllers as modules and corresponding icon in a specialized toolbox. In our experi-

sed the facility offered by S-functions and C MEX in conjunction with Borland C++ 5.0 to
. We have chosen the C S-function because of the speed necessary to process the information

 that implement the controller. The block that implements the controller has two inputs
inputs are available, though the adaptation process is more complicated) and one output.    

2 Membership functions after learning for the variable x2.

3 The surface obtained after learning.
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ting parameters (weights, centers, and spread for Gaussian function) must be persistent.
obal, static or using the workspace in order to store the are useful techniques to accomplish

st version of Simulink offers the possibility to write wrapper S-function, to use the callbacks
d as an alternative ADA or Fortran programming language. 

4 (a) The surface obtained after first iteration, (b) Membership functions after learning for the variable
ership functions after learning for the variable x2, (d) The surface after learning.

5 (a) The position control with neuro-fuzzy controller (U = 8 V), (b) The position control with
ontroller (U = 10 V). 
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onclusions

 achieved as part of this chapter has, as an essential purpose, the development of improved
cture based on advanced techniques (neural and fuzzy), in relation to the conventional one.
 electrohydraulic axis is a component of the Cartesian robot ROBI_3 implemented in the
s laboratory of UAS-Constance. 3D-simulations with direct and inverse dynamics and imple-
trollers by using the SDS-Modelling and Simulation software of the real installation were
21,23,25,28]. Model and simulation results are presented in Fig. 33.36.
rview, Section 33.1 deals with the introduction of this chapter. In Section 33.2, the most
spects of electrohydraulic system control and of nonlinearities that arise with this type of
are pointed out. The robot, ROBI_3, is presented from both a component and control

ematical model (MM) of ROBI_3’s hydraulic axis is described in Section 33.3. The nonlinear
ved based upon technical data of different components of installation and also taking into

oretic assessments of electrohydraulic installation functionality. Simulation results of non-
laced into a position loop are obtained with simulation environment SIMULINK/MATLAB.
 remark, it should be mentioned that all simulations included in this chapter are achieved
ATLAB/SIMULINK, while the advanced control algorithms (neural and neuro-fuzzy) are
 Borland C++ 5.0. 

3.4 contains a short overview of the theory devoted to conventional controllers PID, PD, PI,
r, followed by simulation results of the electrohydraulic axis endowed with the above control

 the scientific goal of this contribution, Section 33.5 reviews fuzzy system theory and presents
of electrohydraulic axis with fuzzy controllers. Fuzzy system theory has contributed greatly
odeling, and the development of a theoretical frame appropriate to implement the qualitative
ecific to human beings. This kind of reasoning is very useful to model complex systems,
aracterized by nonlinearities or imprecise information. Simulation results of hydraulic axis
 using SUGENO and MAMDANI fuzzy controllers.
troduction of neural networks theory, the most widespread neural structures and also neural
niques are presented in the beginning of Section 33.6. Neural networks work quantitatively,
 If fuzzy logic has an inference based on uncertainty, then neural networks learn by training,
 which the network will approximate a desired function. The analysis of trained NN involves
nges, and as a result, the rules are usually not extracted from trained NN. Simulation results
Section 33.6 are obtained with a multilayer NN.
zzy systems preserve the characteristics of NN and also of fuzzy systems, and have been used
in control in recent years. Section 33.7 is devoted to the neuro-fuzzy system theory, to the
 of neuro-fuzzy controller implemented in Borland C++ and applied in SIMULINK to

6 3-Axes Cartesian robot modeled, controlled, and simulated in SDS [21,24].
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electrohydraulic axis, to the simulation results achieved in this case, and to the comparative study of
conventional and modern controllers.
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.8 contains a concise presentation of this chapter, the main contributions to the subject area
s well as a listing of perspective areas of interest in order to pursue further research in this

ntending to confine the parameters of this chapter, following is a listing of possible research
d development perspectives that may be followed in future research endeavors:

ing various controllers implemented in SIMULINK not only to control the electrohydraulic
iscussed, but also for systems with very complex structure which are involved in large
ulic installations, offering the user a neuro-fuzzy controller’s library;

ardware implementation of described neuro-fuzzy controller;

nued research in the development of an optimal controller, systemically based (through the
er study of stability utilizing linear matrix inequalities—LMI);    

tegration of presented controllers in software packages dedicated to hydraulic and pneumatic
 (for instance in HYPAS[23], DSH, etc.);

evelopment of controller design in order to promote those controllers, which allow a better
iosis between classical and advanced methods (neuro-fuzzy, genetic algorithms); 

tension of preoccupations and extrapolation of research results regarding control of velocity,
ration, pressure, flow, force, moment, and power.
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34.1 Introduction

Electromechanical systems form an integral part of mechanical and mechatronic systems. Their optimi-
zation is a necessary condition for a product to be competitive. In engineering practice, a large number of
optimization and identification problems exist that could not be solved without the use of computers [5].
The present level of technological development is characterized by increasing the performance of
machines with the production costs kept at a satisfactory level. The demands on the reliability and safety
of operation of the designed machines are also considerable.

From practical experience we know that the dynamic properties of electromechanical systems have a
considerable influence on their reliability and safety. On the other hand, the tendency to push the price
of a machine down often leads to unfavorable dynamic properties that result in increased vibrations and
noise during operation. Also, electrical properties dramatically deteriorate as the amount of active
materials in a machine is reduced. The increased load leads to, among other things, excessive heat
formation, which, in turn, has a negative effect on insulation, shortening the service life of a machine.

34.2 Optimization Methods

Principles of Optimization

The properties of electromechanical systems can be described mathematically using physical quantities.
The degree of these properties is then described using mathematically formulated objective (preference)
functions. Structural parameters ranging between limit values given as satisfying secondary conditions
are the independent variables of these functions. The particular form of the functions depends on the type
of machine and its mathematical description. The solutions of a mathematically formulated optimization
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problem together with optimization methods allow a considerable number of different design variants
of a machine to be calculated in a relatively short time. They also make it possible to perform these
calculations at production planning stages for a prototype to possess the qualities given by a chosen
criteria function. In this way, the design of a machine is not only analyzed but also modified and
reconstructed in terms of its electromechanical properties with the aim to improve these properties as
much as possible (or optimize them).

From a physical point of view, these are actually problems that, to a certain degree, are inverse to those
of calculus. A problem of calculus assumes a fixed, mathematically described model of a real machine to
be used for deriving its resulting properties. In problems of calculus, we define properties and try to find
out which parameters of a chosen mathematical model possess those properties. In problems of parametric
optimization, we look for those parameters that, by a chosen preference function, provide the best properties.
It is clear that problems of synthesis and optimization are much more sophisticated than those of calculus. 

Parametric Optimization

As the aim is to find the values of certain structural parameters of a machine, we shall deal with this
notion in more detail. By a parametric optimization of electromechanical systems, we mean the process
of finding those parameters of a mathematical description of the system (arranged in a vector  from
a set P of admissible parameters at which a suitably selected objective (preference) function ψ(p) of these
parameters reaches its extreme.

The objective function ψ(p) quantifies the degree of the properties of an electromagnetic system that
has to be made extreme (the parameters with the best degree of this property have to be chosen). When
defining an admissible set P, we are guided by the structural possibilities of changes in individual
parameters (variables), or we can introduce secondary criteria of the type “the degree of properties may
not exceed given critical limits.” The possibility of taking into consideration the structural changes of
parameters leads to the so-called trivial (natural) constraints of the type  where  is the
lower and  the upper bound of the ith optimization variable. The introduction of secondary criteria
leads to the definition of limiting functions qi of optimization variables for which we have  £ qi(p) £ 
where  is the lower and  is the upper bound of the relevant function.

Thus, from the mathematical point of view, parametric optimization of electromechanical systems is
formulated as the problem of finding a point p in the admissible set P, at which the preference function
ψ reaches its global extreme value (maximum or minimum) with regard to P. The admissible set is
generally described by m inequalities defined by functions qj(p), where j = 1, 2,  ..., m. If P = Rs, where s is
the number of variables to be optimized, we say that the optimization is unconditional. In all other cases
we say that the optimization is conditional.

To solve the problem of optimizing the selected properties of a system, the following has to be done:

• a mathematical description has to be formulated,

• it has to be analyzed at the starting point,

• the desired form of the objective function ψ has to be specified,

• the optimization variables have to be selected,

• the desired form of the constraining functions qj has to be specified,

• a suitable optimization method has to be selected,

• the resulting mathematically formulated optimization problem has to be solved, and

• using the mathematical model, the results have to be transformed back into the dynamic model
(for dynamic problems only).

General Aspects of the Optimization Process

If the aim of an optimization process is to optimize several properties that simultaneously affect the system
(such as minimizing the size values while respecting the electrical properties), we obtain a multi-criteria
objective function. The objective function then takes the form of a weighted sum of single-criterion
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s insensitive to changes in the optimization parameters. Due to this fact, the selection of an
 method is of great importance. The result is averaged in the sense that several criteria may
imultaneously in a reduction of the multi-criteria function, while some other criteria may

itable method may be to select a single-criterion objective function, including all criteria in
nts. Only the most significant criterion is chosen for the objective function to be specified
quent process. All other criteria included in the constraints are kept within specified limits
g optimized. Thus, the results of an optimization process are dependent on the degree of
 the admissible set given by the inequality-type constraints.
, we specify the constraints in a form similar to the objective function

(34.1)

uitable functions of a vector variable and  their maximum admissible values.
ion of optimization variables is given by the sensitivity of the objective function to changes

optimization variables. This sensitivity is described by the gradient vector of the objective

(34.2)

Optimization Methods

ptimization Methods

cal problems lead to nonlinear (transcendental) systems of equations. These may only be
 numerical optimization methods. According to the order of the derivatives used in the

of a method, numerical methods of finding local minima of functions of several variables
ed into:

order methods (comparative)

thods of co-ordinate comparison

plex methods

chastic methods

rder methods (gradient and quasi-gradient)

thods of associated directions

iable-metric methods

d-order method (Newton method)

ethods
ds consist of calculating the values of the objective function at a large number of selected

points are selected by such criteria that each point in the space has an equal probability of
d. The best points are then determined by comparing the function values. From the outlined
llows that these methods lead to computing the function values at a large number of points,

protract the calculation. On the other hand, we can more easily reach the global optimum
ion to be optimized. These methods also comprise the evolution methods since the first
ulation is generated completely by random. The difference only consists in the strategy of
ter solutions.
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Evolutional Optimization Methods

Since some problems are difficult to solve by standard numeric optimization methods, even if they
converge to an acceptable optimum in a reasonable time, new approaches had to be developed. Therefore,
a number of new methods have been designed based on the laws of natural genetics copying them in
various degrees. These methods employ random generation of input parameters and so can be thought
of as stochastic methods. In general, stochastic optimizing algorithms (including virtually all the evolu-
tional algorithms) optimize using multi-parameter function with “wild” behavior, that is, with many
minima or with an unknown gradient. Stochastic optimization methods are necessarily slower than
heuristic approaches, which take advantage of the fact that they know the type and details of the function
to be optimized. Unless the conditions for the global optimum are previously known, we can never be
sure whether we have reached the global optimum to be able to terminate the optimization process.
However, stochastic optimization methods also bring numerous benefits. They are generally very well
specified and thus applicable virtually to any problem, and they can get out of the trap of a local minimum.
The evolutional process of searching the space of potential solutions requires an equilibrium of two
objectives:

• to find the nearest (mostly local) minimum as quickly as possible, and

• to search the space of all potential solutions in the optimum manner.

The methods differ in their orientation towards these two objectives and they can be roughly ordered
in a sequence starting with methods tending to local minima to methods searching a large number of
potential solutions:

1. Stochastic “hill climbing” algorithms,
2. Tabu search algorithms,
3. Simulated annealing algorithms, and
4. Genetic algorithms.

Hill Climbing Algorithm
This is the simplest optimization algorithm being a variant of the gradient method “without gradient”
where the direction of the steepest climb is determined by searching the neighborhood. This algorithm
also has all the drawbacks of gradient methods, in that it is very likely to end up in a local extreme
without reaching the global minimum. Here the starting solution is generated at random. For the
currently designed solution, a certain neighborhood is generated using a finite set of transformations
and the best minimum is chosen from this neighborhood. The local solution obtained in this way is then
used as the center of a new neighborhood in which the optimization is repeated. This process is iterated
a specified number of times. In the course of this process the subsequent best solutions are recorded to
be finally used as the resulting minimum. The basic drawback of this algorithm is that, after a number
of iterations, it may revert to a local minimum that has already been passed in a previous step (the
problem of looping). This problem can be avoided by running the algorithm several times with different
randomly generated initial values to eventually choose the best result achieved.

Tabu Search Algorithm
At the end of the 1980s, Professor Fred Glover designed a new approach to solving the problem of finding
the global minimum, which he called tabu search. At present, this method is among those used most
frequently to solve combinatorial problems and problems of finding the global minimum. Based on the
hill-climbing algorithm, it tries to eliminate the problem of looping. The hill-climbing algorithm is
equipped with a so-called short-time memory, which, for a short previous interval of the algorithm
history, remembers the inverse transformations to locally optimal solution transformations used to obtain
the new centers in iterations. These inverse transformations are prohibited (tabu) when the new neigh-
borhood is created for a given current solution. In this way, the looping caused by falling into the trap
of a local minimum may substantially be reduced. A hill-climbing algorithm modified in this way
systematically searches the entire area in which the global minimum of a function is to be found. 
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Simulated Annealing Algorithm
Apart from the stochastic methods and methods based on natural evolution, there is another possibility
of simulating the evolution of systems based on the physical evolution of macroscopic systems. The
annealing of a solid body in order to remove the internal stress is a simple example of this kind of
evolution. For a physical interpretation of this process, consider a body that is heated until it reaches a
high temperature. The temperature is then gradually lowered. The atoms of a body heated to a high
temperature can easily overcome the local energetic barriers to reach equilibrium states. When the
temperature is lowered, atoms are fixed in this state and the cooled off body is without internal stress.

This principle was used to design the method of simulated annealing. First, an initial temperature Tmax

is set, whose value is important for the method to be efficient. The simulated annealing algorithm then
searches the space of all potential solutions in a strongly stochastic way, also accepting the states that
correspond to solutions worse than the current one. This property of simulated annealing is a charac-
teristic feature of this method and provides a way of escaping from a local minimum trap, thus allowing
the search of another area of the entire solution space. However, as the annealing temperature T is
lowered, the probability of accepting worse states as well is diminishing. For small temperature values
then, only solutions better than the current one are considered.

Genetic Algorithm (GA)
Genetic algorithms (GAs) are most frequently used to optimize the parameters of an unknown system
whose mathematical description is either too complicated or unknown [5]. When applying a GA, it is
mostly sufficient to know a function assigning a price to each individual in the population. This may be
the error of the solution for randomly selected parameters during GA. Since a GA is looking for a
maximum, the error, which, on the contrary, is being minimized, must be transformed into looking for
a maximum. This may be done in several different ways: by subtracting the error from the maximum
error occurring, by calculating the inverted value of the error, or by using another transforming function
that approaches zero as the error approaches one. Increased attention should be paid to setting up the
program implementing the pricing function since it consumes the most computing time compared with
the other GA components.

Apart from general optimization problems, GAs are mostly applied to neural networks. Here the
tendency is to employ GAs at two different levels. First, for finding suitable weights for a neural network
and second, when optimizing the structure of a neural network, that is, when selecting the algorithm,
the number of input neurons in the hidden layers, the number of hidden layers, etc. Using a genetic
algorithm to optimize the parameters of another genetic algorithm (the size of the population, the number
of crossbreedings, the extent of mutations, the frequency of mutations) is a very revolutionary idea
(optimization of the computation time where the computation time is a pricing function of the GA). As
far as applications of GAs to problems encountered in research of electric machines are concerned, GAs
have been used to identify the parameters of the substitution diagram of an induction motor.

By way of conclusion, it may be added that genetic algorithms perform surprisingly well when all
other algorithms fail, such as for incomplete problems where the computation time is an exponential or
factorial function of the number of variables. There is no point in using GAs to optimize relatively simple
functions or functions for which special algorithms exist for their description. Considering the necessity
to calculate the function values for tens or hundreds of genetic chains in a population and the necessity
to evaluate hundreds or even thousands of populations during a single run of the program, GAs are
rather time-consuming.

Despite the positive results achieved by using GAs, it is clear that nature must use even more intricate
and, at the same time, not very sophisticated methods. The GAs described above only correspond to
very primitive examples observed in nature, particularly those related to asexual reproduction with a
single chromosome. Since nature has taken billions of years to test its algorithms, it is highly efficient
to further learn from it. It is interesting that it needs no mathematics to solve complicated problems
of optimization. Nevertheless there are other optimization methods suitable to solve the problems of
the design [2–4].
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Selection of a Suitable Optimization Method

The standard gradient method is still one of the most frequently used methods. Gradient methods or
even the standard non-gradient methods (such as the simplex method) are not suitable if the finding of
the global minimum is required of a function with many local minima. Mostly, these methods only reach
an insignificant minimum close to the starting point (the initial solution) in which they are trapped.
This deficiency is mostly removed by repeatedly selecting at random the initial solution of an optimization
problem and taking the best result for the solution. The stochastic character of this process can only be
seen in the random selection of the initial solution. The subsequent optimization algorithm then proceeds
without any randomness. Then the evolutional optimization methods are thought of as stochastic ones
despite their employing of a certain strategy when choosing the getter points. The following are the main
differences between a genetic algorithm and the more frequently used gradient method:

• GA performs no gradient computation, which might be difficult and time consuming particularly
for large systems, and

• GA works with randomly generated solutions and may converge more quickly to the global
minimum.

To optimize the draft design of an induction motor, an optimization method was employed using a
genetic algorithm. This method is described in more detail in the following chapter.

34.3 Optimum Design of Induction Motor (IM)

IM Design Introduction

Actual design of an induction motor usually depends on the requirements of individual customers, who
specifically define parameters which a designed machine should accomplish. In this way, with the same
machine output, we can obtain different implementations that meet individual conditions more or less.
It is possible to require a good quality of one parameter only with the deterioration of other parameters.
We are going to deal with a design of motors of (0,6–200) kW outputs. Motors are designed for permanent
load and with the project assignment the following input values are required:

Machine output Pn [kW], voltage U1n [V], winding connection Y/D, number of poles 2p or rotation
speed n [min-1], grid frequency f [Hz], efficiency η[%], power factor cos ϕ, insulation class, IP imple-
mentation, and the shape of the machine.

We consider squirrel-cage motors in closed implementation with framework and cooling ribs. There
is a cast aluminum rotor cage. For the design, data such as conductors and slots dimension or magnetic
characteristics deducted from tables and graphs that are given by the standard or by the manufacturer’s
measurement, are needed. The actual design is a compromise between individual design parameters, so
that a resulting machine would have the best possible operating characteristics with a perfect heat and
material utilization. The actual motor design is described in the following section.

Classical IM Design Evaluation

An induction motor design, when carried out manually, represents hundreds of calculations, which can
last tens of hours even with an experienced constructor. As computers made their way into practically
all branches of design and analysis, a series of programs which co-operate with a designer in an interactive
fashion and speed up a calculation were created.

In spite of indisputable advantages of this design process, we have to realize that there is a remarkable
quantity of various design implementations of the given motor which, more or less, achieve the required
motor operating characteristics. This approximates the global minimum of an objective function, which
evaluates the design quality.

Thus, the idea to create a program for searching the whole state space of all possible solutions and
selecting such a variant, which is the most appropriate to an evaluating objective function (the required
©2002 CRC Press LLC
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cteristics) using some of the optimization methods, was developed. The stochastic evolu-
hod genetic algorithm was selected, because it searches the whole state space of all possible
 best way.

on of a Solved Problem

 Parameters

iven in Table 34.1 are recommended only, and, for the motors of outputs below 200 kW,
stly limiting values. Varying the parameter values or substituting one parameter for another
nly by intervention in the program source text. Diameter limits De and D from the input file
ed only in the case that a motor design without regard to standardized axis height is required.
hat standardized axis height is entered, these limits are calculated. Limits of an ideal rotor

ppropriate to enter as narrow as possible for faster convergence to a limit. But this is not a
dition. Generally, the lower the range of individual parameters, the faster the convergence
inimum, and the number of local minimums is lower.

(Criterion) Function

 the form of the objective function, but also the selection of optimized parameters that is
r good optimization results. Selected parameters must sufficiently describe a quality solution
roblem. In the case of an induction motor design optimization task, the following parameters

d:

lume V [dm3]
perature rise ϑn [K]

minal power factor cos ϕn [−]
minal efficiency ηn [−]
erload capacity mpn [−]

eters are most important for the quality of the design and describe the design sufficiently.
error is based on the relation given in Eq. (34.1), a sum of individual partial errors of each
arameter. If we put more emphasis on some parameter, we increase a corresponding weight
hus achieving its improvement in the final design. At the same time, values of other param-
rease. Finding an optimal setup of gain coefficients is one of the most important and difficult
he term “optimal setup” means that the designed motor has the highest power factor,
d torque overload capacity values at the minimal volume and simultaneously does not exceed
temperature rise for a selected insulation class. We have the relationship 

(34.1)

r outside diameter De mm User optional User optional
r inside diameter D mm User optional User optional
iron length li mm User optional User optional
p induction Bδ T 0.5 1.0

r slot filling kdr1 — 0.6 0.75 (0.8)
p size d mm 0.2 0.4

r current density σ1 A mm−2 3.0 15.0
 rod current density σt A mm−2 2.0 6.0
 ring current density σk A mm−2 2.0 4.0
 magnetic induction Bz T 1.6 2.0
umber per pole and stator phase q1 — 2.0 5.0

e GRi( ) abs kV V⋅( ) abs kJ 0.89Jd Jn–( )( ) abs k jcos 1 jcos n–( )( )+ +=

abs kh 1 hn–( )( ) abs kmp mp 1 mpn–+( )( )+ +
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where kV is the volume weight coefficient, kϑ  is the temperature factor weight coefficient, kcosϕ is the
power factor weight coefficient, kh is the efficiency weight coefficient, kmp is the torque overload capacity
weight coefficient.

Achieved Results

5.5 kW, 380 V Motor Design Description

During program development and tuning, an optimization was performed on the motor described in
Table 34.2. In this section we describe the results and problems encountered in the optimization process.
The symbols and quantities, which are not explained in detail, were either used in the previous text or
are listed at the list of used quantities at the beginning of the document. The motor input parameters
are given in Table 34.2.

Other Results

It follows from the physical principle that optimized quantities are closely related. Increase of a gain of
one quantity results in a disadvantage of the quantities. Based on the performed optimizations, it can
be concluded that two kinds of motors exist, depending on the content of iron and copper:

1. Motor with prevailing iron content, high stator current density, good power factor, for a price of
worse efficiency of the motor and with slightly worse torque overload capacity than the second
motor.

2. Motor with high copper content and conversely low stator current density, good efficiency, and
worse power factor value. Torque overload capacity is good.

The type of motor is determined based on the setting of gain coefficients. A sum of temperature and
power factor errors on one side impacts the sum of volume and efficiency errors on the other side. The
torque overload capacity can be good for both kinds of motors.

Results of individual optimizations are listed in Table 34.3, ordered by volume value from smallest to
largest. Different varieties of motors were obtained, depending on values of gain coefficients. It is difficult
to determine which solutions are good or bad, because the selections depend on actual customers’ require-
ments. The solution that gives the best value of optimized quantity is marked in bold. Solution numbers
1, 5, 8, 23, and 25 can be considered successful from this perspective. The motor described above (solution
no. 2) serves for depicting of the task. Previously-mentioned relations between individual quantities can
be observed in Table 34.3, which lists the optimization results without limiting the generated parameter,
thus using the requirements in Table 34.1.

Next, a motor optimization was performed with just one optimized parameter, when the gain of the
other parameters was set equal to zero.

1. Volume optimization. In this case, the algorithm selected as the best solution motors with minimal
dimensions, when parameters De, D, and li were converging to minimum preset limits.

2. Temperature optimization. The algorithm reached first reached a local minimum with temperature
at the maximum based on the required insulation class, and mostly stayed on this value.

TABLE 34.2 Input Values of 5.5 kW, 380 V Motor

Quantity Name Symbol Dimension Value

Nominal power output Pn W 5500
Nominal voltage U1n V 380
Required power factor cosj — 0.81
Required efficiency η — 0.86
Grid frequency f Hz 50
Motor axis height H mm 132
Number of pole pairs p — 3
Temperature class of insulation TT — F
Torque overload capacity mp — 2
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3. Power factor optimization. An effort to achieve the first type of motor (see above discussion) with low
copper content, high current density σ1, worse value of efficiency. Torque overload capacity was good.

4. Efficiency optimization. The designed motor corresponded to the second type of motor (see above
discussion) with prevailing copper content, low current density σ1, and good efficiency, however,
with worse power factor values. Torque overload capacity was good.

5. Torque overload capacity optimization. The motor is designed with high number of slots for pole
and phase, resulting in gradual spread of conductors on the perimeter. The motor can have
prevailing iron or copper content depending on a local solution, to which it converged. It can
have good values of power factor and efficiency for a price of machine volume increase.

34.4 The Use of a Neuron Network for the Identification 
of the Parameters of a Mechanical Dynamic System

The basic step used to solve the dynamic tasks by means of any type of modeling is to create a set of
important quantities that include both the quantities describing structure, conditions, and the interac-
tions of technical objects and the quantities that characterize the consequences (i.e., their demonstration
and behavior).

The methods of creating the mathematical models in drive systems, in general an interactive process,
utilize

• the applications of well-known physical principles that describe the phenomena in drive systems
(e.g., the second Newton’s principle, Kirchhoff ’s laws, etc.), or

• the applications of the methods based on artificial intelligence algorithms (e.g., genetic algorithms
[1] and artificial neuron networks [6, 7]).

TABLE 34.3 Motor P = 5.5 kW, U = 380 V Solutions List, Without Generated 
Parameters Limited

Number V [dm3] ϑ  [K] cosϕ [-] η [-] mp [-] Directory

1 3.96 88.1 0.798 0.834 1.72 Motor1
2 4.20 86.9 0.818 0.843 1.90 Motor2
3 4.31 74.9 0.787 0.865 1.77 Motor3
4 4.32 88.8 0.836 0.817 1.78 Motor4
5 4.33 75.1 0.690 0.973 1.07 Motor5
6 4.50 89.0 0.836 0.834 1.79 Motor6
7 4.51 86.8 0.818 0.818 1.93 Motor7
8 4.54 90.0 0.884 0.812 1.98 Motor8
9 4.56 84.6 0.857 0.816 1.74 Motor9

10 4.58 86.5 0.836 0.817 1.77 Motor10
11 4.63 68.2 0.792 0.858 2.10 Motor11
12 4.69 88.4 0.862 0.808 1.80 Motor12
13 4.70 73.4 0.845 0.830 2.25 Motor13
14 4.73 61.0 0.799 0.871 1.90 Motor14
15 4.78 78.1 0.853 0.858 1.67 Motor15
16 4.78 71.0 0.767 0.870 1.80 Motor16
17 4.81 70.6 0.703 0.934 1.28 Motor17
18 4.97 54.5 0.804 0.883 1.90 Motor18
19 5.08 55.5 0.762 0.877 2.20 Motor19
20 5.12 88.2 0.879 0.806 2.05 Motor20
21 5.96 44.0 0.784 0.870 2.55 Motor21
22 6.35 42.4 0.803 0.882 2.69 Motor22
23 6.40 87.5 0.887 0.853 2.27 Motor23
24 6.57 59.0 0.747 0.956 1.16 Motor24
25 7.05 42.3 0.793 0.865 3.00 Motor25
26 7.39 52.9 0.714 0.986 1.03 Motor26
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The theories on which the methods of artificial intelligence are based replace the “standard” analytical
and numerical methods when

• these are the only theories which can solve the problem,

• they exhibit better properties from the point of view of the problem solution (e.g., a better
conditionality considering the changes of input values), and 

• they allow the problems to be solved more effectively.

The last case is typical when we want to approach the real operational conditions as close as possible.
From various methods of artificial intelligence, the stochastic evolution algorithms and the artificial
neuron networks are being increasingly utilized in the field of the modelling of drive interactive systems.
In the following section, two methods are shown that are applied to the problems of the analysis of
dynamic properties in drive systems.

The solution of dynamics by means of the algorithms of artificial intelligence represents a solution of
the following partial problems:

• Specifying the set of important (relevant) quantities,

• Selecting the theory which is suitable to solve the problems,

• Arranging the relations among relevant quantities so that they allow the selected algorithm of
artificial intelligence to be used,

• Generating the training data, and the selection of the method of teaching, for example, in neuron
networks, and

• Testing the quality of the results reached and their evaluation.

Practical Application

Many identification methods are known and very often verified quite well in practical terms. The limit
factors that make these procedures more difficult (e.g., the assumptions about system linearity, station-
arity, and normality of the phenomena which occur in the systems, etc.) are also known. Hence, we have
used an untraditional approach to the problem f identifying the dynamic properties in mechanical systems
for which the use of neuron systems seems to be promising, and at the same time available for engineers’
thinking.

A Practical Application—Gearbox

The first case that was analyzed is a vehicle gearbox. Inputs (engine load), outputs (frequency-amplitude
spectra of torsional oscillations), and the gearbox structure were known. The ilete information was related
to the selected parameters of stiffness and damping in the drive. Due to variable operational conditions,
the magnitude of damping may vary enough to significantly affect output characteristics. If many
experimental results are evaluated, some typical failures can be identified and their possible occurrence
can be anticipated from output files. We have used the data that were measured in the real system. The
frequency-amplitude spectrum of torsional oscillations was measured at the gearbox shaft, which is seated
on four bearings with five speed gears (Fig. 34.1). Originally, the measurement was carried out to
determine the resonance of frequency systems with the goal to reduce noise. The following parameters
were set in the system:

Stiffness K ∈ {0.3, 12.0, •},
Damping B ∈ {-, 0, 0.3, 12.0}.

The measurements were done with testing frequencies f = 512 Hz and f =1024 Hz. To record significant
oscillation harmonics, the excitation frequency was flexible in both cases:

1. from 2.5 to 14.0 Hz in steps of 0.5 Hz, and 
2. from 14.0 to 40.0 Hz in steps of 1.0 Hz.
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The spectrum always included 512 spectral lines. The measurement was repeated 360 times for different
variations of the parameters K and B (the system adjustment). The values of natural and excitation
frequencies, which are expected for the gearbox to be analyzed, are shown in Table 34.4.

Task Definition 

The task was originally defined in the following way: to estimate the corresponding magnitudes of
parameters K and B (this means, to recognize the adjustment of parameters used in the mechanical
dynamic system) by means of the artificial neuron network on the basis of the frequency-amplitude

FIGURE 34.1 Five speed gear.

TABLE 34.4 Expected Natural and Excitation Frequencies for the Gearbox

Table of Expected Frequencies [Hz]

Low frequencies up to 5.0
Operational frequency (OF) (speed) OF 14.16

2 ¥ OF 28.32
3 ¥ OF 42.48

Interharmonic frequency (IHF) 0.5 ¥ OF 7.08
1.5 ¥ OF 21.25
2.5 ¥ OF 35.42

Natural frequency (NF) I.NF 43.91
0.5 ¥ I.NF 21.96

2 ¥ I.NF 87.82
II.NF 322.1

0.5 ¥ II.NF 161.1
2.0 ¥ II.NF 644.2

Combination frequency (CF) 2 ¥ OF + 0.5 ¥ I.NF 50.28
OF + I.NF 58.07

2 ¥ OF + I.NF 72.23
2 ¥ OF + 2 ¥ I.NF 116.1

Tooth frequency (TF) {TF = z.OF} 1st speed gear 184.1
2nd speed gear 325.7
3rd speed gear 424.9
4th speed gear 580.6
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spectrum of torsional shaft oscillations in the given system. A multilayer perceptron with three layers
(i.e., input, hidden, and output) is used as the configuration of the neuron network. Select the signal
neuron functions as the linear, hidden, and output layers of the logistic function, f(x) = 1/(1 + e-x).

According to this definition, this is to identify the system parameters on the basis of the measured
frequency-amplitude spectra. However, the parameters are taken from discrete sets (and very low), and
the task could be redefined as the “standard” task of the spectrum classification according to seven
attributes (each attribute corresponded to one of the possible values of the parameters K and B). The
application of neuron networks to solve such a problem is more successful when compared to the solution
of the original task.

The amplitudes of spectral lines were expressed in logarithm scale, and a reduction of spectral dynamics
with an increase of their informative quality has been achieved. Considering the nonlinear nature of the
activation neuron functions used, which extends beyond the saturation range for the input interval ·0.5,
0.95 〉, the network cannot respond well to stimulous vectors with a high range of the values in the
individual components. This is illustrated in Fig. 34.2. The input network layer was configured to 512
input neurons. The amplitude logarithmic value of one spectral line was entered into each input. The
individual neurons in the output layer correspond to the classification attributes. Because there are seven
attributes, seven neurons were configured in the output layer.

The only-hidden layer was set as the arithmetic mean of the number of input and output neurons.
Two hundred sixty neurons were configured to the only-hidden layer, as illustrated in Fig. 34.3. Each
item corresponded to one measurement of the frequency spectrum (a stimulus vector) with a corre-
sponding attribute vector (a vector of the required responses). The specific variation of the parameters
was expressed by the required network response to two corresponding output neurons equal to 1, and
the remaining output neurons equal to 0.

From the original 360 items, 36 items were randomly separated (10% of total) for the future tests. We
ensured that the network tests would be carried out with the items that have not passed the training
network process (the network was not trained to these situations). This is necessary to verify the gener-
alization model properties. The training set was formed by the remaining 324 items. The sequential
strategy of teaching was used, i.e., the items from the training set were used in the teaching process with
the fixed sequence (cyclic passages through the training set). Taking into consideration the size of the
neuron network to be configured, the method of feedback moment propagation has been selected as the
teaching method that exploits only the information up to the first-order inclusively (the values of a special
function—a teacher and his gradient), and it has not used Hessian or its estimate, which, in this case,
would be very demanding.

FIGURE 34.2 Stimulus vectors normalization (top, before normalization; bottom, after normalization).
©2002 CRC Press LLC



 

Results

The neuron model of the mechanical system has manifested a high rate of success during the verification
by test sets. The network was taught with random selections of the test items. During testing of the
individual models, the responses of the network were successful in 85–95% of all cases (see Figs. 34.4
and 34.5). Moreover, the estimate of the values K and B that correspond to the parameters is available
within a couple of seconds for the frequency spectrum in the active mode. However, it is possible that a
model with higher quality will be achieved if special optimizing techniques are used in the future.

In summary, the neuron model of the mechanical system described above can be assessed as usable
in practical terms.

FIGURE 34.3 Network configuration (hidden layer contains neurons without labels).

FIGURE 34.4 Successful response of neural net.
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of Computers

35.5 The Synergy of Mechatronics

35.1 Introduction: The Mechatronic Use of Computers

Mechatronics is the synergistic combination of mechanical engineering, electronics, control systems, and
computers. The key element in mechatronics is the integration of these areas through the design process.
Synergism and integration in design set a mechatronic system apart from a traditional, multidisciplinary
system. In a mechatronic system, computer, electronic, and control technology allow changes in design
philosophy, which lead to better performance at lower cost: accuracy and speed from controls, efficiency
and reliability from electronics, and functionality and flexibility from computers. Automotive engine-
control systems are a good example. Here a multitude of sensors measure various temperatures, pressures,
flow rates, rotary speeds, and chemical composition and send this information to a microcomputer. The
computer integrates all this data with preprogrammed engine models and control laws and sends com-
mands to various valves, actuators, fuel injectors, and ignition systems so as to manage the engine’s
operation for an optimum combination of acceleration, fuel economy, and pollution emissions.

In mechatronics, balance is paramount. The essential characteristic of a mechatronics engineer and
the key to success in mechatronics design is a balance between two sets of skills: 

• Modeling (physical and mathematical), analysis (closed-form and numerical simulation), and
control design (analog and digital) of dynamic physical systems

• Experimental validation of models and analysis and understanding the key issues in hardware
implementation of designs 

In mechatronic systems, computers play a variety of roles. First, computers are used to model, analyze,
and simulate mechatronic systems and mechatronic system components and, as such, are useful for
control design. Second, computers, as part of measurement systems, are used to measure the performance

Kevin Craig
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Fred Stolfi
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of mechatronic systems, to determine the value of component parameters, and to experimentally validate
models. Finally, computers or microcomputers form the central component in digital control systems
for mechatronic designs. Thus, computers play an essential role in the two essential characteristics of the
mechatronics balance and comprise a key component to mechatronic system designs. This is illustrated
by the following example. 

Consider the schematic of a pneumatic servomechanism, a computer-controlled, closed-loop posi-
tioning system, shown in Fig. 35.1. Pneumatic servomechanisms have the advantages of low cost, high
power-to-weight ratio, ease of maintenance, cleanliness, and a readily-available and cheap power source.
However, the disadvantages are high, nonlinear friction forces, deadband due to stiction, and dead
time due to the compressibility of air. The design goal is to implement a fast, accurate, and inexpensive
pneumatic-actuator system using inexpensive on/off solenoid valves, rather than expensive continuously-
variable servo valves. To accomplish this task, one must completely understand the physical system,
develop a physical model on which to base analysis and design, and experimentally determine and/or
validate model parameters. One must then develop a mathematical model of the system, analyze the
system, and compare the results of the analysis to experimental measurements to validate the model.
One must then design a closed-loop position control system utilizing on/off, modified on/off, or pulse-
width modulated control. Finally, one must implement the control system and experimentally validate
its predicted performance. 

A MatLab/Simulink model of this system is shown in Fig. 35.2. The mathematical model is highly
nonlinear, as are the various control schemes. A computer numerical simulation is needed to understand
the behavior of the system and the various control schemes. A data acquisition system is needed to take
measurements of the various system inputs and outputs and validate the numerical simulation. And, a
computer (a microcontroller in this case) is needed for the real-time implementation of the various
control schemes. There are a variety of computer numerical simulation tools available, some requiring
the detailed mathematical model while others enable virtual prototyping where the various system
components are assembled on the computer screen with the component mathematical models given
hidden in the background. There are also a variety of computer platforms on which to run the control
algorithm, e.g., high-end PC using a DSP board and a real-time control-code generator; a microcontroller
programmable in C or Basic with an analog-to-digital (A/D) converter and numerous digital input/output
(I/O) ports; and a microchip implementation needed for product development.

FIGURE 35.1 Pneumatic servomechanism.
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35.2 Mechatronics and Computer Modeling and Simulation

In design, balance is the key to success, i.e., balance between theory and practice and balance between
modeling/analysis skills and hardware-implementation/measurement skills. Figure 35.3 illustrates the steps
in a dynamic system investigation, which is the process that would be utilized to design a mechatronic
system. The distinction between physical modeling and mathematical modeling is emphasized, as is the
importance of both analytical and numerical solutions to the model equations. To generate a physical
model, approximations must be made to the actual physical system. Small effects are neglected. The
influence of the environment is ignored. Elements are assumed to be lumped instead of distributed. The
dynamics are assumed to be linear. Parameters are assumed to be constant. Noise and uncertainty is
ignored. These approximations have a direct influence on the mathematical model. Neglecting small
effects limits the number of equations. Environmental independence reduces the complexity of the
equations. Other approximations result in linear ordinary differential equations with constant coeffi-
cients. Neglecting uncertainty avoids the use of statistics in the model. In most cases, a design consider-
ation is to develop the simplest model which adequately depicts the complexity of the system dynamics.

The predicted dynamic behavior of the model is only half the story, for these results, without experimental
verification, are at best questionable, and at worst useless. Comparing the predicted dynamic behavior with
the actual measured dynamic behavior is the key step in the dynamic system investigation process.

The steps in the dynamic system investigation process should be applied not only when an actual
physical system exists (as in reverse engineering) and one desires to understand and predict its behavior,
but also when the physical system is a concept in the design process that needs to be analyzed and
evaluated. After recognizing a need for a new product or service, one uses past experience (personal and
vicarious), awareness of existing hardware, understanding of physical laws, and creativity to generate
design concepts. The importance of modeling and analysis in the design process has never been more
important than in this situation. These design concepts can no longer be evaluated by the build-and-test
approach because it is too costly and time consuming. Validating the predicted dynamic behavior in this
case, when no actual physical system exists, becomes even more dependent on one’s past hardware and
experimental experience. 

In physical modeling, one first specifies the physical system to be studied along with the system
boundaries, input variables, and output variables. In modeling dynamic systems, we use engineering
judgment and simplifying assumptions to develop a physical model. The complexity of the physical
model depends on the particular need, e.g., system design iteration, control system design, control design

FIGURE 35.2 MatLab/Simulink model of the pneumatic servomechanism.
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verification, physical understanding. The intelligent use of simple physical models requires that we have
some understanding of what we are missing when we choose the simpler model over the more complex
model. The astuteness with which these approximations are made at the onset of an investigation is the
very crux of engineering analysis. A variety of engineering models may be developed based on the particular
need. Always ask the question: “Why am I modeling the physical system and what is the range of operation
that I wish my model to be valid for?” If the need is system-design iteration or control-system design,
then a “design model” is needed, i.e., a physical model whose mathematical model is a linear ordinary
differential equation with constant coefficients and, therefore, useful with a broad, highly-developed
assortment of linear design techniques. If the need is design verification before actual hardware imple-
mentation, then a “truth model” is needed, i.e., a physical model that is as close to reality as possible;
with nonlinear simulation tools available, almost any mathematical model can now be simulated. Itera-
tions can then be performed using, as a starting point, the results of the work performed with the design
model. Models only need to be valid for the particular range of operation of interest; low-order models
then can often represent very complex, higher-order models very effectively. In practice, you may need
a hierarchy of models of varying complexity: a very detailed truth model for final performance evaluation
before hardware implementation, several less complex truth models for use in evaluating particular
effects, and one or more design models.

35.3 Mechatronics, Computers, and Measurement Systems

Measurement systems or data acquisition systems may be used for a variety of purposes, and a computer
plays an integral role in each.

1. Monitoring of Processes and Operations. Certain applications of measuring instruments may be
characterized as having essentially a monitoring function, e.g., thermometers, barometers, and
water, gas, and electric meters.

2. Control of Processes and Operations. An instrument can serve as a component of a control system.
To control any variable in a feedback control system, it is first necessary to measure it. A single
control system may require information from many measuring instruments, e.g., industrial
machine and process controllers, aircraft control systems.

3. Experimental Engineering Analysis. In solving engineering problems, two general methods are
available: theoretical and experimental. Many problems require the application of both methods
and theory and experiment should be thought of as complementing each other. Further, all models
need validation, and measurement systems offer a means to collect the data required for model
validation.

The distinction among monitoring, control, and analysis functions is not clear-cut; the category that a
given application may fit may depend somewhat on the engineer’s point of view and the apparent
looseness of the classifications should not cause any difficulty. Rather it should be realized that computers,

FIGURE 35.3 Dynamic system investigation process.
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as general purpose processing elements, can serve many functions in the processing of measured param-
eters from mechatronic systems and that these processing functions can be related to or unrelated to the
modeling and control of such systems. Special purpose digital signal processing electronics are also used
in measurement systems. High-speed digital signal processors (DSPs), for example, are used to collect
input and output signals in the determination of transfer functions for mechatronic systems. The high
speed allows the processing of simultaneous samples of the input and output for minimal phase error.
The primary application for DSPs in mechatronic systems, however, is real-time control, discussed below.

Figure 35.4 is the input–output configuration of a measurement system. Input quantities are classified
into three categories:

1. Desired Inputs. These are quantities that the instrument is specifically intended to measure.
2. Interfering Inputs. These are quantities to which the instrument is unintentionally sensitive. FD

and FI are input–output relations, i.e., the mathematical operations necessary to obtain the output
from the input. They represent different concepts depending on the particular input–output
characteristic being described, e.g., a constant, a mathematical function, a differential equation,
a statistical distribution function.

3. Modifying Inputs. These are quantities that cause a change in the input–output relations for the
desired and interfering inputs, i.e., they cause a change in FD and/or FI. FM,I and FM,D represent
the specific manner in which iM affects FI and FD , respectively.

There are several methods for canceling or reducing the effects of spurious inputs. One method which
relies upon computer processing of the signals is the method of calculated output corrections. This
method requires one to measure or estimate the magnitudes of the interfering and/or modifying inputs
and to know quantitatively how they affect the output. Then it is possible to calculate corrections, which
may be added to or subtracted from the indicated output so as to leave (ideally) only that component
associated with the desired input. Since many measurement systems today can afford to include a
computer to carry out various functions, if sensors for the spurious inputs are provided, the computer
can implement the method of calculated output corrections on an automatic basis.

35.4 Mechatronics and the Real-Time Use of Computers

We turn to the field of closed-loop control using a digital computer as the controller. Several comments
are in order. First, a mechatronic system typically involves continuous variables. Elements rotate or
translate in space. Fluids or gasses flow. Heat or energy is transferred. Computers are, by their nature,
digital elements. Variables are represented in a computer by discrete values or simply by collections of
zeroes and ones. For a computer to be used as the controller for a mechatronic system, therefore, the

FIGURE 35.4 Input–output configuration of a measurement system.
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continuous variables must be converted to discrete variables for processing and then back again to
continuous variables. This might seem obvious. What is not so apparent is that the computer algorithm
forms an inherent separation between the processing of the signals and the signals themselves, which is
not true of other mechatronic system components. Even if digital logic elements are used (as discussed
in this chapter) the signals are converted to discrete form, but the flow of information is still continuous
through the elements. When a computer is used for the control element, this information flow is broken
and buried in the computer algorithm. As an example, computer algorithms sometimes mimic contin-
uous proportional-integral-derivative (PID) control laws. When the execution of this algorithm is ana-
lyzed, even if the effects of sampling and quantization are included, it is assumed that the signals are
processed just as if they were being determined by continuous processing elements. In reality, if the computer
code is examined at the machine level (i.e., not in the high level language in which it may be written), it
would bear very little resemblance to a differential equation representation of the PID algorithm. This
has practical implications both for modeling the exact operation of the computer as a control element
and for validating that the computer code actually produces the desired response to signals.

Other issues are involved when the mechatronic system controller is implemented in software. Software
execution is often asynchronous to the other time constants in the system (i.e., the software execution
and system response are often not synchronized). Software can be made synchronous by syncing it to
the sampler period, but this typically limits performance and is difficult if the computer is to be used
for other tasks than control. Once a computer is contained as an element in a mechatronic system, there
is a tendency to use some of the processing power to provide additional functionality or ease of use for
the product. This additional code can affect, sometimes adversely, the operation of the real time controller
execution. Testing of the code and safety of the code are also issues. The engineer has to determine that
his system operates deterministically and safely for all possible combinations of input signals and for all
possible states in the execution of the algorithm. For real-time systems, execution order for the code is
often not predictable since it can be dependent on the particular combination of input signals. Simplicity
of the code, providing for testability of the code, using established software quality assurance practices,
and developing extensive documentation are ways to achieve system determinism and safety. Often, a
hardware interlock, that is, a safety system utilizing electronic or mechanical hardware, is often included
in software controlled systems.

Code operation has to be further verified as the code is modified and as the code is reused for systems
other than that for which it was developed. Unlike other controllers, computer code is portable, but this
requires more thought for its possible reuse. Using standard software packages, standard processors,
modular code, and commercial real-time environments increases the possibility for reuse.

Besides the issues inherent in using computer code as the controller, there are issues involved whenever
a digital processing component is incorporated into a mechatronic system. Further, there are consider-
ations that must be taken into account whenever digital signals are processed. Figure 35.5 shows a con-
figuration useful for this discussion. The computer is important, but the computer “component” of many
mechatronic machines and processes is often not the critical system element in terms of either technical
or economic factors. Rather, components external to the computer, the actuators and sensors, the
sampling system, and the anti-aliasing filter are more often the limiting factors in the system design.

Since both continuous (analog) and digital signals exist in computer-controlled systems, the signals
in such a system can be classified as shown in the table below.

For analog signals, the precise value of the quantity (voltage, rotation angle, etc.) carrying the information
is significant, meaning that the specific waveform of input and output signals is of vital importance.
Conversely, digital signals are binary (on/off) in nature, and variations in numerical value are associated

Signal Classification Discrete in Time Continuous in Time

Discrete in amplitude D-D (digital) D-C
Continuous in amplitude C-D C-C (analog)
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with changes in the logical state (true/false) of some combination of switches, for example, +2 V to +5
V represents ON state, 0 V to +0.8 V represents OFF state.

In digital devices, it is simply the presence (logical 1) or absence (logical 0) of a voltage within some
wide range that matters; the precise value of the signal is of no consequence. Digital devices are therefore
very tolerant of noise voltages and need not be individually very accurate, even though the overall system
can be extremely accurate. When combined analog/digital systems are used, the digital portions need
not limit system accuracy; these limitations generally are associated with analog portions and/or the
analog-to-digital (A/D) conversion devices. Since most mechatronic systems are analog in nature, it is
necessary to have both A/D converters and digital-to-analog (D/A) converters, which serve as translators
that enable the computer to communicate with the outside analog world.

In most cases, the sensor and the final control element are analog devices, requiring, respectively, A/D
and D/A conversion at the computer input and output. There are, of course, exceptions, e.g., stepper
motor and optical encoder. In most cases, however, the sensors can be thought of as providing analog
voltage output and the final control element will accept an analog voltage input.

The current trend toward using dedicated, computer-based, and often decentralized (distributed)
digital control systems in mechatronic applications can be rationalized in terms of the major advantages
of digital control:

• Digital control is less susceptible to noise or parameter variation in instrumentation because data
can be represented, generated, transmitted, and processed as binary words, with bits possessing
two identifiable states.

• Very high accuracy and speed are possible through digital processing. However, hardware imple-
mentation is usually faster than software implementation. Determining the time required to
develop a system in software is notoriously difficult to estimate.

• Digital control can handle repetitive tasks extremely well, through programming.

• Complex control laws and signal conditioning methods that might be impractical to implement
using analog devices can be programmed. Very sophisticated algorithms can be implemented
digitally.

• High product reliability can be achieved by minimizing analog hardware components and through
decentralization using dedicated computers for various control tasks.

FIGURE 35.5 General computer-control configuration.
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• Digital systems are more easily “programmed” and offer the ability to time-share a single processing
unit among a number of different functions.

• Large amounts of data can be stored using compact high-density data storage methods.

• Data can be stored or maintained for very long periods of time without drift and without being
affected by adverse environmental conditions. Digital control has easy and fast data retrieval
capabilities.

• Fast data transmission is possible over long distances without introducing dynamic delays, as in
analog systems.

• Digital processing uses low operational voltages (e.g., 0–12 V DC).

• Digital control has low overall component cost.

Further, from the standpoint of the mechatronic product, the inclusion of a computer means that
additional system functions can be provided. The user can select from a range of operations. Additional
features can be included. A user interface providing indications of operation can be added with minimal cost.

In a real sense, some of the problems of analysis and design of digital control systems (beyond the issues
associated with software) are concerned with taking into account the effects of the sampling period, T, and
the quantization size, q. If both T and q are extremely small (i.e., sampling frequency 50 or more times the
system bandwidth with a 32-bit word size), digital signals are nearly continuous, and continuous methods
of analysis and design can be used. It is most important to understand the effects of all sample rates, fast
and slow, and the effects of quantization for large and small word sizes. Lower cost computers are typically
slower and have a smaller word size. Figure 35.6 shows the effects of having too few quantization levels,
i.e., too small a word size. The signal that will be processed by the controller has large errors over the original
analog signal. 

Figure 35.7 shows the effects of sampling. It is worthy to note that the single most important impact
of implementing a control system digitally is often the delay associated with the D/A converter, i.e., T/2.
This pure delay results in a substantial phase shift in the closed-loop feedback system and often limits
the control operation.

FIGURE 35.6 Simulation of a continuous and 4-bit quantized signal.
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In a feedback system, the analog signal coming from the sensor contains useful information related
to controllable disturbances (relatively low frequency), but also may often include higher frequency
“noise” due to uncontrollable disturbances (too fast for control system correction), measurement noise,
and stray electrical pickup. Such noise signals cause difficulties in analog systems and low-pass filtering
is often needed to allow good control performance. The phase shift from this filter also adversely affects
control system stability.

Finally, in digital systems, a phenomenon called aliasing introduces some new aspects to the area of
noise problems. If a signal containing high frequencies is sampled too infrequently, the output signal of
the sampler contains low-frequency (“aliased”) components not present in the signal before sampling.
This is illustrated in Fig. 35.8. If the higher frequency signal is sampled too infrequently, the result will
be exactly the same values as the low frequency signal. From the standpoint of the controller, there is no
way for the system to distinguish which signal is present. If we base our control actions on these false
low-frequency components, they will, of course, result in poor control. The theoretical absolute minimum
sampling rate to prevent aliasing is two samples per cycle; however, in practice, rates of about 10 are
more commonly used. A high-frequency signal, inadequately sampled, can produce a reconstructed
function of a much lower frequency, which cannot be distinguished from that produced by adequate
sampling of a low-frequency function.

In all of the above, the word computer was used for the digital processing element. In electronics
literature, a distinction is usually drawn between a microprocessor, microcomputer, DSP, and computer.
There is no standard for what each of these terms can mean, but some insight can be gained by examining
Fig. 35.9, which is a general block diagram for a computer. All computers have a means of getting input,
a means of generating output, a means of controlling the flow of signals and operations, memory for
data storage, and an arithmetic logic unit (ALU) which executes the instructions. The ALU and control
elements are often called the central processing unit (CPU). Small computers, which just contain a CPU,
are often called microprocessors. Memory for these computers is often attached to the microprocessor
but in distinct electronic packages. Input and output to the microprocessor is often handled by electronics
called peripherals. If the memory is included in the same package, the computer is called either a micro-
computer or computer depending on its physical size. CPU and memory on a single electronics chip is

FIGURE 35.7 Continuous and D/A converter output.
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often called a microcomputer. The reader should be aware that a single electronics package can contain
many “chips,” which are connected by fine wires within the package. The overall package is still called a
chip. Finally, if the A/D and D/A functions are provided in the same package, the computer is often called
a DSP. However, these functions can also be contained in something which is called a microcomputer.
DSPs are also computers which have a special instruction in the ALU called a multiply-accumulate (MAC)
instruction even if the A/D and D/A are not present. Digital signal processing algorithms often involve
MAC instructions and a computer, which can execute this instruction very effectively (in one instruction
cycle of the computer), and are often called DSPs. To further complicate the situation, electronic devices
called application specific integrated circuits (ASICs) exist. These devices can be custom made to perform
a specific operation (such as a PID algorithm). ASICs can contain a CPU or memory or peripheral functions
or even a MAC cell as part of its makeup. If the reader is thoroughly confused by this explanation, he
probably has the proper grasp of the situation. However, he should be aware that diagrams like the one
shown in Fig. 35.9 often accompany the electronic component so the internal capabilities can be determined.

Before leaving computers, one final point will be made. Memory in a computer can often be divided
between program space and data space, as shown in Fig. 35.10. This representation is meant to be pictorial

FIGURE 35.8 Simulation of continuous and sampled signal: aliasing.

FIGURE 35.9 Elements of a computer.
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rather than to define a specific computer architecture. In a von Neumann architecture, for example, the
program memory and data memory share the same space and information busses. Whereas in a Harvard
architecture, program memory and data memory are distinct (looking more like the figure). In either
case, for a mechatronic system, one can think of the program (in program memory) as the set of
instructions which tells the CPU how to manipulate data (in data memory) to produce an output. This
view should emphasize the earlier point that the flow of signals in a mechatronic system becomes confused
if a computer is to be used for real-time control.

Because of the low cost of modern microcomputers, the use of logic elements as discrete components
in a mechatronic system has diminished. Microcomputers are often programmed to perform logic
functions, which has the advantage that the operation can be altered in software rather than requiring
electronic hardware changes. In analyzing this logic, of course, any of the traditional methods can be
employed. The logic can be minimized via Karnaugh maps, for example. The only difference lies in the
implementation of the algorithm. ASICs are also used to implement logic functions.

35.5 The Synergy of Mechatronics

As stated at the beginning of this section, mechatronics is the synergistic combination of mechanical
engineering, electronics, control systems, and computers and the key element in mechatronics is the
integration of these areas through the design process. The use of computers and logic elements as
components in mechatronic systems will produce successful designs only if this synergy is achieved. The
system must be designed as a system. Computers should never be an add-on component included when
the design is complete. When computers are synergistically incorporated in the system, the power of the
mechatronics approach to design is realized.

FIGURE 35.10 Computer memory organization.
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36.1 Introduction

Digital logic deals with the representation, transmission, manipulation, and storage of digital information.
A digital quantity has only certain discrete values in contrast with an analog quantity, which can have
any value in an allowed continuum. The enormous advantage digital has over analog is its immunity to
degradation by noise, if that noise does not exceed a tolerance threshold.

36.2 Digital Information Representation

Information can be characterized as qualitative or quantitative. Quantitative information requires a
number system for its representation. Qualitative does not. In either case, however, digitalized informa-
tion is represented by a finite set of different characters. Each character is a discrete quanta of information.
The set of characters used constitutes the alphabet.

George I. Cohn
California State University, 
Fullerton
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36.3 Number Systems

Quantitative information is represented by a number system. A character that represents quantitative infor-
mation is called a digit. The number of different values which a digit may have is called the radix, designated
by R. The symbols that designate the different values a digit can have are called numeric characters. The most
conventionally used numeric characters are 0, 1, 2,..., etc., with 0 representing the smallest value. The largest
value that a digit may have in a number system is the reduced radix, r = R - 1. Different radix values
characterize different number systems: with R different numeric character values the number system is Rnary,
with 2 it is binary, with 3 it is ternary, with 8 it is octal, with 10 it is decimal, and with 16 it is hexadecimal.

Any value that can be expressed solely in terms of digits is an integer. A negative integer is any integer
obtained by subtracting a positive integer from a smaller integer. Any number obtained by dividing a number
by a larger number is a fraction. A number that has both an integer part and a fraction part is a real number.

All of the digits in a number system have the same radix. The radix is the base of the number system.
Presumably, the possession of 10 fingers has made the decimal number system the most convenient for humans
to use. The characters representing the 10 values a decimal digit can have are 0, 1, 2, 3, 4, 5, 6, 7, 8, and 9.
The binary number system is the most natural for digital electronic systems because a desired reliability for
a system can be most economically achieved using elements with two stable states. The characters normally
used to represent the two values a binary digit may have are 0 and 1. The hexadecimal number system (0, 1,
2, 3, 4, 5, 6, 7, 8, 9, A, B, C, D, E, and F; R = 16) is of importance because it shortens by a factor of four the
string of digits representing the binary information stored and manipulated in digital computers.

36.4 Number Representation

Numbers that require more than one digit can be represented in different formats, as shown in Table 36.1.
Different formats facilitate execution of different procedures. Arithmetic is most conveniently done with
the juxtaposition format. Theoretical developments are facilitated by the polynomial format.

36.5 Arithmetic

The most common arithmetic processes, addition, subtraction, multiplication, and division are conve-
niently implemented using multidiget notation. Development of formulation procedures is facilitated
using the polynomial notation. Since the numbers are digital representations, the logic used to maniputate
the numbers is digital logic. However, this is different than the logic of boolean algebra, which is what is
usually meant by the term digital logic. The logic of the former is implemented in hardware by using
the logic of the latter. The four basic arithmetic operations can be represented as functional procedures
in equation form or in arithmetic manipulation form, as shown in Table 36.2. 

The arithmetic processes in the binary system are based on the binary addition and multiplication
tables given in Table 36.3.

Table 36.4 gives binary examples for each of the basic arithmetic operations.

TABLE 36.1 Notation for Numbers

Juxtaposition Polynomial 

Integer N = Nn-1Nn-2 º N1N0  

Fraction F = F-1F-2 º F-m+1F-m  

Real X = Xn-1 Xn-2 º X1X0 ◊ X-1X-1 º X-m+1 X-m  

N NkRk

k=0

n-1

∑=

F FkRk

k=-m

-1

∑=

X XkRk

k=-m

n-1

∑=
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TABLE 36.2 Arithmetic Operations

Algebraic Form Arithmetic Form

Addition = Augend + A ddend
Addend

Sum

Minuend

Subtraction Difference = Minuend − Subtrahend
Subtrahend

Difference
Multiplicand

Multiplication Product = Multiplicand × Multiplier
×Multiplier

Product

Division Dividend /Divisor = Quotient
+ Remainder /Divisor Divisor

Quotient

Dividend

Remainder

Augend
+

−

Sum

TABLE 36.3 Single Digit Binary Arithmetic Table

(a) Addition (b) Multiplication

1 0 1
0 0 1 0 0 0

1 1 10 1 0 1

0

TABLE 36.4 Binary Arithmetic Operation Examples

Addition: Multiplication:

carries multiplicand

augend multiplier

addend partial product 1

sum partial product 2
partial product 3
product

Subtraction, borrow method: Division, with fraction remainder:

remainder

quotient 1 1 1borrows

dividend

minuend
subtrahend
difference

Subtraction, payback method: Division, with remainder in quotient:

quotientborrows
minuend

dividendpayback
divisorsubtrahend

difference

1 1 0 0
1 1 1 0 0
+ 1 1 0 1 
0 1 0 0 11

 1 1 0 1
 ×1 1 0
0 0 0  0 
1 0 1
0 1 
1 1 1 01 0 0

1 1
1

1  0 1 
− 1 0
    1 1

10

1 0 1 1  1 1 0 0 1 1 0 1
1 0 1 1

0 1 1 1  0
   1 0 1  1 
      0 1  1 1 

divisor

1 0 0 1 0 1 0 1 1 

1 0 1 
1
− 1 0
   1 1

−

10

1 0 1 1  1 1 1.0 0 0 0 0 0 0
             1 0 1 1 
                   1 1 0 0
                   1 0 1 1 
                         0 1 0 0 0 0
                               1 0 1 1

.1 0 1 0 0 0 1 ...
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36.6 Number Conversion from One Base to Another

The method of using series polynomial expansions for converting numbers from one base to another is
illustrated in Table 36.5.

Evaluation of polynomials is more efficiently done with the nested form. The nested form is obtained
from the series form by successive factoring of the variable from all terms in which it appears as
shown in Table 36.6. The number of multiplications to evaluate the nested form increases linearly
with the order of the polynomial, whereas the number of multiplications to evaluate the series form
increases with the square of the order.

Conversion of integers between bases is more easily done using the lower order polynomials, Table 36.6(b),
obtained by nesting. The least significant digit of the number in the new base is the remainder obtained
after dividing the number in the old base by the new radix. The next least significant digit is the remainder
obtained by dividing the first reduced polynomial by the new radix. The process is repeated until the most
significant digit in the new base is obtained as the remainder, when the new radix no longer fits into the last
reduced polynomial. This is more compactly represented with the arithmetic notation shown in Table 36.7
along with the same examples used to illustrate the polynomial series method.

TABLE 36.5 Series Polynomial Method for Converting Numbers Between Bases

Sample Conversion From

Method A Lower to a Higher Base A Higher to a Lower Base

1. Express number in polynomial 
form in the given base

101.12 = 1 x 22 + 0 ×  21 + 1 ×  20 + 1 ×  2-1 36.510 = 3 ×  101 + 6 ×  100 + 5 ×  10-1

2. Convert radix and coefficients 
to the new base

= 1 ×  4 + 0 ×  2 + 1 ×  1 + 1 ×  0.5 = 11 ×  10101 + 110 ×  10100 + 101 ×  1010-1

3. Evaluate terms in the new
base = 4 + 0 + 1 + 0.5

= 11 ×  1010 + 110 + 101/1010
= 11110 + 110 + .1

4. Add the terms 101.12 = 5.510 36.510 = 100100.12

TABLE 36.6 Nested Polynomials

(a) Nested Polynomial via Iterated Factoring (b) Lower Order Polynomials

N = Nn −1 Rn−1 + Nn−2 Rn −2 + · · · + N2 R2 + N1 R + N0 N = N(1) R + N0

N = (Nn −1 Rn−2 + Nn−2 Rn−3 + · · · + N2 R + N1)R + N0 N(1) = N(2) + N1

N = ((Nn −1 Rn−3 + Nn−2 Rn−4 + · · · + N2)R + N1)R + N0 N(2) = N(3) R + N2

...

···

N = (· · · (Nn −1) + Nn− 2)R + · · · + N2)R + N1)R + N0 N(n −1) = Nn −1

N(n   2) = N R + Nn −2

R

( )−− n   3

R

TABLE 36.7 Radix Divide Method for Converting Numbers Between Bases

Sample Conversion From

Method A Higher to a Lower Base A Lower to a Higher Base

R N 2 3610

R N(1) N0 2 18       0
R N(2) N1 2 9        0 12 20123

R N(3) N2 2 4        1 12 102     11
2 2        0 12 2       1··· 2 1        0 0 2

R N(n−1) Nn −2 0 1
R 0 Nn−1 3610 = 1001002

20123 = 2145

12
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Conversion of a fraction from one base to another can be done by successive multiplications of the
fraction by the radix of the number system to which the fraction is to be converted. Each multiplication
by the radix gives a product that has the digits shifted to the left by one position. This moves the most
significant digit of the fraction to the left of the radix point, placing that digit in the integer portion of
the product, thereby isolating it from the fraction. This process is illustrated in algebraic form in the left
column of Table 36.8 and in arithmetic form in the next column. Two sample numeric conversions are
shown in the next two columns of Table 36.8.

Table 36.8 deals only with terminating fractions, that is, the remaining fractional part vanishes
after a finite number of steps. For a nonterminating case the procedure is continued until a sufficient
number of digits have been obtained to give the desired accuracy. A nonterminating case is illustrated
in Table 36.9. A set of digits, which repeat ad infinitum, are designated by an underscore, as shown
in Table 36.9. 

TABLE 36.8 Radix Multiply Number Convertion Method (Terminating Case)

Formalism
Sample Conversion Between Bases

Algebraic Arithmetic
Higher to

HigherLower toLower

F = F− 1 F− 2 F− 3 · · · F− m F−1 F−2 F−3 · · · F−m 0.1001012

× R 0.12510
×1010

R ∗ F = F −1 · F −2 F −3 · · · F−m

= F− 1 · F (1)
F−1 · F−2 F−3 · · · F−m

0 .25

101 .11001

× R
×1010

R ∗ F (1) = F −2 · F− 3 F− 4

· · · F−m = F− 2 · F (2)

F−2 · F−3 · · · F−m

111 .1101

×R
×1010

R ∗ F (2) = F −3 F− 4 F −5

· · · F −m = F −2 ·F (3)

R ∗ F (m−2) = F−m+1 F−m

= F −m +1 · F (m−1)
F−m+ 1 · F −m

× R

R ∗ F (m−1) = F−m F−m · .12510 = .0012 .1001012 = .57812510

1000 .001
×1010

1 .10
×1010

10 .1
×1010

101 .

×2

×2

×2
1 .0

···

····

·

0 .5

TABLE 36.9 Nonterminating
Fraction Conversion Example

0.110 = 0.000110011 . . .2

2

0 .2 or more compactly
2
4 0.110 = 0.000112

2×

×

×

0 .

8
2×

0 .

6
2×

1 .

2
2×

1 .

4
2×

0 .

8
2×

0 .

61 .
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Conversion to base 2 from a base, which is an integer power of 2, can be most simply accomplished
by independent conversion of each successive digit, as illustrated in Table 36.10(a). Inversely, conversion
from base 2 to a base 2k can be simply accomplished by grouping the bits into sets of k bits, each starting
with the least significant bit for the integer portion and with the most significant bit for the fraction
portion, as shown by the examples in Table 36.10(b).

36.7 Complements

Each number system has two conventionally used complements:

where R is the radix and n is the number of digits in the number N. These equations provide complements
for numbers having the magnitude N.

A positive number can be represented by a code in the two character machine language alphabet, 0
and 1, which is simply the positive number expressed in the base 2, that is, the code for the number is
the number itself. A negative number requires that the sign be coded in the binary alphabet. This can
be done by separately coding the sign and the magnitude or by coding the negative number as a single
entity. Table 36.11 illustrates four different code types for negative numbers. Negative numbers can be
represented in the sign magnitude form by using the leftmost digit as the code for the sign (0 for + and
1 for -) and the rest of the digits as the code for the magnitude. Complements and biasing provide the
means for coding the negative number as a single entity instead of having a discrete separate coding for
the sign. The use of complements provides for essentially equal ranges of values for both positive and
negative numbers. The biased representation can also provide essentially equal ranges for positive and
negative values by choosing the biasing value to be essentially half of the largest binary number that could
be represented with the available number of digits. The bias code is obtained by subtracting the biasing
value from the code considered as a positive number, as shown in the rightmost column of Table 36.11.

Complements enable subtraction to be done by addition of the complement. If the result fits into
the available field size the result is automatically correct. A diagnostic must be provided to show that
the result is incorrect if overflow occurs, that is, the number does not fit in the available field. Table
36.12 illustrates arithmetic operations with and without complements. The two rightmost columns
illustrate cases where the result overflows the 3-b field size for the magnitude. The overflow condition
can be represented in terms of two carry parameters:

• C0, the output carry from the leftmost digit position

• C1, the output carry from the second leftmost digit position (the output carry from the magnitude
field if sign magnitude representation is used)

If both of these carries are coincident (i.e., have the same value) the result fits in the available field and,
hence, is correct. If these two carries are not coincident, the result is incorrect.

TABLE 36.10 Conversions Between Systems Where 
One Base Is an Integer Power of the Other Base

(a) Conversion from high base to lower base
B2. C516 = 1011 0010 .1100 01012

62.758 = 110 010 .111 1012

(b) Conversion from lower base to high base
11 0010 0100.0001 1100 012 = 324.1C416

10 110 001.011111 012 = 261.3728

radix complement of N NRC Rn N–= =

reduced radix complement of N NrC NRC 1–= =
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36.8 Codes

Various types of codes have been developed for serving different purposes. There are codes that enable
characters in an alphabet to be individually expressed in terms of codes in a smaller alphabet. For example,
the alphabet of decimal numeric symbols can be expressed in terms of the binary alphabet by the binary-
coded decimal (BCD) or 8421 code shown in Table 36.13. The 8421 designation represents the weight
given to each of the binary digits in the coding process.

There are codes that facilitate doing arithmetic. The 2421 code can also be used to represent the decimal
numeric symbols. The 2421 code has the advantage that the code for the reduced radix complement is

TABLE 36.11 Number Representations

Signed Numbers Having the Specified Codes

Available 
Codes

Positive 
Numbers

Sign 
Magnitude

One’s 
Complement

Two’s 
Complement 111 bias

1111 1111 -111 -000 -001 +1000
1110 1110 -110 -001 -010 +111
1101 1101 -101 -010 -011 +110
1100 1100 -100 -011 -100 +101
1011 1011 -011 -100 -101 +100
1010 1010 -010 -101 -110 +011
1001 1001 -001 -110 -111 +010
1000 1000 -000 -111 -1000 +001
0111 0111 +111 +111 +111 000
0110 0110 +110 +110 +110 -001
0101 0101 +101 +101 +101 -010
0100 0100 +100 +100 +100 -011
0011 0011 +011 +011 +011 -100
0010 0010 +010 +010 +010 -101
0001 0001 +001 +001 +001 -110
0000 0000 +000 +000 +000 -111

TABLE 36.12 Comparison of Arithmetic With and Without Complements

Sample N = 7 − 5 N = 5 − 7 N = 5 + 7 N = −5 − 7
Illustrations = 2 = −2 = 12 = −12

Pencil and paper arithmetic 111 (−111) 101 (−101)
−101 −(−101) +111 +(−111)(without complements)

10 −10 1100 −1100

Computer arithmetic with 0111 0101 0101 1011
+1011 +1001 + 0111 +10012’s complement
10010 1110 1100 10100

4-binary digit working field ↓ ↓ ↓ ↓
Designates Designates Designates Designates(accommodates 3-b 
positive negative negative positivemagnitude)
number number number number

Result +010 −010 −100 −100
TVeracity

or equivalently

rue True False False

Significant  carries C0 = 1 C0 = 0 C0 = 0 C0 = 1
C1 = 1 C1 = 0 C1 = 1 C1 = 0

Veracity condition C0 C1 C0 C1 C0 C1 C0 C1

C0 C1 = 1 C0 C1 = 1 C0 C1 = 0 C0 C1 = 0. . . .

≡ ≡ /≡ /≡
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the same as the reduced radix complement of the code, and this is not true of the BCD code. Thus, the
2421 code facilitates arithmetic with multiple individually coded digit numbers.

There are codes designed to detect errors that may occur in storage or transmission. Examples are the
even and odd parity codes and the 2-out-of-5 code shown in Table 36.13. The 2-out-of-5 error detection
code is such that each decimal value has exactly two high digit values. Parity code attaches an extra bit
having a value such that the total number of high bits is odd if odd parity is used, and the total number
of high bits is even if even parity is used. An even number of bit errors are not detectable by a single bit
parity code. Hence, single bit parity codes are adequate only for sufficiently low bit error rates. Including
a sufficient number of parity bits enables the detection and correction of all errors. 

There are codes designed to prevent measurement misrepresentation due to small errors in sensor
alignment. Gray codes are used for this purpose. A Gray code is one in which the codes for physically
adjacent positions are also logically adjacent, that is, they differ in only one binary digit. Gray codes can
be generated for any number of digits by reflecting the Gray code for the case with one less digit, as
shown in Table 36.13, for the case of 1, 2, and 3-bit codes. The advantage of a Gray scale coded lineal
position sensor is illustrated in Fig. 36.1 for the eight-segment case.

TABLE 36.13 Sample Codes

Decimal 
Digits

BCD 
8421 2421

2-out-
of-5

Parity Gray

Even Odd 1-bit 2-bit 3-bit

0 0000 0000 00011 0000 0 0000 1 0 00 000
1 0001 0001 00101 0001 1 0001 0 1 01 001
2 0010 0010 00110 0010 1 0010 0 11 011
3 0011 0011 01001 0011 0 0011 1 10 010
4 0100 0100 01010 0100 1 0100 0 110
5 0101 1011 01100 0101 0 0101 1 111
6 0110 1100 10001 0100 1 0110 0 101
7 0111 1101 10010 0111 1 0111 0 100
8 1000 1110 10100 1000 1 1000 0
9 1001 1111 11000 1001 0 1001 1

FIGURE 36.1 Eight-segment position sensor with slightly misaligned contacts: (a) binary code physical configu-
ration, (b) Gray code physical configuration.
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36.9 Boolean Algebra

Boolean algebra provides a means to analyze and design binary systems and is based on the seven
postulates given in Table 36.14. All other Boolean relationships are derived from these seven postulates.
Expressed in graphical form, called Venn diagrams, the postulates appear more natural and logical. This
benefit results from the two-dimensional pictorial representation freeing the expressions from the one-
dimensional constraints imposed by lineal language format.

The OR and AND operations are normally designated by the arithmetic operator symbols + and ◊
and referred to as sum and product operators in basic digital logic literature. However, in digital systems
that perform arithmetic operations this notation is ambiguous and the symbols � for OR and L for AND
eliminates the ambiguity between arithmetic and boolean operators. Understanding the conceptual
meaning of these boolean operations is probably best provided by set theory, which uses the union
operator � for OR and the intersection operator � for AND. An element in a set that is the union of
sets is a member of one set OR another of the sets in the union. An element in a set that is the intersection
of sets is a member of one set AND a member of the other set in the intersection.

A set of theorems derived from the postulates facilitates further developments. The theorms are
summarized in Table 36.15. Use of the postulates is illustrated by the proof of a theorem in Fig. 36.2.

TABLE 36.15 Boolean Theorems

Theorem

Forms

(a) (b)

8 Idempotency a + a = a a ◊ a = a
9 Complement a + 1 = 1 a ◊ 0 = 0

Theorem
10 Absorption a + ab = a a(a + b) = a
11 Extra Element a + b = a + b a  + b) = ab

Elimination
12 De Morgan’s Theorem  =  ◊  =  + 
13 Concensus ab + c + bc = ab + c (a + b)  + c)(b + c) = (a + b)  + c)
14 Complement ab + a  = a (a + b)(a +  = a

Theorem 2
15 Concensus 2 ab + a c = ab + ac (a + b)(a +  + c) = (a + b)(a + c)
16 Concensus 3 ab + c = (a + c)  + b) (a + b)  + c) = ac + b

TABLE 36.14 Boolean Postulates

Post Name Meaning

Forms

ulate (a) (b)

1 Definition a set {K } = {a , b, . . .} OR AND
of two or more elements
and two binary operators

V
{K} =� {a , b,a + b, a · b, . . .} � �

2 Substitution
Law

expression1 = expression2
If one replaced by the other
does not alter the value

Identity identity elements
Element for each operator

a + 0 = a a 1 = a

4 Commutativity For every a and b in K a + b = b + a a b = b a

5 Associativity For every a , b, and c in K a + (b + c) = (a + b) + c a · (b · c) = (a · b) · c

6 Distributivity For every a , b, and c in K a + (b · c) = (a + b) · (a + c) a · (b + c) = (a · b) + (a · c)

7 Complement For every a in K a + a- -= 1 a a = 0
a complement in K

+
∃

∃

∃ �

3

a (a

a  b+ a b ab a b
a a (a (a

b b)

b b
a (a (a a
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36.10 Boolean Functions

Boolean functions can be defined and represented in terms of boolean expressions and in terms of truth
tables as illustrated in Fig. 36.3(a,c). Each form can be converted into the other form. The function
values needed for the construction of the truth table can be obtained by evaluating the function as
illustrated in Fig. 36.3(b). The reverse conversion will be illustrated subsequently.  

For a given number of variables there are a finite number of boolean functions. Since each boolean
variable can have two values, 0 or 1, a set of n variables has 2n different values. A boolean function has
a specific value for each of the possible values that the independent variables can have. Since there are
two possible values for each value of the independent variables there are  different boolean functions
of n variables. The number of functions increases very rapidly with the number of independent variables,
as shown in Table 36.16.

The 16 different boolean functions of the two independent variables are defined in algebraic form in
Table 36.17 and in truth table form in Table 36.18.

36.11 Switching Circuits

Boolean functions can be performed by digital circuits. Circuits that perform complicated boolean
functions can be subdivided into simpler circuits that perform simpler boolean functions. The circuits
that perform the simplest boolean functions are taken as basic elements, called gates and are represented

TABLE 36.16 Number of Different 
Boolean Functions

Variables 
n

Arguments
2n

Functions

‘

0 1 2
1 2 4
2 4 16
3 8 256
4 16 65,536
5 32 4,194,304
� � �

‘

FIGURE 36.2 Proof of Theorem 8: Idempotency (a): x + x = x.

FIGURE 36.3 Example of forms for defining boolean functions: (a) boolean expression definition, (b) boolean
expression evaluation, (c) truth table definition.
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         = x + x.x

         = x + 0

         = x

IDENTITY
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P7a COMPLEMENT EXISTENCE

P6a DISTRIBUTIVITY

P7b COMPLEMENT EXISTENCE

P3a IDENTITY ELEMENT EXISTENCE

f(A, B, C) = AB + AC + AC(a)

f(0, 0, 1) = 0.0 + 0.1 + 0.1
              = 0.0 + 0.0 + 1.1
              = 0 + 0 + 1
              = 1

(b)

A
0
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0
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1
1
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0
1
0
1
0
1
0
1
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0
1
0
1
1
0
1
1(c)

22
n
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by specialized symbols. The circuit symbols for the gates that perform functions of two independent
variables are shown in Table 36.17. The gates are identified by the adjective representing the operation
they perform. The most common gates are the AND, OR, NAND, NOR, XOR, and COIN gates. The
only nontrivial single input gate is the invertor or NOT gate. Gates are the basic elements from which
more complicated digital logic circuits are constructed.

A logic circuit whose steady-state outputs depend only on the present steady-state inputs (and not on
any prior inputs) is called a combinational logic circuit. To depend on previous inputs would require
memory, thus a combinational logic circuit has no memory elements.

Boolean algebra allows any combinational logic circuit to be constructed soley with AND, OR, and
NOT gates. Any combinational logic circuit may also be constructed solely with NAND gates, as well as
solely with NOR gates.

36.12 Expansion Forms

The sum of products (SP) is a basic form in which all boolean functions can be expressed. The product
of sums (PS) is another basic form in which all boolean functions can be expressed. An illustrative
example is given in Figs. 36.4(b,c) for the example given in Fig. 36.4(a).

TABLE 36.18 Truth Tables for Two Variable Functions

NOR AND OR NAND
a b m0 m1 m2 m3 M0 M1 M2 M3 XOR COIN a b LO HI

0 0 1 0 0 0 0 1 1 1 0 1 0 0 1 1 0 1
0 1 0 1 0 0 1 0 1 1 1 0 0 1 1 0 0 1
1 0 0 0 1 0 1 1 0 1 1 0 1 0 0 1 0 1
1 1 0 0 0 1 1 1 1 0 0 1 1 1 0 0 0 1

TABLE 36.17 Functions of Two Variables Defined as Boolean Expressions

Name Expression Circuit Representation

 0 ALWAYS 1

V

V

V

VV

V

- -
-

- -

-

-

-

-

- -

--

-

 1 NEVER 0

 2 1st Var    a

 3 2nd Var b

 4 NOT 1st Var a

 5 NOT 2nd Var b

 6 MIN-0/NOR a b = a ↓ b

 7 MIN-1 a b

 8 MIN-2 a b

 9 MIN-3/AND a b

10 MAX-0/OR a b

11 MAX-1 a b

12 MAX-2 a b

13 MAX-3/NAND a b = a ↑ b

14 EXOR A b = a b a b

15 COIN aΘb = �

�

a b

1 1
0 0
a a

b b
a a

b b

a
b

a
b

a
b
a
b

a
b

a
b

a
b

a
b

a
b

a
b
a
b
a
b

∨

∨

∨

∨

∨

a b
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Minterms are a special set of functions, none of which can be expressed in terms of the others. Each
minterm has each of the variables in the complemented or the uncomplemented form ANDed together.
An SP expansion in which only minterms appear is a canonical SP expansion. Figure 36.4(d) shows the
development of the canonical SP expansion for the previous example. The canonical SP expansion may
also be simply expressed by enumerating the minterms as shown in Fig. 36.4(f). Comparison of the truth
table with the minterm expansion shows that each function value of 1 represents a minterm of the
function and vice versa. All other function values are 0.

Maxterms are a special set of functions, none of which can be expressed in terms of the others. Each
maxterm has each of the variables in the complemented or the uncomplemented form ORed together. A
PS expansion in which only maxterms appear is a canonical PS expansion. Figure 36.4(e) shows the
development of the canonical PS expansion for the previous example. The canonical PS expansion may
also be simply expressed by enumerating the maxterms as shown in Fig. 36.4(g). Comparison of the truth
table with the maxterm expansion shows that each function value of 0 represents a maxterm of the function
and vice versa. All other function values are 1.

36.13 Realization

The different types of boolean expansions provide different circuits for implementing the generation of the
function. A function expressed in the SP form is directly realized as an AND–OR realization, as illustrated
in Fig. 36.5(a). A function expressed in the PS form is directly realized as an OR–AND realization as
illustrated in Fig. 36.5(b). By using involution and deMorgan’s theorm the SP expansion can be expressed
in terms of NAND–NAND and the PS expansion can be expressed in terms of NOR–NOR, as shown in
Figs. 36.5(c,d). The variable inversions specified in the inputs can be supplied by either NAND or NOR
gates, as shown in Figs. 36.5(g,h), which then provide the NAND–NAND–NAND and the NOR–NOR–NOR
circuits shown in Figs. 36.5(i,j).

FIGURE 36.4 Examples of converting boolean functions between forms: (a) given example, (b) conversion to SP
form, (c) conversion to PS form, (d) conversion to canonical SP form, (e) conversion to canonical PS form, (f)
minterm notation/canoncial SP form, (g) maxterm notation/canonical PS form.
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0
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0
1
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f(A, B, C) = A(B + C ) + (A + B)C

TRUTH TABLE

P6b →   f(A, B, C) = AB + AC + AC + BC

T13a →  f(A, B, C) = AB + AC + AC
(b) (c)

P7a →
f(A, B, C) = AB(C + C) + A(B + B)C + A(B + B)C
P6b →
f(A, B, C) = ABC + ABC + ABC + ABC + ABC + ABC

T8a →
f(A, B, C) = ABC + ABC + ABC + ABC + ABC 

(d)

P7b →  f(A, B, C) = A(A + B + C) + (A + B + C)C

P6b →  f(A, B, C) = (A +C)(A + B + C)

P7b →  f(A, B, C) =  (A + C + BB)(A + B + C)

P6a →  f(A, B, C) = (A + B  + C)(A + B + C)(A + B + C)
(e)

f(A, B, C) = m111 + m110 + m100 + m011 + m001

(f)
f(A, B, C) = ∑m(1, 3, 4, 6, 7)

f(A, B, C) = M000 + M010 + M101

(g)
f(A, B, C) = Π(0, 2, 5)
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36.14 Timing Diagrams

Timing diagrams are of two major types. A microtiming diagram has a time scale sufficiently expanded
in space to display clearly the gate delay, such as shown in Fig. 36.6(a) for an AND gate. A macrotiming
diagram has a time scale sufficiently contracted in space so that the gate delay is not noticeable, as shown
in Fig. 36.6(b) for an AND gate.

FIGURE 36.5 Examples of realizations based on various expansion forms: (a) AND-OR realization of f(a, b, c, d) =
a  + bcd + ad, (b) OR-AND realization of f(a, b, c, d) = (a + b)  + c)(b + c + d), (c) AND-OR conversion to NAND-
NAND, (d) OR-AND conversion to NOR-NOR, (e) NAND-NAND realization of f(a, b, c, d) = a  + bcd + ad,
(f)  NOR-NOR realization of f(a, b, c, d) = (a + b)  + c)(b + c + d), (g) NAND gate realization of NOT gate, (h) NOR
gate realization of NOT gate, (i) NAND-NAND-NAND realization of f(a, b, c, d) = a  + bcd + ad, (j) NOR-NOR-
NOR realization of f(a, b, c, d) = (a + b)  + c)(b + c + d).

FIGURE 36.6 Timing diagrams for the AND gate circuit: (a) microtiming diagram, (b) macrotiming diagram.
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The advatange of the macrotiming diagram is that larger time intervals can be represented in a given
spatial size and they can be more quickly developed. The disadvantage is that they do not display the
information required for speed limitation considerations.

36.15 Hazards

The variation in signal delays through different circuit elements in different paths may cause the output
signal to fluctuate from that predicted by non-time-dependent truth tables for the elements. This fluc-
tuation can cause an undesired result and, hence, is a hazard. This is illustrated in Fig. 36.7.

36.16 K-Map Formats

In a truth table the values of a boolean function are displayed in a one-dimensional array. A K-map
contains the same information arranged in as many effective dimensions as there are independent
variables in the function. The special form of the representation provides a simple procedure for mini-
mizing the expression and, hence, the number of components required for realizing the function in a
given form. The function is represented in a space that in a Venn diagram is called the universal set. The
K-map is a special form of Venn diagram. The space is divided into two halves for each of the independent
variables. The division of the space into halves is different for each independent variable. For one inde-
pendent variable the space is divided into two different identical size regions, each of which represents
a minterm of the function. For n independent variables the space is divided into 2n different identical
size regions, one for each of the 2n minterms of the function. This and associated considerations are
illustrated in a sequence of figures from Figs. 36.8–36.15.

Figure 36.8 shows one-variable K-map formats. Figure 36.8(a) shows the space divided into two equal
areas, one for each of the two minterms possible for a single variable. The squares could also be identified
by the variable placed external to the space to designate the region that is the domain of the variable,
with the unlabeled space being the domain of the complement of the variable, as shown in Fig. 36.8(b).
Another way of identifying the regions is by means of the minterm number the area is for, as shown in
Fig. 36.8(c). Still another way is to place the values the variable can have as a scale alongside the space,
as shown in Fig. 36.8(d). The composite labeling, shown in Fig. 36.8(e), appears redundant but is often
useful because of the different modes of thought used with the different label types. Putting the actual
minterm expressions inside each square is too cluttering and is rarely used except as an aid in teaching
the theory of K-maps. The use of minterm numbers, although widely used, also clutters up the diagram,
and the methodology presented here makes their use superfluous once the concepts are understood.

FIGURE 36.7 Example of a hazard (output variation) caused by unequal delay paths: (a) circuit for illustrating a
hazard, (b) ideal case, no delays, τ1 = τ2 = τ3 = 0, no hazard introduced; (c) signal paths with different delays, τ1 +
τ2 + τ3 > τ3, hazard introduced.
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The organization of a two-variable K-map format is illustrated in Fig. 36.9. The space is subdivided
vertically into two domains for the variable a and its complement, and is subdivided horizontally for the
variable b and its complement, as shown in Figs. 36.9(a,b). The composite subdivisions for both variables
together with the expressions for the two-variable minterms are shown in Fig. 36.9(c). 

The different formats for identifying the areas for the two-variable case are shown in Fig. 36.10. Of
particular interest is the comparison of the binary and decimal minterm number labels. The binary
minterm number is simply the catenation of the vertical and horizontal scale number for the position.
It is the use of this identity that makes internal labels in the square totally superfluous.

FIGURE 36.8 One vartiable K-map forms: (a) internal minterm labels, (b) external domain label, (c) internal min-
term number labels, (d) external scale label, (e) composite labeling. 

FIGURE 36.9 Two-variable K-map format construction: (a) domains for a, (b) domains for b, composite. 

FIGURE 36.10 Two variable K-map formats: (a) minterm labels, (b) domain labels, (c) minterm binary labels, (d)
minterm decimal labels, (e) scale labels, (f) composite labeling.

FIGURE 36.11 Two-variable K-map alternate format construction: (a) domains for a, (b) domains for b, (c)
composite.

FIGURE 36.12 Two-variable K-map alternate format: (a) minterm labels, (b) composite labeling.
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FIGURE 36.13 Three-variable K-map formats: (a) three-dimensional, (b) three-dimensional left and right halves,
(c) two-dimensional. 

FIGURE 36.14 Three variable two-dimensional K-map formats: (a) minterm labels, (b) composite scale labels.

FIGURE 36.15 Formats for K-maps for functions of 2–6 independent variables with conformal coordinate scales:
(a) two-variable case f(a, b), three-variable case f(a, b, c); (c) four-variable case f(a, b, c, d); (d) five-variable case
f(a, b, c, d, e); (e) six-variable case f(a, b, c, d, e, f ).
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An alternate way of subdividing the space for the two-variable case is illustrated in Fig. 36.11 and labeling
alternatives in Fig. 36.12. The configuration employed in Fig. 36.9 uses two dimensions for two variables,
whereas the configuration employed in Fig. 36.11 uses one-dimension for two variables. The two-dimensional
configuration appears to be more logical and is more convenient to use than the one-dimensional configuration
for the case of two variables. For the case of a larger number of variables the configuration in Fig. 36.12 offers
special advantages, as will be shown.

The organization of three-variable K-map formats is illustrated in Fig. 36.13. It is logical to introduce
an additional space dimension for each additional independent variable as depicted in Fig. 36.13(a);
however, the excessive inconvenience of working with such formats makes them impractical. To make
the mapping process practical it must be laid out in two dimensions. This can be done in two ways. One
way is to take the individual slices of the three-dimensional configuration and place them adjacent to
each other as illustrated in Fig. 36.13(b). Another way is to use the one-dimensional form for two
variables, illustrated in Fig. 36.12, as shown in Fig. 36.13(c). For the case of three and four independent
variables the format given in Fig. 36.13(c) is more convenient and for further independent variables that
of Fig. 36.13(b) is convenient. These are all illustrated in Fig. 36.15. Labeling for three independent
variables is given in Fig. 36.14.

The independent boolean variables in conformal coordinate scales have exactly the same order
as in the boolean function argument list, as depicted in Fig. 36.15. Conformal assignment of the
independent variables to the K-map coordinate scales makes the catenated position coordinates for
a minterm (or maxterm) identical to the minterm (or max-term) number. Utilization of this identity
eliminates the need for the placement of minterm identification numbers in each square or for a
separate position identification table. This significantly decreases the time required to construct K-
maps and makes their construction less error prone. The minterm number, given by the catenation
of the vertical and horizontal coordinate numbers, is obvious if the binary or octal number system
is used.

36.17 K-Maps and Minimization

A function is mapped into the K-map format by entering the value for each of the minterms in the space
for that minterm. The function values can be obtained in various ways such as from the truth table for
the function, the Boolean expression for the function, or from other means by which the function may
be defined. An example is given for the truth table given in Fig. 36.4(a), which is repeated here in
Fig. 36.16(a) and whose K-map is shown in various forms in Figs. 36.16(b–d).

The function can also be mapped into a conformally scaled K-map directly from the canonical
expansion, this being essentially the same process as entering the minterms (or maxterms) from the truth
table. The function may also be directly mapped from any PS or SP expansion form. Another means of
obtaining the K-map is to formulate it as a function table, as illustrated for the multiplication of 1- and
2-b numbers in Fig. 36.17.

FIGURE 36.16 Three-variable K-map example: (a) truth table, (b) K-map with all values shown, (c) minterm K-map,
(d) maxterm K-map.
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36.18 Minimization with K-Maps

The key feature of K-maps that renders them convenient for minimization is that minterms, which are
spatially adjacent in the horizontal or vertical directions, are logically adjacent. Logically adjacent min-
terms are identical in all variables except one. This allows the two minterms to be combined into a single
terms with one less variable. This is illustrated in Fig. 36.18. Two adjacent minterms combine into a first-
order implicant. A first-order implicant is the combination of all of the independent variables but one.
In this example, the first-order implicant expressed in terms of minterms contains eight literals but the
minimized expression contains only three literals. The circuit realization for the OR combination of the
two minterms has two AND gates and one OR gate, whereas the realization for the equivalent implicant
requires only a single AND gate.

The combination of minterms into first-order implicants can be represented more compactly by using
the single symbol minterm notation with the subscript that identifies the particular minterm expressed
in binary, as illustrated in Fig. 36.18(d). 

Two adjacent first-order implicants can be combined into a second-order implicant as illustrated in Fig.
36.19. A second-order implicant contains all of the independent variables except two. In general, an nth-
order implicant contains all of the variables except n and requires an appropriately grouped set of 2n minterms. 

Minterms that are at opposite edges of the same row or column are logically adjacent since they differ
in only one variable. If the plane space is rolled into a cylinder with opposite edges touching, then the
logically adjacent edge pairs become physically adjacent. For larger numbers of variables using K-maps
with parallel sheets, the corresponding positions on different sheets are logically adjacent. If the sheets
are considered as overlaid, the corresponding squares are physcally adjacent. The minimized expression
is obtained by covering all of the minterms with the fewest number of largest possible implicants. A
minterm is a zero-order implicant. Figure 36.20 illustrates a variety of examples. A don’t care is a value
that never occurs or if it does occur it is not used, and hence, it does not matter what its value is. Don’t
cares are also included to illustrate that they can be used to simplify expressions by taking their values
to maximize the order of the implicants.

Maxterm K-maps can also be utilized to obtain minimized expressions by combining maxterms into
higher order implicants, as illustrated for the example in Fig. 36.21.

FIGURE 36.17 Examples of K-maps formulated as function tables: (a) K-map for the product of two 1-b numbers
P = x * y; (b) composite K-map for the product of two 2-b numbers, P3 P2 P1 P0 = x1 x0  y1 y0; (c) K-map for the
digit P3 of the product of two 2-b numbers; (d) K-map for the digit P2 of the product of two 2-b numbers; (e) K-map
for the digit P1 of the product of two 2-b numbers; (f) K-map for the digit P0 of the product of two 2-b numbers.
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FIGURE 36.18 Example of minimization with a K-map: (a) sample K-map, (b) expression in minterms of function
definition in (a), (c) simplification of the expression in (b), (d) simplification of the expression in (b) using single
symbol minterm and implicant notation.

FIGURE 36.19 Example of minimization with K-map.

FIGURE 36.20 Example of minimization with six-variable K-map.

FIGURE 36.21 Three-variable maxterm K-map example.
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36.19 Quine–McCluskey Tabular Minimization

The K-map minimization method is too cumbersome for more than six variables and does not readily
lend itself to computerization. A tabular method, which can be implemented for any number of variables
and which lends itself to computer program implementation, consists of the following steps: 

1. List all the minterms in the boolean function (with their binary code) organized into groups
having the same number of 1s. The groups must be listed in consecutive order of the number of 1s.

2. Construct the list of first-order implicants. Use flags to indicate which minterms, don’t cares, or
implicants go with which functions. (Only minterms in adjacent groups have the possibility of
being adjacent and, hence, this ordering method significantly reduces the labor of compiling the
implicants.)

3. Construct the list of second-order implicants and the lists of all higher order implicants, until no
higher order implicants can be constructed.

4. Construct the prime implicant chart. The prime implicant chart shows what prime implicants
cover which minterms.

5. Select the minimum number of largest prime implicants that cover the minterms.

This procedure is illustrated in Fig. 36.22 for the simultaneous minimization of two boolean functions. 

Defining Terms

Base: The number of different values a single digit may have. The number a digit must be multiplied
by to move it one digit to the left, also called the radix.

Binary-coded decimal (BCD): Each decimal digit is expressed individually in binary form.
Catenation: Symbols strung together to form a larger sequence, as the characters in a word and the

digits in a number.
Code: The representation in one alphabet of something in another alphabet. 
Complement: The quantity obtained by subtracting a number from the largest quantity that can be

expressed in the specified number of digits in a given number system.

FIGURE 36.22 Illustration of the Quine–McClusky method of simultaneous minimization.

GIVEN F(A, B, C, D) = Σm(2, 6, 7, 8) + d(0, 4, 5, 12, 13)  and  G(A, B, C, D) = Σm(2, 4, 5) + d(6, 7, 8, 10)
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Conformal: The same arrangment of a set of quantities in two different contexts.
Digit: A character that represents quantitative information.
Don’t care: A value that can be represented either as a minterm or a maxterm.
Gray code: A set of codes having the property of logical adjacency.
Implicant: A first-order implicant is a pair of logically adjacent minterms. A second-order implicant is

a set of logically adjacent first-order implicants and so on.
Integer: Any number that can be expressed solely in terms of digits. 
Fraction: Any number divided by a larger number.
K-map: An arrangment of space into equal size units, each of which represents a minterm (or maxterm)

such that each physically adjacent square is also logically adjacent.
Logically adjacent: Any two codes having the same number of digits for which they differ in the value

of only one of the digits.
Macrotiming diagram: A graphical display showing how the waveforms vary with time, but with a time

scale that does not have sufficient resolution to display the delays introduced by the individual
basic elements of the digital circuit.

Maxterm: A function of a set of boolean variables that has a low value for only one combination of
variable values and has a high value for all other combinations of the variable values.

Microtiming diagram: A graphical display showing how the waveforms vary with time, but with a time
scale that has sufficient resolution to display clearly the delays introduced by the individual basic
elements of the digital circuit.

Minterm: A function of a set of boolean variables that has a high value for only one combination of
variable values and has a low value for all other combinations of the variable values. 

Overflow: That part of a numerical operation result that does not fit into the allocated field.
Parity bit: An extra bit catenated to a code and given a value such that the total number of high bits is

even for even parity and odd for odd parity.
Product of sums (PS): The AND combination of terms, which are OR combinations of boolean variables.
Prime implicant: An implicant that is not part of a larger implicant.
Radix: The number of different values that a digit can have in a number system.
Reduced radix: The largest value a digit can have in a number system. It is one less than the radix.
Real number: A number that has a fractional part and an integer part.
Realization: A circuit that can produce the value of a function.
Sum of products (SP): The OR combination of terms, which are AND combinations of Boolean variables.
Truth table: The table of values that a boolean function can have for which the independent variables

considered as a multidigit number are arranged in consecutive order.
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Talkers, and Listeners • Interface Management 
Lines • Handshake Lines • Data Lines DIO1-DIO8 
(8 lines) • Addressing of GPIB Devices

This chapter deals with asynchronous serial interfaces described by interface standards RS-232, RS-422, and
RS-485 and with the general-purpose parallel interface bus described by IEEE-488 standard. The chapter
also provides background information, terminology and parameters, which are important in the design
of system interfaces for mechatronic systems. 

37.1 Background

Modern mechatronic systems comprise a number of subsystems, which rely heavily on digital data commu-
nications. Different levels of complexity of these systems means that the requirement for data communications
range from a simple communication between two devices to systems with a large number of subsystems,
where each subsystem communicates directly or indirectly with other subsystems using a communication
network. Depending on the proximity of subsystems, different requirements are placed on data communi-
cation channels, the physical implementation of channels, and interfaces between these devices. Figure 37.1
shows a schematic diagram of a simple data communication system connecting two devices.

A data source creates the data to be transmitted to the destination system and may convert the data into
a specific form. The originating system usually does not create the data in a form suitable for transmission
over transmission lines. This is left to the transmitter, which transforms the data into a signal suitable for
transmission over a specific type of transmission line. The transmission line is generally implemented using
electrical wiring but can involve a variety of physical medium including radio frequency, infrared, and sound
signals. A transmission line provides a physical medium connecting the two systems. A receiver accepts the
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signal and converts it to the data form suitable to be passed onto the destination system. A data destination
processes the data in order to recover the original information. From the previous information, it follows that
even in the case of a simple data communication system a number of subsystems is involved in the comm-
unication task.

Terminology and Definitions 

Interface: The common boundary between two subsystems is called an interface, and as can be seen
in Fig. 37.1, a number of interfaces can be involved even in a simple communication system.

Bit: The simplest form of data is one bit, which can take one of the two values 0 or 1, and hence is
called binary data. All information in modern digital computers is stored in binary form.

Byte: A fixed number of bits (usually 8), which can be treated by a computer as a unit.
Character: Historically, the information is expressed in terms of characters. A character is a member

of a character set. An example of a character set is the set of characters in the English language.
Character code: Individual characters from the selected character set are encoded in digital computers

as binary numbers. One of the most widely used character set codes is the American Standard
Code for Information Interchange (ASCII).

Serial vs. Parallel 

The basic unit of information to be transferred between subsystems is usually a character. For short
distances, multiple parallel lines can be used to carry out simultaneous transmission of all the bits of a
character. For the transmission of data over long distances, the cost of multiple data lines is often pro-
hibitive and it is normal to serialize the data so that it can be passed over a single data path as a stream of bits.

Bit Rate vs. Baud Rate 

The speed of data transmission is usually expressed as a number of data bits transmitted per second and
is called an effective bit rate with a unit bps. Larger units like kbps (1,000 bps) and Mbps (1,000,000 bps)
are commonly used. The baud rate is a signaling rate and is expressed as a number of times per second that
the signal transmitted over a data transmission line changes state. For systems using only two states, the
signaling bit rate is equivalent to the baud rate. Distinction should be made between the effective data trans-
mission bit rate and the signaling bit rate. In asynchronous serial communications, the effective data trans-
mission bit rate can be significantly lower than the signaling bit rate because of the inclusion of start, stop,
and parity bits. To maximize the transmission speed over a serial line, modern communication systems
use signals with more than two states, thus achieving higher signaling bit rates. For example, if the trans-
mission signal uses 16 states, then the signaling bit rate is four times higher than the baud rate. The terms
baud rate, signaling bit rate, and effective data transmission rate are often used interchangeably which
leads to confusion.

Synchronous vs. Asynchronous

For both parallel and serial interface, the problem of synchronization must be solved. The communication
over a transmission line can be done either in synchronous or asynchronous communication mode. In
synchronous communication mode, the transmission of data is synchronized with a clock; thus, the trans-
mission is occurring at regular time intervals. Since the data transmission takes place at fixed times, the

FIGURE 37.1 A schematic diagram of a simple data communication system.

Data Source Data Destination Receiver Transmitter Transmission Lines 
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completion of data transfer does not have to be acknowledged. In asynchronous transmission mode, the
two systems are using clocks, that are not synchronized and may run at frequencies slightly out of step.
Thus, for asynchronous systems, data validation requires a separate scheme called handshaking.

Data Flow-Control 

Another problem in asynchronous communication systems is the speed of data processing. If one system
is significantly slower in processing the data, a flow-control must be implemented to avoid data loss. Data
flow-control may require additional handshaking. Similar problems may arise in multitasking systems in
which, due to other tasks, the system is unable to handle incoming data during the period of high workload.

Handshaking 

In order to ensure efficient transmission of data without errors, the sending system will use a separate
signal to indicate that valid data has been presented to the interface. Because the instant at which the
receiving device can process the data is not known, the sending device must wait for an acknowledgment
signal before presenting new data to the interface. The handshaking can be implemented in either hard-
ware or software.

Communication Protocol 

Operation of a communication system is governed by a set of rules which must ensure reliable data transfer
without errors and data loss. Such a set of rules is called a communication protocol. 

Error Handling 

Data transmitted over a communication line are subjected to noise and can thus be corrupted. Since it is
essential to maintain the integrity of data, a number of different schemes for error detection have been
developed. The simplest remedy after error detection is retransmission of the corrupted data. More sophis-
ticated communication protocols can involve complex error correction schemes implemented at protocol
level.

Simplex, Half-Duplex, Full-Duplex 

In its simplest form, communication can be established with a single pair of wires. The data transmission
mode, in which data can pass in one direction only, is called simplex or unidirectional channel. In most
applications it is required that the communication takes place in both directions. If the cost of the data
transmission line is high, it can be arranged that signals can pass in either direction over a single trans-
mission line using additional circuitry on both ends of the transmission line but only in one direction
at a time. This type of data communication mode is called half-duplex. Additional handshaking is re-
quired to implement the time sharing of the transmission line. 

If signals can pass in either direction over a single transmission line simultaneously, the data commu-
nication mode is called full-duplex. An example of a full-duplex is a telephone line where the two channels
are created as separate frequency bands. Cost permitting, two separate transmission lines can be estab-
lished in which case the full-duplex communication is conducted over two simplex channels. This requires
duplication of all the functions of a simple data communication system as shown in Fig. 37.1.

Unbalanced vs. Balanced Transmission 

Implementation of the electrical transmission line can take two basic forms, unbalanced (single-ended) or
balanced (differential). For unbalanced operation, a single conductor is used to carry the signal voltage,
which is referenced to a signal ground. The signal ground is usually common return for all signals in the
interface. Figure 37.2 shows an example of an unbalanced data transmission system with two channels
and three wires. Symbol D represents driver and symbol R receiver. Unbalanced data transmission is
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relatively inexpensive because, for multiple signal lines, only one common line is required; however, this
type of interface is susceptible to induced and ground noise and is not suitable for high-speed communi-
cation over long distances. The ground noise is associated with voltage drop in a common return line, while
the induced noise comes from interfering electromagnetic fields. Both types of noise can come from external
sources or from neighboring transmission circuits. A remedy can be the use of coaxial cable, shielded cable,
and/or the use of separate return lines for individual signals. These additional measures tend to increase
the cost of the interface.

The balanced (differential) transmission mode has much better noise immunity than the unbalanced
mode. Two complementary signal lines carry the data signal. The implementation often involves two single-
ended drivers driving a twisted-pair transmission line. Figure 37.3 shows an example of balanced data
transmission with two channels and five wires. As in Fig. 37.2, symbol D represents driver and symbol R
receiver. Symbol T represents termination resistor. Use of a termination resistor at the receiver end of the
transmission line is critical for high-speed communications over long distances as unterminated transmis-
sion lines can cause severe distortion of signals. Both induced and ground noises appear on both conductors
as common-mode signals that are rejected by the differential receiver. The differential signals carrying data
are amplified while the common-mode noise signals are suppressed. As a result, the balanced data trans-
mission lines can be used for longer distances with higher transmission rates. Both unbalanced and balanced
interfaces shown in Figs. 37.2 and 37.3 represent two simplex interfaces, which can form one full-duplex
point-to-point (see below) communication channel.

A good source of information on individual drivers and receivers is provided in the data sheets and
application notes of semiconductor manufacturers [1,2].

Point-to-Point vs. Multi-Point

If communication takes place between two devices, we call such a communication link a point-to-point
link. In mechatronic systems, it is often required for the master system to communicate with a number
of subsystems. Cost permitting, a number of point-to-point data transmission lines can be implemented.
In a point-to-point arrangement, the master system has a point-to-point connection to each individual
subsystem, i.e., there is a separate port and communication line for each subsystem. This type of arrange-
ment is shown in Fig. 37.4. The connection can also be arranged as a multi-point connection in which

FIGURE 37.2 Example of an unbalanced data transmission. 

FIGURE 37.3 Example of a balanced data transmission.
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all devices are connected to a single transmission line, as shown in Fig. 37.5. This arrangement is a data
communication network arrangement where data can be transmitted from any device to any other device
on the network. All devices on the network must be equipped with a receiver and a transmitter. Trans-
mitters must have a tri-state (high output impedance) capability so that they do not provide additional
load to the line. When transmitters are not transmitting, they are virtually disconnected from the
transmission line. Complex communication protocol is required to manage individual transmitters on
the network. The major advantage of a multi-point arrangement is usually the lower cost of the network
compared to the individual communication links. The disadvantage is a more complex communication
protocol (which must deal with the identity of the transmitting and receiving devices) and a more complex
interface. 

Serial Asynchronous Communications 

In asynchronous serial communications, the data are transmitted at irregular intervals as a bit stream.
Individual characters coded as binary numbers are converted to serial data streams, which are framed
with start and stop bits. Optionally, a parity bit is added to the stream. In general, a computer represents
information in parallel form such as bytes and words while the majority of communications with external
devices takes place serially. The task of the parallel-to-serial and serial-to-parallel conversion is performed
by a special integrated circuit called a universal asynchronous receiver transmitter (UART) as described
later (see Fig. 37.7).

Figure 37.6 shows an example of a typical data stream for asynchronous transmission. During idle
time the line is in logical state 1 (for historical reasons also called “MARK”). The start of the data stream

FIGURE 37.4 A point-to-point communication system with four subsystems.

FIGURE 37.5 A multi-point communication system.

FIGURE 37.6 Asynchronous serial data format.
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is always indicated by the start bit, which has logical value 0 (also called “SPACE”). The start bit is followed
by 5–8 data bits representing a character. The data bits are followed by an optional parity bit. The stream
is terminated by one or two stop bits with logical value 1, which can be followed by idle line or the start
bit of the next character. The idle line corresponds to logical state 1. A parity bit is an extra bit inserted
after the data bits and before the stop bit(s). It is set according to the parity information of the data in
the stream. For example, if an even parity is used, the parity bit is set such that total number of ones in
the data stream including the parity bit is even. The parity bit is used by the receiver for error checking.
The task of the receiver is to detect the start of the data stream and to correctly sample individual bits
in the stream. After the detection of the start bit the receiver should sample individual bits, ideally at the
mid point of each bit, as shown in Fig. 37.6. In the case of an ideal sampling, as shown in Fig. 37.6, the
receiver is said to have distortion tolerance of 50%. In practice, the receiver of a UART is sampling
incoming signals using the Baud Rate Generator frequency, which is 16 times higher than the corre-
sponding baud rate used for transmission. The uncertainty in the detection of the start bit will reduce
the distortion tolerance by 6.25% (1/16) to 43.75% [3].

If, for example, the receiver clock is 1% slower than the clock of the corresponding transmitter, the
sampling time of the first data bit will be delayed by 1.5% of the bit time and the sampling time of the
stop bit will be delayed by 9.5%. In this case, the distortion tolerance would be further reduced to 34.25%.
If the receiver clock is slower by 5%, then the receiver may detect the start bit of the next character instead
of the stop bit of the current character. This results in a framing error. The above example shows the
significance of the accuracy of the clock speed and the reason why the data stream must be kept short
in asynchronous transmission.

Other factors affecting the error-free communications include length and type of transmission line, speed
of communications, parameters of line drivers, termination of transmission line, and the level of noise in
the communication system.

The Universal Asynchronous Receiver Transmitter (UART) 

The basic function of the UART is to facilitate parallel-to-serial and serial-to-parallel data conversion.
The UART usually contains one transmitter and one receiver. The receiver and transmitter can operate
simultaneously and independently. The UART can operate in full-duplex or half-duplex mode. 

Parallel data from the host computer are converted to an asynchronous serial bit stream. The UART
automatically adds a start bit, an optional parity bit, and the programmed number of stop bits, and sends
the stream out through the transmitter serial data output (TxD) output pin. The parallel data are con-
verted to a serial stream with the least significant bit shifted out first. Figure 37.7 shows a typical arrange-
ment for UART. As can be seen, the UART uses TTL (transistor transistor logic) compatible interface. The
TIA/EIA (see later) transmission line drivers and receivers are specific to a particular interface; thus,
changing system interface means changing the transmission medium and the relevant drivers and receivers.
The use of UART is independent of the transmission medium. 

Serial data received on the receiver serial data input (RxD) pin is converted to parallel data. In the
process the UART checks the start bit, parity bit (if any), and stop bit and reports any error conditions.
Note that the UART is capable of generating all signals required for successful bit-serial asynchronous
communications.

The UART can also report a number of error conditions, including receiver overrun, parity error, framing
error, and break error. Receiver overrun error occurs when the bytes are received faster than the computer

FIGURE 37.7 Typical arrangement for the UART.
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processes them. The parity error is indicated if the parity of the bit stream changed during the commu-
nication process. Framing error is reported if the sampled stop bit is not at logic 1 level. The break error
is reported if the communication line is idle for the time equivalent to the duration of at least one character.

Older types of UART devices such as 8250, 16450 had only one byte FIFO (first in first out) buffer and
thus it was easy to overrun the receiver buffer. More recent devices are equipped with larger buffers providing
more efficient communications. For example, device 16550D from National Semiconductor has a 16-byte
receiver buffer and a 16-byte transmitter buffer and can operate at speeds up to 1.5 Mbps. Modern UARTs
can also automatically handle tasks pertaining to multi-drop systems on a network.

37.2 TIA/EIA Serial Interface Standards

RS-232 Serial Interface

The RS-232 (Recommended Standard) was originally developed in 1962 by the Electronic Industries
Association (EIA) as an interface between a computer and communication equipment. It is now jointly
maintained by the Telecommunication Industries Association (TIA) and the EIA. The current version is
designated as TIA/EIA 232-F (sixth revision) [4]. The Consulting Committee for International Telegraphs
and Telephones (CCITT) issues recommendations that cover interfaces equivalent or similar to those
issued by TIA/EIA.

Rapid development of computers created a demand for computer-to-computer communications over
long distances. The switched public telephone network provided a readily available infrastructure for the
communication task. Because computers generate digital data while the telephone network was designed
for the transmission of voice signal, the digital signals from the computer had to be converted to a mod-
ulated signal which can be transmitted over the analog network. Modems (modulator/demodulator) are
used to convert the digital signal into a modulated analog signal that is transmitted over the telephone line
and converted back to digital signal by the modem at the other end of the telephone line. The RS-232 was
designed as an interface between a computer and a modem. The formal name of the RS-232 standard is
“Interface Between Data Terminal Equipment and Data Communication Equipment Employing Serial
Binary Data Interchange,” in which the Data Terminal Equipment (DTE) represents the computer and
the Data Communication Equipment (DCE) represents the modem. Figure 37.8 shows an example of the
RS-232 interface in the system providing computer-to-computer communication over the switched tele-
phone network. The computers at each end represent DTE and the modems represent DCE. 

The RS-232 interface standard specifies mechanical, electrical, and functional characteristics of the DTE/
DCE interface. The CCITT V.24 interface describes equivalent functional characteristics and relies on other
standards for mechanical and electrical characteristics of the interface. The RS-232 standard is widely used
in applications where it provides a direct point-to-point connection between two computers or computers
and field elements of mechatronic systems in which case we are dealing with DTE to DTE interface. As this
is a situation where a modem is not required, the cable used to connect a DTE to another DTE is called a
“null modem” cable, which has internal built-in connections to fake the presence of a modem.

The mechanical characteristic is concerned with the actual physical connection of the DTE and DCE
and involves specification of pin assignments and genders of the connectors. The RS-232 standard does
not specify a connector type, but it is customary to use either 25-pin D-type (DB-25) connector, which

FIGURE 37.8 Data communication over a telephone network.
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can accommodate all 25 pins, listed in the standard. In practice, a smaller number of pins are used; thus,
as an alternative, a 9-pin D-type connector (DB-9) is often used. Please note that the pin assignment for
DB-9 connector is not specified by RS-232 and is different from DB-25 pin assignment.

Figure 37.9 shows DB-25 connector pin assignments and the interconnection of selected circuits between
a DTE and a DCE. Figure 37.10, on the other hand, shows an example of the DB-25 connector pin assign-
ments and interconnection of selected circuits between two computers, i.e., two DTEs.

Functional Description of Selected Interchange Circuits

A full description of all signals as specified by the RS-232 standard is beyond the scope of this chapter.
The reader is referred to the relevant standard [4]. We will describe the most common signals used in
DTE/DCE and DTE/DTE interface. Please note that with the exception of the Protective Ground circuit
and the Signal Ground circuit the circuits carry signals unidirectionally, as shown by arrows in Fig. 37.9.
Functional characteristics specify the functions that are performed by individual interchange circuits. 

Protective Ground (PG). This line ensures that the chassis of the DTE and DCE are on the same
potential.

Transmitted Data (TxD). Transmission line-signal originating from the DTE propagates to DCE.
Received Data (RxD). Receiver line-signal originating from the DCE propagates to DTE.
Request to Send (RTS). This signal is used to condition DCE for data transmission. On a half-duplex

channel the signal controls the direction of data transmission of the DCE (transmit or receive). On
a one-way-only channel (simplex) and on the full-duplex channels this signal controls the transmit
state of the DCE (transmit or nontransmit state). A signal originating from the DTE propagates to
DCE.

Clear to Send (CTS). This signal indicates that the DCE is ready to receive and is the response to the
asserted RTS signal. The signal is originating from the DCE and propagates to DTE.

Data Set Ready (DSR). This signal indicates that the DCE is ready to operate. The signal is originating
from the DCE and propagates to DTE.

FIGURE 37.9 Pin assignment between a DTE and DCE.

FIGURE 37.10 Example of a null modem cable pin assignment.
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Signal Ground (SG). This line is a common ground return line for all other signals.
Data Carrier Detect (DCD). This signal indicates that the DCE is receiving a valid modulated signal

from the DCE at the other end. The signal is originating from the DCE and propagates to the DTE.
Data Terminal Ready (DTR). This signal indicates that the DTE is powered up and ready to operate.

This signal is originating from the DTE and propagates to DCE.

The RS-232 specifies unbalanced, unidirectional, point-to-point interface. The interconnection is done
over a set of wires referred to as interchange circuits. The electrical characteristics specify voltage levels
of signals, rate of change of signals, and line impedance of interchange circuits. The standard specifies
Nonreturn to Zero (NRZ) coding of digital signals. 

The standard requires that the drivers be designed such that for the terminator load resistance between
3 and 7 kW the drivers should be capable of delivering high-level voltages between +5 and +15 V and
low voltages between -5 and -15 V. The electrical signals are designed to provide a 2 V margin in signaling
levels. The receiver signals are defined as +3 to +15 V for high voltage and as -3 to -15 V for low voltage.

It should be noted that for the data interchange circuit the high level voltage is defined as logic 0
(SPACE), while the low level voltage is defined as logic 1 (MARK). For control signals, on the other hand,
the high level voltage defines the ON state while the low level voltage defines the OFF state. The maximum
rate of change of signal allowed on both data and signal lines is 30 V/µs.

The original standard has also specified the maximum length of cable as 15 m. This specification was
replaced by the specification of the maximum allowed capacitive load of 2500 pF in the EIA/TIA-232-D.
The maximum cable length is determined by the capacitance of the cable per unit length; thus, this
parameter now defines indirectly the length of the interface cable. The RS-232 interface is rated at signaling
rates in the range from 0 to 20 kbps. It should be noted that in practice a good design would allow greater
distances and greater data rates than the ones specified by the standard.

RS-422 and RS-485 Interfaces 

The TIA/EIA-422-B standard “Electrical Characteristics of Balanced Voltage Digital Interface Circuits”
[5] defines electrical characteristics of RS-422 interface. The RS-422 specifies a unidirectional, single
driver, terminated balanced interface. The standard allows multiple receivers (up to 10) on one line.
Figure 37.3 illustrates a typical point-to-point application of RS-422. As a result of improved noise
immunity the RS-422 interface supports data rates up to 10 Mbps and cable length up to 1200 m, although
not simultaneously. The maximum data rate of 10 Mbps is supported on a cable length up to 12 m, while
a cable length of 1200 m supports data rates up to 100 kbps. Observe that the product of cable length
and data rate is a limiting parameter of the interface. The transmission medium is a twisted-pair trans-
mission line.

The TIA/EIA-485-A standard “Standard for Electrical Characteristics of Generators and Receivers for
Use in Digital Multipoint Systems” [6] defines electrical characteristics of RS-485 interface. The RS-485
is a unique standard, which allows multiple nodes to communicate bidirectionally over a single twisted-
pair transmission line. The RS-485 standard defines a low cost, multipoint balanced interface with ele-
ctrical characteristic, supported cable types, cable length and data rates equivalent to those specified by
the RS-422 standard. RS-485 parts are backward compatible and interchangeable with their equivalent
RS-422 parts; however, RS-422 parts should not be used in RS-485 systems. RS-422 is usually used in
point-to-point full-duplex communication systems, while RS-485 is used in multipoint half-duplex com-
munication systems. The distinguishing feature of RS-485 drivers is their TRI-STATE capability, which
allows the use of multiple drivers. The RS-485 has improved driver capability and input voltage range and
supports up to 32 devices (drivers and/or receivers) on a single transmission line. Figure 37.11 shows a
typical RS-485 multipoint application.

It should be noted that both RS-422 and RS-485 are electrical standards only. They do not specify
mechanical or functional requirements. 
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As mentioned earlier, data sheets and application notes of component suppliers provide an excellent
source of information [1,2]. An excellent overview of practical data communications and interfacing for
instrumentation and control is provided in [7]. Detailed discussion of design aspects of serial commu-
nications and interfacing based on RS-232 and RS-485 is given in [8]. It is recommended that for the
full specification the designer should consult the relevant standards [4–6]. Additional information includ-
ing design recommendations can be found in [9–11]. A good introduction and background theory to
data communication and computer networks can be found in [12].

37.3 IEEE 488—The General Purpose Interface Bus (GPIB)

Introduction

The interface described by IEEE 488 standard, which will be referred to as GPIB in this chapter, is used
to connect instruments to test and measurement systems. Examples of such instruments are digital
voltmeters, storage oscilloscopes, printers, and plotters. In general, these instruments are called GPIB
devices. These devices operate under the coordination of a controller. Most modern systems consist of
a cluster of such devices connected to one or more computers. In such a system, one of the computers
will become the controller.

Historically, the interface was developed by Hewlett–Packard in 1965. At that time, the interface was
called HPIB, and a general standard did not exist. In 1975, it was formulated as IEEE 488 and was called
IEEE Standard Digital Interface for Programmable Instrumentation. The standard specified the electrical,
mechanical, and hardware aspects, i.e., the signals, their functioning, and purpose. Instrument manufac-
turers used the interface freely without adhering to a standard protocol in communicating with instruments.
Instruments meant for the same purpose, yet manufactured by different manufacturers required widely
varied commands. Some instruments made measurements in response to a command, while some other
instruments of similar type made measurements without a command at all. Further, there were no agreed
data formats between instruments sending data and instruments receiving data. This situation led to the
development of an extension to the IEEE 488 standard. The new standard was published in 1987 and was

FIGURE 37.11 Example of an RS-485 multipoint application. 
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called IEEE 488.2 Standard Codes, Formats, Protocols, and Common Commands for Use with IEEE 488.1
(1987) [13], where IEEE 488.1 is the new name for the original IEEE 488 standard. 

The IEEE 488.2 compliant devices must present data through data formats and codes specified in the
standard. The standard also specifies a minimum set of mandatory control sequences or commands and
suggests a few other optional commands. It also provides a standard status-reporting model that must
be implemented by the instrument manufacturers so that determining the status of instruments will be
easier for the instrument programmers. 

Although not yet a standard, The Standard Commands for Programmable Instrumentation (SCPI)
put together in 1990 agrees upon a standard set of commands for various instrument categories. Accord-
ingly, all digital voltmeters manufactured by different manufacturers will respond to the same GPIB
command. 

GPIB Hardware

This section describes the electrical and mechanical specifications of the GPIB interface as well as the
signal description and their purpose. 

All GPIB devices are connected using a special cable with each end having the male as well as the female
ends of the connector. This permits piggyback connections of cables. The devices can be connected either
in a chained manner (i.e., device B connected to device A, device C connected to device B, etc.) or in a
star configuration (i.e., device A, B, C, etc. connected to a common node). The connection configurations
are shown in Fig. 37.12.

A maximum of 15 devices can be connected to the bus. The maximum separation between two devices
is 4 m with an average separation of not more than 2 m. At least two-thirds of the devices connected
must be powered on.

The GPIB cable consists of 24 wires. Eight of these lines are data lines, while three lines are used for
handshaking. Another five lines are used for interface management and the remaining eight lines are
ground lines. Among the ground lines are a cable shield line, a signal ground line, three ground return
lines for the handshaking signals, and three other ground return lines for three of the interface manage-
ment lines. All signals used are standard TTL signal levels with negative logic. The handshake lines and
interface management lines are given in Table 37.1. 

The operation of the individual lines is not important to the average user or programmer as their
usage is taken care of by the controllers and the instruments that comply with IEEE 488.2 standard. 

TABLE 37.1 Handshaking and Interface Management Lines

Handshaking Lines Interface Management Lines

NRFD Not ready for data ATN Attention
NDAC Not data accepted IFC Interface clear
DAV Data valid REN Remote enable

SRQ Service request
EOI End of identify

FIGURE 37.12 Linear and star configurations of connecting GPIB devices to a controller.
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Controllers, Talkers, and Listeners

The controller carries out the general management of the bus. While there can be many controllers
connected to the GPIB network, there can be only one controller-in-charge (CIC) which manages the
bus at that given time. All information sent out by the controller on the data lines are called “commands”
and all information sent out by other devices are termed “data.” The GPIB devices that send data any
time are called “talkers” and the devices that receive data are called “listeners.” While there can be more
than one listener operating at any given time, there can be only one talker operating at any given time.
A system can have permanent talkers and permanent listeners; however, if the capability exists, a GPIB
device can be a listener at one time and a talker at another time. A brief explanation of the signal lines
is given below, as it would enhance our understanding of the operation of GPIB interface. 

Interface Management Lines 

Attention (ATN) 

The ATN line is controlled by the CIC. When asserted, the signals on the data lines constitute a command
signal and all devices must listen. When unasserted, the signals on the data lines represent data and are
generally sent by a talker to one or more listeners. 

Interface Clear (IFC)

The IFC line is asserted by the CIC to reset the GPIB bus. Upon receipt of this signal, all GPIB devices
on the bus will initialize themselves.

Remote Enable (REN)

GPIB devices can be controlled either locally or remotely. The CIC asserts the REN line to bring all GPIB
devices under remote programming mode. Thus, for example, the change of scale of a DVM can be
carried out by a GPIB command instead of a front panel control.

Service Request (SRQ)

Any device other than a controller can asynchronously assert the SRQ line requesting service from the
controller. The controller monitors the SRQ line and polls all devices to determine the device or devices
requiring service. 

End of Identity (EOI)

The EOI signal is used by a talker to indicate the end of the data message of the talker. It indicates to the
listener(s) the end of the receiving data record.

Handshake Lines

In general, a data transfer with complete handshake gets through three stages: request or preparedness,
data transfer, and acknowledgment. On some systems, where the stability of data on the data bus is
questionable, a data valid signal may also be provided. On the GPIB bus, when a talker has to send data
to a listener, the controller must address a device and instruct it to be the talker and then address one
or more other devices and instruct them to be listeners. See later for “Addressing of GPIB Devices.” 

Not Ready for Data (NRFD)

The NRFD line is controlled by the controller when sending commands or by the talker when sending
data. A device that has been instructed to be a listener will unassert NRFD to indicate to the talker that
it is ready to receive data. Of all the listeners, the slowest device will be the last to unassert NRFD and
thus control the speed of data transfer.

Data Valid (DAV)

When all listeners have indicated their readiness to receive data by unasserting NRFD, the talker (or the
controller when sending commands) will assert a DAV signal to indicte to all listeners that the data on the
data lines DIO1-DIO8 are stable and may be read by the listeners. In response to a DAV signal, the listeners
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may assert NRFD to halt any further data transmission by talkers until the data already transmitted has
been received.

Not Data Accepted (NDAC)

The NDAC line driven by all listeners is the acknowledgment signal. When data has been received by all
listeners, the NDAC line will be unasserted. The talker can then remove the data and unassert the DAV signal. 

Data Lines DIO1-DIO8 (8 lines)

The data lines are controlled by the controller when issuing commands or by the talker. As soon as the
controller instructs a particular device to be a talker, that device will place data on the lines DIO1-DIO8
and will wait for at least T1 seconds. 

Addressing of GPIB Devices

All GPIB devices connected to a GPIB bus must have a unique GPIB address. A device can have a primary
address as well as a secondary address. Most devices use a primary address only. The addresses are in the
range 0–30 decimal. In general, the addresses on the instruments as well as the controller are set using
switches. The controller instructs a device with a particular address to be a talker or a listener by sending
a bit pattern on the data bus. The bit pattern is formed according to Table 37.2. The data bits are numbered
from D7 to D0. The value of each bit is listed straight underneath. The letter A signifies 0 or 1. The five
bits D4–D0 will form a bit pattern representing the address of the device. The letter X signifies a “don’t
care” bit, which is not used. TA will be set to 1 if the controller is instructing the device to be a talker.
LA will be set to 1 if the controller is instructing the device to be a listener. For example, if a particular
device has the address 15 (decimal) and if the controller is instructing that device to be the talker, then
the controller must send the following bit pattern over the data lines DIO8-DIO1.

Device with address 15 be the talker 0 1 0 0 1 1 1 1 = 4F (hex)

Similarly,

Device with address 0 be the listener 0 0 1 0 0 0 0 0 = 20 (hex)

“Untalk” the current talker 0 1 0 1 1 1 1 1 = 5F (hex)

“Unlisten” all listeners 0 0 1 1 1 1 1 1 = 3F (hex)

Note that Untalk and Unlisten commands look very similar to Talk and Listen commands; however,
the address 31 (decimal) does not exist. Therefore, the address 31 is used to affect Untalk and Unlisten.

For the controllers, IEEE 488.2 Standard provides the Required and Optional Control Sequences. All
controllers that comply with IEEE 488.2 must support all mandatory commands. The standard also
provides the “Controller Protocols.” Protocols are formed by combining a set of control sequences. For
example, FINDLSTN command will issue a set of control sequences to determine the existing listeners. 

For the instruments, IEEE 488.2 specifies a set of mandatory commands and queries. For example,
when the command “*RST” is received by IEEE 488.2 compliant instruments, they all must carry out an
instrument reset. Similarly, upon receipt of “*STB?” command the instrument will send the status byte
to the controller. 

TABLE 37.2 Talker/Listener Addressing Commands

D7 D6 D5 D4 D3 D2 D1 D0
X TA LA A A A A A
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All mandatory common commands and queries, all required and optional control sequences as well
as the controller protocols can be found in [14,15].
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The field of communications and computer networks deals with efficient and reliable transfer of infor-
mation from one point to another. The need to exchange information is not new but the techniques
employed to achieve information exchange have been steadily improving. During the past few decades,
these techniques have experienced an unprecedented and innovative growth. Several factors have been and
continue to be responsible for this growth. The Internet is the most visible product of this growth and it
has impacted the life of each and every one of us. This chapter describes salient features and operational
details of communications and computer networks.

The contents of this chapter are organized in several sections. Section 38.1 describes a brief history of
the field of communications. Section 38.2 deals with the introduction of communication and computer
networks. Section 38.3 describes operational details of computer networks. Section 38.4 discusses resource
allocation mechanisms. Section 38.5 briefly describes the challenges and issues in communication and
computer networks that are still to be overcome. Finally, Section 38.6 summarizes the article.

38.1 A Brief History

Exchange of information (communications) between two or more entities has been a necessity since the
existence of human life. It started with some form and shape of human voice that one entity can create and
other(s) can listen to and interpret. Over a period of several centuries, these voices evolved into languages.
As the population of the world grew, more and more languages were born. For a long time, languages were
used for face-to-face communications. If there were ever a need to convey some information (a message)
over a distance, someone would be briefed and sent to deliver the message to a distant site. Gradually,
additional methods were developed to represent and exchange the information. These methods included
symbols, shapes, and eventually alphabets. This development facilitated information recording and use
of nonvocal means for exchanging information. Hence, preservation, dissemination, sharing, and com-
munication of knowledge became easier.

Until about 150 years ago, all communication was via wireless means and included smoke signals,
beating of drums, and use of reflective surfaces for reflecting light signals (optical wireless). Efficiency of
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these techniques was heavily influenced by environmental conditions. For instance, smoke signals were not
very effective in windy conditions. In any case, as we will note later, some of the techniques that were in use
centuries ago for conveying information over a distance were similar to the techniques that we currently use.
The only difference is that the implementation of those techniques is exceedingly more sophisticated now
than it was centuries ago.

As the technological progress continued and electronic devices started appearing on the surface, the
field of communication also started making use of the innovative technologies. Alphabets were translated
into their electronic representations so that information could be electronically transmitted. Morse code
was developed for telegraphic exchange of information. Further developments led to the use of the tele-
phone. It is important to note that in earlier days of technological masterpieces, users would go to a
common site where one could send a telegraphic message over a distance or could have a telephonic con-
versation with a person at a remote location. This was a classic example of resource sharing. Of course,
human help was needed to establish a connection with remote sites.

As the benefits of the advances in communication technologies were being harvested, electronic com-
puters were also emerging and making the news. Earlier computers were not only expensive and less reliable,
they were also huge in size. For instance, the computers that used vacuum tubes were of the size of a
large room and used roughly about 10,000 vacuum tubes. These computers would stop working if a
vacuum tube burned out, and the tube would need to be replaced by using a ladder. On average, those
computers would function for a few minutes before another vacuum tube’s replacement was necessary.
A few minutes of computer time was not enough to execute a large computer program. With the advent
of transistors, computers not only became smaller in size and less expensive, but also more reliable. These
aspects of computers resulted in their widespread applications. With the development of personal com-
puters, there is hardly any side of our lives that has not been impacted by the use of computers. The field
of communications is no exception and the use of computers has escalated our communication capabil-
ities to new heights.

38.2 Introduction

Communication of information from one point to another in an efficient and reliable manner has always
been a necessity. A typical communication system consists of the following components as shown in
Fig. 38.1:

• Source that generates or has the information to be transported

• Transmitter that prepares the information for transportation

• Transmission medium that carries the information from one end to the other

• Receiver that receives the information and prepares it for delivering to the receiver

• Destination that takes the information from receiver and utilizes it as necessary

The information can be generated in analog or digital form. Analog information is represented as a
continuous signal that varies smoothly in time. As one speaks in a microphone, an analog voice signal is
generated. Digital information is represented by a signal that stays at some fixed level for some duration of
time followed by a change to another fixed level. A computer works with digital information that has two
levels (binary digital signals). Figure 38.2 shows an example of analog and digital signals. Transmission of

FIGURE 38.1 A typical communication system.
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information can also be in analog or digital form. Therefore, we have the following four possibilities in a
communication system [21]:

• Analog information transmitted as an analog signal

• Analog information transmitted as a digital signal

• Digital information transmitted as an analog signal

• Digital information transmitted as a digital signal

There may not be a choice regarding the form (analog or digital) of information being generated by
a device. For instance, a voice signal as one speaks, a video signal as generated by a camera, a speed signal
generated by a moving vehicle, and an altitude signal generated by the equipment in a plane will always
be analog in nature; however, there is a choice regarding the form (analog or digital) of information
being transmitted over a transmission medium. Transmitted information could be analog or digital in
nature and information can be easily converted from one form to another.

Each of these possibilities has its pros and cons. When a signal carrying information is transmitted, it
looses its energy and strength and gathers some interference (noise) as it propagates away from the
transmitter. If the energy of the signal is not boosted at some intermediate point, it may attenuate beyond
recognition before it reaches its intended destination. That will certainly be a wasted effort. In order to
boost energy and strength of a signal, it must be amplified (in case of analog signals) and rebuilt (in case
of digital signals). When an analog signal is amplified, the noise also becomes amplified and that certainly
lowers expectations about receiving the signal at its destination in its original (or close to it) form. On the
other hand, digital signals can be processed and reconstructed at any intermediate point and, therefore,
the noise can essentially be filtered out. Moreover, transmission of information in digital form has many

FIGURE 38.2 Typical analog and digital signals.
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other advantages including processing of information for error detection and correction, applying encryp-
tion and decryption techniques to sensitive information, and many more. Thus, digital information trans-
mission technology has become the dominant technology in the field of communications [9,18].

As indicated earlier, communication technology has experienced phenomenal growth over the past
several decades. The following two factors have always played a critical role in shaping the future of
communications [20]:

• Severity of user needs to exchange information

• State of the technology related to communications

Historically, inventions have always been triggered by the severity of needs. It has been very true for
the field of communications as well. In addition, there is always an urge and curiosity to make things
happen faster. When electricity was discovered and people (scattered around the globe) wanted to exchange
information over longer distances and in less time, the telegraph was invented. Morse code was developed
with shorter sequences (of dots and dashes) for more frequent alphabets. That resulted in transmission
of messages in a shorter duration of time. The presence of electricity and the capability of wires to carry
information over longer distances led to the development of devices that converted human voice into
electrical signal, and thus led to the development of telephone systems. Behind this invention was also a
need/desire to establish full-duplex (two-way simultaneous) communication in human voice. As use of
the telephone became widespread, there was a need for a telephone user to be connected to any other
user, and that led to the development of switching offices. In the early days, the switching offices were
operated manually. As the state of the technology improved, the manual switching offices were replaced
by automatic switching offices. Each telephone user was assigned a telephone number for identification
purposes and a user able to dial the number for the purpose of establishing a connection with the called
party. As the computer technology improved and the computers became easier to afford and smaller in
size, they found countless uses including their use in communications. The computers not only replaced
the automatic (electromechanical) switching offices, they were also employed in many other aspects of
communication systems. Examples include conversion of information from analog to digital and vice
versa, processing of information for error detection and/or correction, compression of information, and
encryption/decryption of information.

As computers became more powerful, there were many other applications that surfaced. The most visible
application was the amount of information users started sharing among themselves. The volume of infor-
mation being exchanged among users has been growing exponentially over the last three decades. As
users needed to exchange such a mammoth amount of information, new techniques were invented to
facilitate the process. There was not only a need for users to exchange information with others in an
asynchronous fashion, there was also a need for computers to exchange information among themselves.
The information being exchanged in this fashion has different characteristics than the information being
exchanged through the telephone systems. This need led to the interconnection of computers with each
other and that is what is called computer networks.

38.3 Computer Networks

A computer network is an interconnection of computers. The interconnection forms a facility that
provides reliable and efficient means of communication among users and other devices. User commu-
nication in computer networks is assisted by computers, and the facility also provides communication
among computers. Computer networks are also referred to as computer communication networks.
Interconnection among computers may be via wired or wireless transmission medium [5,6,10,13,18].

There are two broad categories of computer networks:

• Wide area networks

• Local/metropolitan area networks
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Wide area computer networks, as the name suggests, span a wider geographical area and essentially
have a global scope. On the other hand, local/metropolitan area networks span a limited distance. Local
area networks are generally confined to an industrial building or an academic institution. Metropolitan
area networks also have limited geographical scope but it is relatively larger than that of the local area
networks [19]. Typical wide and local/metropolitan area networks are shown in Fig. 38.3.

Once a user is connected to a computer network, that user can communicate with any other user also
connected to the network at some point. It is not required for a user to be connected directly to another

FIGURE 38.3 (a) A typical wide area computer communication network. (b) A typical local/metropolitan area
communication bus network. (c) A typical local/metropolitan area communication ring network.
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user in order to communicate. In fact, in wide area networks, two communicating users will rarely be
directly connected with each other. This implies that the users will be sharing the transmission links for
exchanging their information. This is one of the most important aspects of computer networks. Sharing
of resources improves utilization of the resources and is, of course, cost-effective as well. In addition to
sharing the transmission links, the users will also share the processing power of the computers at the
switching nodes, buffering capacity to store the information at the switching nodes, and any other resources
that are connected to the computer network. A user who is connected to a computer network at any
switching node will have immediate access to all the resources (databases, research articles, surveys, and
much more) that are connected to the network as well. Of course, access to specific information may be
restricted and a user may require appropriate authorization to access the information.

The information from one user to another may need to pass through several switching nodes and trans-
mission links before reaching its destination. This implies that a user may have many options available to
select one out of many sequences of transmission links and switching nodes to exchange information. That
adds to the reliability of the information exchange process. If one path is not available, not feasible, or not
functional, some other path may be used. In addition, for better and effective sharing of resources among
several users, it is not appropriate to let any user exchange a large quantity of information at a time; however,
it is not uncommon that some users may have a large quantity of information to exchange. In that case,
the information is broken into smaller units known as packets of information. Each packet is sent toward
its destination as a separate entity and then all packets are assembled together at the destination side to
re-create the original piece of information [2].

Due to the resource sharing environment, users may not be able to exchange their information at any
time they wish because the resources (switching nodes, transmission links) may be busy serving other
users. In that case, some users may have to wait for some time before they begin their communication.
Designers of computer networks should design the network so that the total delay (including wait time)
is as brief as possible and that the total amount of information successfully exchanged (throughput) is
as large as possible.

Many aspects must be addressed for enabling networks to transport users’ information from one point
to another. The major aspects are:

• Addressing mechanism to identify users

• Addressing mechanism for information packets to identify their source and destination

• Establishing a connection between sender and receiver and maintaining it

• Choosing a path or a route (sequence of switching nodes and transmission links) to carry the
information from a sender to a receiver

• Implementing a selected route or path

• Checking information packets for errors and recovering from errors

• Encryption and decryption of information

• Controlling the flow of information so that shared resources are not over-taxed

• Informing the sender that the information has been successfully delivered to the intended desti-
nation (acknowledgment)

• Billing for the use of resources

• Ensuring that different computers running different applications and operating systems can exchange
information

• Preparing information appropriately for transmission over a given transmission medium

This is not an exhaustive list of items that need to be addressed in computer networks. In any case, all
such issues are addressed by very systematic and detailed procedures. The procedures are called communi-
cation protocols. The protocols are implemented at the switching nodes by a combination of hardware and
software. It is not advisable to implement all these features in one module of hardware or software because
that will become very difficult to manage. It is a standard practice that these features be divided into different
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smaller modules and then these modules can be interfaced together to collectively provide implementation
of these features. International Standards Organization (ISO) has suggested dividing these features into
seven distinct modules called layers. The proposed model is referred to as Open System Interconnection
(OSI) reference model. The seven layers proposed in the OSI reference model are [2]:

• Application layer

• Presentation layer

• Session layer

• Transport layer

• Network layer

• Data link layer

• Physical layer

The physical layer deals with the transmission of information on the transmission medium. The data link
layer handles the information on a single link. The network layer deals with the path or route of information
from the switching node where the source is connected to the switching node where the receiver is connected.
It also monitors end-to-end information flow. The remaining four layers reside with the user equipment.
The transport layer deals with the information exchange from the source to the sender. The session layer
handles the establishment of a session between the source and the receiver and maintains it. The presenta-
tion layer deals with the form in which information is presented to the lower layer. Encryption/decryption
of information can also be performed at this layer. The application layer deals with the application that
generates the information at the source side and what happens to it when it is delivered at the receiver side.

As the information begins from the application layer at the sender side, it is processed at every layer accord-
ing to the specific protocols implemented at that layer. Each layer processes the information and appends
a header and/or a trailer with the information before passing it on to the next layer. The headers and trailers
appended by various layers contribute to the overhead and are necessary for transportation of the
information. Finally, at the physical layer, the bits of information packets are converted to an appropriate
signal and transmitted over the transmission medium. At the destination side, the physical layer receives
the information packets from the transmission medium and prepares them for passing these to the next
higher layer. As a packet is processed by the protocol layers at the destination side, its headers and trailers
are stripped off before it is passed to the next layer. By the time information reaches the application layer,
it should be in the same form as it was transmitted by the source.

Once a user is ready to send information to another user, he or she has two options. He or she can
establish a communication with the destination prior to exchanging information or he can just give the
information to the network node and let the network deliver the information to its destination. If
communication is established prior to exchanging the information, the process is referred to as connec-
tion-oriented service and is implemented by using virtual circuit connections. On the other hand, if no
communication is established prior to sending the information, the process is called connectionless
service. This is implemented by using a datagram environment. In connection-oriented (virtual circuit)
service, all packets between two users travel over the same path through a computer network and, hence,
arrive at their destination in the same order as they were sent by the source. In connectionless service,
however, each packet finds its own path through the network while traveling towards its destination. Each
packet will therefore experience a different delay and the packets may arrive at their destination out of
sequence. In that case, the destination will be required to put all the packets in proper sequence before
assembling them [2,10,13].

As in all resource sharing systems, allocation of resources in computer networks requires careful atten-
tion. The main idea is that the resources should be shared among users of a computer network as fairly
as possible. At the same, it is desired to maintain the network performance as close to its optimal level
as possible. The fairness definition, however, varies from one individual to another and depends upon
how one is associated with a computer network. Although fairness of resource sharing is being evaluated,
two performance parameters—delay and throughput—for computer networks are considered. The delay
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is the duration of time from the moment information is submitted by a user for transmission to the
moment it is successfully delivered to its destination. The throughput is the amount of information
successfully delivered to its intended destination per unit time. Due to the resource sharing environment
in computer networks, these two performance parameters are contradictory. It is desired to have the
delay as small as possible and the throughput as large as possible. For increasing throughput, a computer
network must handle increased information traffic, but the increased level of information traffic also
causes higher buffer occupancy at the switching nodes and, hence, more waiting time for information
packets. This results in an increase in delay. On the other hand, if information traffic is reduced to reduce
the delay, that will adversely affect the throughput. A reasonable compromise between throughput and
delay is necessary for the satisfactory operation of a computer network [10,11].

Wide Area Computer Networks

A wide area network consists of switching nodes and transmission links as shown in Fig. 38.3(a). Layout
of switching nodes and transmission links is based on the traffic patterns and expected volume of traffic
flow from one site to another site. Switching nodes provide the users access to a computer network and
implement communication protocols. When a user is ready to transmit his or her information, the
switching node, to which the user is connected, will establish a connection if a connection-oriented service
has been opted. Otherwise, the information will be transmitted in a connectionless environment. In either
case, switching nodes play a key role in determining the path of the information flow according to some
well-established routing criteria. The criteria include performance (delay and throughput) objectives
among other factors based on user needs. For keeping the network traffic within a reasonable range, some
traffic flow control mechanisms are necessary. In late 1960s and early 1970s, when data rates of trans-
mission media used in computer networks were low (a few thousand bits per second), these mechanisms
were fairly simple. A common method used for controlling traffic over a transmission link or a path was
an understanding that the sender would continue sending information until the receiver sent a request to
stop. The information flow would resume as soon as the receiver sent another request to resume trans-
mission. Basically the receiver side had the final say in controlling the flow of information over a link or
a path. As the data rates of transmission media started increasing, this method was not deemed efficient.
To control the flow of information in relatively faster transmission media, a sliding window scheme was
used. According to this scheme, the sender will continuously send information packets but no more than
a certain limit. Once the limit is reached, the sender will stop sending the information packets and will
wait for the acknowledgment that the packets have been transmitted. As soon as an acknowledgment is
received, the sender may send another packet. This method ensures that there are no more than a certain
specific number of packets in transit from sender to receiver at any given time. Again, the receiver has
control over the amount of information that the sender can transmit. These techniques for controlling the
information traffic are referred to as reactive- or feedback-based techniques because the decision to trans-
mit or not to transmit is based on the current traffic conditions.

Reactive techniques are acceptable in low to moderate data rates of transmission media. As the data rates
increase from kilobits per second to megabits and gigabits per second, the situation changes. Over the past
several years, there has been a manifold increase in data rates. Optical fibers provide enormously high data
rates. Size of the computer networks has also experienced tremendous increase. The amount of traffic
flowing through these networks has been increasing exponentially. Given that, the traffic control techniques
used in earlier networks are not quite effective anymore [11,12,22]. One more factor that has added to the
complexity of the situation is that users are now exchanging different types of information through the
same network. Consider the example of the Internet. The geographical scope of the Internet is essentially
global. Extensive use of optical fiber as transmission media provides very high data rates for exchanging
information. In addition, users are using the Internet for exchanging any type of information they come
across, including voice, video, and data. All these factors have essentially necessitated the use of a modified
approach for traffic management in computer networks. The main factor leading to this change is that the
information packets are moving so fast through the computer networks that any feedback-based (or reactive)
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control will be too slow to be of any use. Therefore, some preventive mechanisms have been developed
to maintain the information traffic inside a computer network to a comfortable level. Such techniques
are implemented at the sender side by ensuring that only as much information traffic is allowed to enter
the network as can be comfortably handled by the networks [1,20,22]. Based on the users’ needs and
state of the technology, providing faster communications for different types of services (voice, video,
data, and others) in the same computer network in an integrated and unified manner has become a
necessity. These computer networks are referred to as broadband integrated services digital networks
(BISDNs). BISDNs provide end-to-end digital connectivity and users can access any type of communi-
cation service from a single point of access. Asynchronous transfer mode (ATM) is expected to be used
as a transfer mechanism in BISDNs. ATM is essentially a fast packet switching technique where infor-
mation is transmitted in the form of small fixed-size packets called cells. Each cell is 53 bytes long and
includes a header of 5 bytes. The information is primarily transported using a connection-oriented
(virtual circuit) environment [3,4,8,12,17].

Another aspect of wide area networks is the processing speed of switching nodes. As the data rates of
transmission media increase, it is essential to have faster processing capability at the switching nodes.
Otherwise, switching nodes become bottlenecks and faster transmission media cannot be fully utilized.
When transmission media consist of optical fibers, the incoming information at a switching node is
converted from optical form to electronic form so that it may be processed and appropriately switched
to an outgoing link. Before it is transmitted, the information is again converted from electronic form to
optical form. This slows down the information transfer process and increases the delay. To remedy this
situation, research is being conducted to develop large optical switches to be used as switching nodes.
Optical switches will not require conversion of information from optical to electronic and vice versa at
the switching nodes; however, these switches must also possess the capability of optical processing of
information. When reasonably sized optical switches become available, use of optical fiber as transmis-
sion media together with optical switches will lead to all-optical computer and communication networks.
Information packets will not need to be stored for processing at the switching nodes and that will certainly
improve the delay performance. In addition, wavelength division multiplexing techniques are rendering
use of optical transmission media to its fullest capacity [14].

Local and Metropolitan Area Networks

A local area network has a limited geographical scope (no more than a few kilometers) and is generally
limited to a building or an organization. It uses a single transmission medium and all users are connected
to the same medium at various points. The transmission medium may be open-ended (bus) as shown
in Fig. 38.3(b) or it may be in the form of a loop (ring) as shown in Fig. 38.3(c). Metropolitan area
networks also have a single transmission medium that is shared by all the users connected to the network,
but the medium spans a relatively larger geographical area, up to 150 km. They also use a transmission
medium with relatively higher data rates. Local and metropolitan area networks also use a layered imple-
mentation of communication protocols as needed in wide area networks; however, these protocols are
relatively simpler because of simple topology, no switching nodes, and limited distance between the
senders and the receivers. All users share the same transmission medium to exchange their information.
Obviously, if two or more users transmit their information at the same time, the information from
different users will interfere with each other and will cause a collision. In such cases, the information of
all users involved in a collision will be destroyed and will need to be retransmitted. Therefore, there must
be some well-defined procedures so that all users may share the same transmission medium in a civilized
manner and have successful exchange of information. These procedures are called medium access control
(MAC) protocols.

There are two broad categories of MAC protocols:

• Controlled access protocols

• Contention-based access protocols
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In controlled access MAC protocols, users take turns transmitting their information and only one user
is allowed to transmit information at a time. When one user has finished his or her transmission, the next
user begins transmission. The control could be centralized or distributed. No information collisions occur
and, hence, no information is lost due to two or more users transmitting information at the same time.
Examples of controlled access MAC protocols include token-passing bus and token-passing ring local area
networks. In both of these examples, a token (a small control packet) circulates among the stations. A
station that has the token is allowed to transmit information, and other stations wait until they receive
the token [19].

In contention-based MAC protocols, users do not take turns transmitting their information. A user
makes his or her own decision to transmit and also faces a risk of becoming involved in a collision with
another station that also decides to transmit at about the same time. If no collision occurs, the information
may be successfully delivered to its destination. On the other hand, if a collision occurs, the information
from all users involved in a collision will need to be retransmitted. An example of contention- based MAC
protocols is carrier sense multiple access with collision detection (CSMA/CD), which is used in Ethernet.
In CSMA/CD, a user senses the shared transmission medium prior to transmitting its information. If the
medium is sensed as busy (someone is already transmitting the information), the user will refrain from
transmitting the information; however, if the medium is sensed as free, the user transmits the information.
Intuitively, this MAC protocol should be able to avoid collisions, but collisions still do take place. The
reason is that transmissions travel along the transmission medium at a finite speed. If one user senses
the medium at one point and finds it free, it does not mean that another user located at another point
of the medium has not already begun its transmission. This is referred to as the effect of the finite
propagation delay of electromagnetic signal along the transmission medium. This is the single most
important parameter that causes deterioration of performance in contention-based local area networks
[11,19].

Design of local area networks has also been significantly impacted by the availability of transmission
media with higher data rates. As the data rate of a transmission medium increases, the effects of prop-
agation delay become even more visible. In higher speed local area networks such as Gigabit Ethernet,
and 100-BASE-FX, the medium access protocols are designed to reduce the effects of propagation delay.
If special attention is not given to the effects of propagation delay, the performance of high-speed local
area networks becomes very poor [15,19].

Metropolitan area networks essentially deal with the same issues as local area networks. These networks
are generally used as backbones for interconnecting different local area networks. These are high-speed
networks and span a relatively larger geographical area. MAC protocols for sharing the same trans-mission
media are based on controlled access. The two most common examples of metropolitan area networks are
fiber distributed data interface (FDDI) and distributed queue dual bus (DQDB). In FDDI, the transmission
medium is in the form of two rings, whereas DQDB uses two buses. FDDI rings carry information in one
but opposite directions and this arrangement improves reliability of communication. In DQDB, two buses
also carry information in one but opposite directions. The MAC protocol for FDDI is based on token
passing and supports voice and data communication among its users. DQDB uses a reservation-based
access mechanism and also supports voice and data communication among its users [19].

Wireless and Mobile Communication Networks

Communication without being physically tied-up to wires has always been of interest and mobile and
wireless communication networks promise that. The last few years have witnessed unprecedented growth
in wireless communication networks. Significant advancements have been made in the technologies that
support wireless communication environment and there is much more to come in the future. The devices
used for wireless communication require certain features that wired communication devices may not
necessarily need. These features include low power consumption, light weight, and worldwide commu-
nication ability.

In wireless and mobile communication networks, the access to a communication network is wireless
so that the end users remain free to move. The rest of the communication path could be wired, wireless,
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or combination of the two. In general, a mobile user, while communicating, has a wireless connection with
a fixed communication facility and rest of the communication path remains wired. The range of wireless
communication is always limited and therefore the range of user mobility is also limited. To overcome this
limitation, the cellular communication environment has been devised. In a cellular communication envi-
ronment, a geographical region is divided into smaller regions called cells, thus the name cellular. Each
cell has a fixed communication device that serves all mobile devices within that cell. However, as a mobile
device, while in active communication, moves out of one cell and into another cell, service of that conn-
ection is transferred from one cell to another. This is called the handoff process [7,16].

The cellular arrangement has many attractive features. As the cell size is small, the mobile devices do
not need very high transmitting power to communicate. This leads to smaller devices that consume less
power. In addition, it is well known that the frequency spectrum that can be used for wireless commu-
nication is limited and can therefore support only a small number of wireless communication connections
at a time. Dividing communication regions into cells allows the use of the same frequency in different cells
as long as they are sufficiently far apart to avoid interference. This increases the number of mobile devices
that can be supported. Advances in digital signal processing algorithms and faster electronics have led to
very powerful, smaller, elegant, and versatile mobile communication devices. These devices have tremen-
dous mobile communication abilities including wireless Internet access, wireless e-mail and news items,
and wireless video (though limited) communication on handheld devices. Wireless telephones are already
available and operate in different communication environments across the continents. The day is not far
when a single communication number will be assigned to every newborn and will stay with that person
irrespective of his/her location.

Another field that is emerging rapidly is the field of ad hoc wireless communication networks. These
networks are of a temporary nature and are established for a certain need and for a certain duration. There
is no elaborate setup needed to establish these networks. As a few mobile communication devices come in
one another’s proximity, they can establish a communication network among themselves. Typical situations
where ad hoc wireless networks can be used are in the classroom environment, corporate meetings, confer-
ences, disaster recovery situations, etc. Once the need for networking is satisfied, the ad hoc networking setup
disappears.

38.4 Resource Allocation Techniques

As discussed earlier, computer networks are resource sharing systems. Users share the common resources
as transmission media, processing power and buffering capacity at the switching nodes, and other resources
that are part of the networks. A key to successful operation of computer networks is a fair and efficient
allocation of resources among its users. Historically, there have been two approaches to allocation of
resources to users in computer networks:

• Static allocation of resources

• Dynamic allocation of resources

Static allocation of resources means that a desired quantity of resources is allocated to each user who
may use it whenever he or she needs to. If the user does not use his/her allocated resources, no one else
can. On the other hand, dynamic allocation of resources means that a desired quantity of resources is
allocated to users on the basis of their demands and for the duration of their need. Once the need is
satisfied, the allocation is retrieved. In that case, someone else can use these resources if needed. Static
allocation results in wastage of resources, but does not incur the overhead associated with dynamic
allocation. Which technique should be used in a given situation is subject to the concept of supply and
demand. If resources are abundant and demand is not too high, it may be better to have static allocation
of resources; however, when the resources are scarce and demand is high, dynamic allocation is almost
a necessity to avoid the wastage of resources.

Historically, communication and computer networks have dealt with both situations. Earlier commu-
nication environments used dynamic allocation of resources when users walked to a public call office to
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make a telephone call or send a telegraphic message. After a few years, static allocation of res-ources was
adopted, when users were allocated their own dedicated communication channels and these were not
shared among others. In the late 1960s, the era of computer networks dawned with dynamic allocation of
resources and all communication and computer networks have continued with this tradition to date.
With the advent of optical fiber, it was felt that the transmission resources are abundant and can satisfy
any demand at any time. Many researchers and manufacturers were in favor of going back to the static
allocation of resources, but a decision to continue with dynamic resource allocation was made and that
is here to stay for many years to come [10]. 

38.5 Challenges and Issues

Many challenges and issues are related to communications and computer networks that are still to be
overcome. Only the most important ones will be described in this section.

High data rates provided by optical fibers and high-speed processing available at the switching nodes
has resulted in lower delay for transferring information from one point to another. However, the propagation
delay (the time for a signal to propagate from one end to another) has essentially remained unchanged.
This delay depends only on the distance and not on the data rate or the type of transmission medium.
This issue is referred to as latency vs. delay issue [11]. In this situation, traditional feedback-based reactive
traffic management techniques become ineffective. New preventive techniques for effective traffic man-
agement and control are essential for achieving the full potential of these communication and computer
networks [22].

Integration of different services in the same networks has also posed new challenges. Each type of
service has its own requirements for achieving a desired level of quality of service (QoS). Within the
networks any attempt to satisfy QoS for a particular service will jeopardize the QoS requirements for
other services. Therefore, any attempt to achieve a desired level of quality of service must be uniformly
applied to the traffic inside a communication and computer network and should not be intended for any
specific service or user. That is another challenge that needs to be carefully addressed and its solutions
achieved [13].

Maintaining security and integrity of information is another continuing challenge. The threat of sensitive
information passively or actively falling into unauthorized hands is very real. In addition, proactive and
unauthorized attempts to gain access to secure databases are also very real. These issues need to be resolved
to gain the confidence of consumers so that they may use the innovations in communications and computer
networking technologies to their fullest [13].

38.6 Summary and Conclusions

This chapter discussed the fundamentals of communications and computer networks and the latest
developments related to these fields. Communications and computer networks have witnessed tremen-
dous growth and sophisticated improvements over the last several decades.

Computer networks are essentially resource sharing systems in which users share the transmission media
and the switching nodes. These are used for exchanging information among users that are not necessarily
connected directly. There has been a manifold increase in transmission rates of transmission media and the
processing power of the switching nodes (which are essentially computers) has also been multiplied. The
emerging computer networks are supporting communication of different types of services in an integrated
fashion. All types of information, irrespective of type and source, are being transported in the form of
packets (e.g., ATM cells). Resources are being allocated to users on a dynamic basis for better utilization.
Wireless communication networks are emerging to provide worldwide connectivity and exchange of infor-
mation at any time.

These developments have also posed some challenges. Effective traffic management techniques, meet-
ing QoS requirements, and information security are the major challenges that need to be surmounted
in order to win the confidence of users.
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39.7 Concluding Remarks

39.1 Introduction

As the degree of automation increases, particularly intelligent automation, high reliability, fail-safe and
fault tolerance become an essential part of the mechatronic system design. A mechatronic system is
reliable if no failure and malfunction could result in an unsafe system; is safe if it causes no injury or
damage to the operator, environment and system itself; is fail-safe if the system could be stopped safely
after the failure; and is fault tolerant if the system could complete its task safely after any failure.

Fault/failure corresponds to any condition or component/subsystem degradation (sharp or graceful
degradation) that affects the performance of a system such that the system cannot function as it is required.
As the application of the mechatronic systems expands to areas such as highly dynamic/unstructured or
space/remote environments, medical and high-speed applications, the necessity for the system to be fail-
safe (could stop with no harm to the environment, operator, and itself) and fault tolerant (tolerate the
failure and complete the assigned task) increases. 

A mechatronic system is called fault tolerant if after any failures there will be no interruption in the
task/operation of the system. Fault tolerance and high reliability could be achieved by using high quality
components, through design and robust control, and by incorporating redundancy in the design of
mechatronic systems. A mechatronic system consists of mechanical, electrical, computer, and control
(hardware and software) subsystems. Therefore, their redundancy could be in the form of hardware
redundancy (redundancy in sensing, actuation, transmission, communication, and computing), software
redundancy, analytical redundancy, information redundancy, and time redundancy.

39.2 Tools Used for Failure/Reliability Analysis

The failure analysis techniques could be classified as inductive techniques and deductive techniques (Wolfe,
1978). Inductive techniques, such as decision or event trees and failure modes and effects analysis (FMEA),
consider the possible states of components/subsystems and determine their effects on the system, i.e.,
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identify the undesired state. Deductive analyses, such as fault tree analysis (FTA), involve investigation
of possible desired state of the overall system and identify the component states that contribute to the
occurrence of the undesired state, i.e., describe how the undesired state is achieved.

The event tree method is a pictorial representation of all the events (success or failures) that can occur
in a system. Similar to other techniques, the event tree method can be used for systems in which all
subsystems/components are continuously operating. This method is also widely used for systems in which
some or all of the subsystems/components are in a standby mode with sequential operational logic and
switching, such as safety oriented systems (Billinton and Allan, 1983).

FMEA is a bottom-up qualitative technique used to evaluate a design by identifying possible failure modes
and their effects on the system, occurrence of the failure modes, and detection techniques. The history of
FMEA goes back to the early 1950s when the technique was utilized in the design and development of flight
control systems (Dhillon, 1983). Since then it has been widely used in the industry for specific designed
systems with known knowledge of their components, subsystems, functions, required performance and
characteristics, and so on. Criticality analysis (CA) is a quantitative method used to rank critical failure
mode effects by taking into consideration the probability of their occurrence. FMECA is a design technique
composed of FMEA and CA and provides a systematic approach to clarify hardware failures.

Fault tree analysis (FTA) is a top-down procedure which considers components in working or failed
states, and it has been proven difficult to handle degraded component states. FTA can be used to obtain
minimum cut sets, which define the modes of system failures and identify critical components. The
reliability measures for the top event of FTA can be obtained provided that the failure data on primary
events/failures is available.

39.3 Failure Analysis of Mechatronic Systems

The failure modes of a mechatronic system include failure modes of mechanical, electrical, computer,
and control subsystems, which could be classified as hardware and software failures. The failure analysis
of mechatronic systems consists of hardware and software fault detection, identification (diagnosis),
isolation, and recovery (immediate or graceful recovery), which requires intelligent control.

The hardware fault detection could be facilitated by redundant information on the system and/or by
monitoring the performance of the system for a given/prescribed task. Information redundancy requires
sensory system fusion and could provide information on the status of the system and its components,
on the assigned task of the system, and the successful completion of the task in case of operator error or
any unexpected change in the environment or for dynamic environment. 

The simplest monitoring method identifies two conditions (normal and abnormal) using sensor
information/signal: if the sensor signal is less than a threshold value, the condition is normal, otherwise
it is abnormal. In most practical applications, this signal is sensitive to changes in the system/process
working conditions and noise disturbances, and more effective decision-making methods are required.
Generally, monitoring methods can be divided into two categories: model-based methods and feature-
based methods. In model-based methods, monitoring is conducted on the basis of system modeling and
model evaluation. Linear, time-invariant systems are well understood and can be described by a number
of models such as state space model, input–output transfer function model, autoregressive model, and
autoregressive moving average (ARMA) model. When a model is found, monitoring can be performed
by detecting the changes of the model parameters (e.g., damping and natural frequency) and/or the
changes of expected system response (e.g., prediction error). Model-based monitoring methods are also
referred to as failure detection methods.

Model-based systems suffer from two significant limitations. First, many systems/processes are non-
linear, time-variant systems. Second, sensor signals are very often dependent on working conditions.
Thus, it is difficult to identify whether a change in sensor signal is due either to the change of working
conditions or to the deterioration of the process.

Feature-based monitoring methods use suitable features of the sensor signals to identify the operation
conditions. The features of the sensor signal (often called the monitoring indices) could be time and/or
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frequency domain features of the sensor signal such as mean, variance, skewness, kurtosis, crest factor,
or power in a specified frequency band. Choosing appropriate monitoring indices is crucial. Ideally the
monitoring indices should be: (i) sensitive to the system/process health conditions, (ii) insensitive to the
working conditions, and (iii) cost effective. Once a monitoring index is obtained, the monitoring function
is accomplished by comparing the value obtained during system operation to a previously determined
threshold, or baseline, value. In practice, this comparison process can be quite involved. There are a
number of feature-based monitoring methods including pattern recognition, fuzzy systems, decision
trees, expert systems, and neural networks. 

Fault detection and identification (FDI) process in dynamic systems could be achieved by analytical
methods such as detection filters, generalized likelihood ratio (which uses Kalman filter to sense discrep-
ancies in system response), and multiple mode method (which requires dynamic model of the system and
could be an issue due to uncertainty in the dynamic model) (Chow and Willsky, 1984).

As mentioned above, the system failures could be detected and identified by investigating the difference
between various functions of the observed sensor information and the expected values of these functions.
In case of failure, there will be a difference between the observed and the expected behavior of the system,
otherwise they will be in agreement within a defined threshold. The threshold test could be performed
on the instantaneous readings of sensors, or on the moving average of the readings to reduce noise.

In a sensor voting system, the difference of the outputs of several sensors and each component (sensor
or actuator) is included in at least one algebraic relation. When a component fails, the relations including
that component will not hold and the relations that exclude that component will hold. For a voting system
to be fail-safe and detect the presence of a failure, at least two components are required. For a voting
system to be fail-operational and identify the failure, at least three components are required, e.g., three
sensors to measure the same quantity (directly or indirectly). As Chow and Willsky (1984) pointed out, for
the detection and identification of a single failure among m components at least (m - 1) relations are required
(more relations are preferred for better performance in the presence of noise).

39.4 Intelligent Fault Detection Techniques

The fault tolerant control (robust control and decision-making process) should include allowable per-
formance degradation in the failed state, criticality and likelihood of the failure, urgency of response to
failure, tradeoffs between correctness and speed of response, normal range of system uncertainty, dis-
turbance environment, component reliability vs. redundancy, maintenance goals (mean-time-to-failure,
mean-time-to-repair, maintenance-hour/operation-hour, etc.), system architecture, limits of manual inter-
vention, and life-cycle costs (Stengel, 1991).

Fault detection could be achieved by redundancy in sensing (measurement) and actuation, parallel
redundancy (e.g., dual sensors or actuators), analytical redundancy, and artificial intelligence (expert
systems, artificial neural network, or integration of both techniques) combined with redundancy. 

Stengel (1991) classified the analytical redundancy into direct and temporal redundancy. Direct redun-
dancy consists of algebraic relationship among instantaneous outputs of sensors and is useful for sensor
failure detection, but not for actuator failure detection. Temporal redundancy includes the relationship
among histories of sensor outputs and actuator inputs (also comparison of the outputs of dissimilar
sensors at different times). Temporal redundancy could be used for both sensor and actuator FDI, e.g.,
a sensor voting system with mixed displacement and velocity sensors could detect failures of both types
of sensors. The computational complexity of temporal redundancy is higher compared to the direct
redundancy case as it requires the dynamics of the system.

An expert system embodies in a computer the knowledge-based component of an expert skill in such
a manner that the system can generate intelligent actions and advice and can, when required, justify to
the user its line of reasoning. In general, an expert system is composed of three parts: an inference engine,
a human-machine interface, and a knowledge base. The inference engine is the knowledge processor and is
modeled after the expert’s reasoning. The engine works with available information on a particular problem,
coupled with the knowledge stored in the knowledge base to draw conclusions or recommendations.
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The knowledge base contains highly specialized knowledge on the problem area as provided by the expert
in the form of statistical analysis, empirical or semi-empirical rules, theoretic and computer simulation
studies, and experimental testing. It includes problem facts, rules, concepts, and relationships.

Expert systems have obvious knowledge representation forms that make knowledge easy to manage,
have the capability to explain their behavior, and can diagnose new faults using their knowledge bases.
At the same time, self-learning is still a problem and computation time can be quite lengthy for difficult
tasks.

A neural network is a highly nonlinear system with adaptation and generalization capabilities. There
are many different architectures of neural networks; however, the multilayer feedforward neural network
(refer to Fig. 39.1) is one of the most popular ones. This is because of the simplicity, availability of efficient
learning methods, generalization capabilities, and noise tolerance of these networks. This network is a
collection of simple, interconnected nodes, also known as neurons, which operate in parallel and store
knowledge on the strength of connections between the individual nodes. Such a parallel computing
network, inspired by the computational architecture of the human brain, has been successfully applied
to intelligent tasks such as learning, speech synthesis, and pattern recognition. The input vector feeds
into each of the first layer neurons, the outputs of this layer feed into each of the second layer neurons,
and so on. The last layer, which generates output to the external world, is called the output layer. The
hidden layers are not connected to the external world. Often the neurons are fully connected between
the layers, i.e., every neuron in layer l is connected to every neuron in layer l + 1.

Training a neural network consists of the process of finding the set of interconnection weights (there
is an interconnection weight associated with each neuron which modifies the input signal to that neuron
in a specific manner), which results in a network output that satisfies a predefined criterion. Feedforward
neural networks are trained using the backpropagation algorithm. This is a supervized training method.
This means that the network will be presented with sample inputs and correct responses, called a training
pattern. The network is then trained to reproduce the correct responses.

Neural networks have capabilities of association, memorization, error tolerance, self-adaptation, and
multiple complex pattern processing. However, they cannot explain their own reasoning behavior and
cannot diagnose new faults (those not already made available previously in training the network). 

39.5 Problems in Intelligent Fault Detection

The fault detection scheme should be capable of detecting and identifying the failures correctly and
promptly with minimum delays. This requires a reconfigurable robust controller. That is, the controller
should distinguish between failures, uncertainties/inaccuracies in the model of the system, and distur-
bances such as sensor noise; and reduce the effect of measurement error and noise, uncertainties in the
system model, and disturbances (even component failure) on the system output.

FIGURE 39.1 Architecture of a typical multilayer feedforward neural network.
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The sensor noise could be taken care of by statistical analysis on sensor readings. The uncertainties in
the system model could be taken care of by estimating the effect of parameter uncertainties and compen-
sating for it in the FDI system, or by minimizing the sensitivity of the FDI system to these uncertainties.
The detection scheme should also be capable of monitoring the degradation of the system, as well as
evolution and progress of failure over time (and predicting the failure), and responding to each accordingly.

39.6 Example Mechatronic System: Parallel 
Manipulators/Machine Tools

Parallel structured machine tools consist of multiple serial branches/legs acting in parallel on a common
mobile platform with the spindle being connected to the mobile platform. Parallel manipulator-based devices
have the advantages of not requiring actuation of base distal joints and of having their active joints acting
in parallel on the mobile platform. These advantages can lead to parallel machine tools having desirable
stiffness, accuracy, and dynamic characteristics, which, in turn, will provide high material removal rate
(high product volume) with tight tolerances and in-process inspection capability (on-machine measure-
ments of workpieces, fixtures, and tools during and after manufacturing process without breaking setups).

The failure analysis of parallel machine tools should include failures of parallel architecture, as well
as failure of cutting tool, in addition to software failures.

Parallel Architecture Manipulators (Based on a Paper by Huang 
and Notash, 1999)

The following discussion will focus on the design orientated failure analysis of the mechanical system of
parallel manipulators/machines.

Parallel manipulators consist of a base platform (stationary link), a mobile platform (end effector),
and multiple branches/legs connecting the base and mobile platforms. Figure 39.2 depicts an example
of a six-branch parallel manipulator.

The mechanical failure modes of manipulators could be classified as joint failure (component), link
failure/breakage (component), branch failure (subsystem), end effector failure (subsystem), and device
failure (system). Figure 39.3 represents the top level FTA of a three-branch parallel manipulator/machine.

Component Failures

Parallel (closed-loop) manipulators possess both active joints (joints that are sensed and actuated) and
passive joints (unactuated joints which could be sensed or unsensed). Therefore, their failures could be
due to the failures of active, passive sensed, or passive unsensed joints. The failure of any joint will cause

FIGURE 39.2 Example of a six-branch parallel manipulator/machine.
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the failure of the parallel manipulator, unless the device is redundantly actuated/sensed or has a redundant
unsensed joint(s) for the given task.

The common failure modes of active, passive sensed, and passive unsensed joints are the joint break
and joint jam. The only failure modes of passive unsensed joints are the common joint failures. The
failure modes of passive sensed joints include sensor failure, in addition to the common failure modes.
In this case, the motion of the joint cannot be measured and the joint will be reduced to a passive
unsensed joint. The major failure modes of active joints could be classified as actuator failure, transmis-
sion failure, and sensor failure. As a result of an actuator failure, the active joint degrades to a passive
sensed joint, provided that the joint is back drivable; otherwise, the joint must be locked and the
corresponding branch and the parallel manipulator will lose one DOF and an actuation. Because of a
transmission failure, the actuator fails to drive the joint, and the active joint could only be used as a
passive sensed joint. When the sensor of an active joint fails, although the actuator may operate properly,
the motion of the joint cannot be controlled as there will be no reliable information available on the
joint motion; hence, the active joint is degraded to a passive unsensed joint. 

Subsystem Failures

The branches of a parallel device could be categorized as active or passive branches. An active branch
possesses at least one active joint to provide a required force and to facilitate a suitable loci for the branch
end location. A passive sensed branch has at least one sensed joint and its main function is to constrain the
loci of the branch end position. Neither joint of a passive unsensed branch is sensed, and the branch is
mainly used to constrain the motion of the mobile platform.

A branch of a parallel manipulator could fail because of component (link, joint) failures. As well, a
branch will not follow its assigned path if it is in the workspace boundary, or at an internal singularity
(where it loses one or more DOF). Therefore, the mechanical failure modes of a branch include branch
break, loss of DOF, and loss of sensing/actuation.

Mechanical System Failures

A parallel manipulator could fail because of component and/or subsystem failures. Therefore, the
mechanical failures of a parallel manipulator include loss of the DOF, loss of the actuation, loss of the
motion constraint, and uncertainty configurations. A summary of the mechanical failure levels, modes,
effects, and causes of parallel manipulators has been tabulated in Table 39.1.

FIGURE 39.3 Top level fault tree for a three-branch parallel manipulator.
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 TABLE 39.1 Failure Modes of Parallel Manipulators and Their Effects

Failure Levels Failure Modes Failure Causes Effects

Components Links Break Overload, fatigue,
impact, material 
flaw

Reduction in number of branches

Joints Common Joint break Overload, fatigue, 
impact, material 
flaw

Reduction in number of branches

Joint jam Deterioration, 
external 
interference

Reduction in DOF of corresponding 
branch

Active Actuator failures Depends on 
actuator type

Reduction in actuation, DOF if joint 
not back-drivable

Transmission 
failures

Depends on
transmission 
type

Reduction in actuation, DOF if joint 
not back-drivable

Sensor failures Depends on sensor 
type

Reduction in sensing, actuation, 
maybe DOF

Passive sensed Sensor failures Depends on sensor 
type

Reduction in sensing

Passive unsensed Common failures 
(break, jam)

Overload, fatigue, 
impact, material 
flaw; 
deterioration, 
external 
interference

Reduction in number of branches; 
reduction in DOF

Branches Common Break Joint/link break Reduction in number of branches, 
maybe actuation and DOF, 
interference with other branches

Loss of DOF Joint jam, locked 
active joint, 
branch 
singularity

Reduction in DOF of manipulator

Active Loss of actuation Active joint failure Reduction in actuation, maybe DOF
Loss of sensing Sensor failure Reduction in actuation, degradation 

to passive branch
Passive 

sensed
Loss of sensing Sensor failure Reduction in sensing, degradation to 

passive unsensed branch
Passive 

unsensed
Common failures 

(break, loss of 
DOF)

Joint/link break, 
joint jam, locked 
active joint, 
branch 
singularity

Reduction in constraint or DOF of 
manipulator

Manipulator Loss of DOF Joint jam, branch 
singularity, 
branch 
interference

Insufficient DOF

Loss of actuation Active 
joint/branch 
failure

Degradation in force and motion 
capabilities

Loss of constraint Reduction in 
number of active 
branches

Uncontrolled motion of manipulator

Passive unsensed 
branch break

Uncontrolled motion of manipulator

Uncertainty 
configuration

Instantaneous uncontrolled motion 
of manipulator
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Failure Identification

A fault tolerant manipulator should be capable of identifying a failure, as well as tolerating the failure.
The failed component (mechanical system) of a parallel manipulator, e.g., a failed joint sensor, could be
identified via the manipulator controller using the information provided by the sensors of the device. A
joint sensor fault detection scheme for a class of fault tolerant parallel manipulators, based on redundant
sensing of joint displacements and the comparison of forward displacement solutions, was presented in
(Notash, 2000).

While the failure of active joints could be identified based on the information provided by the sensor(s)
on the corresponding joint, failure of passive joints could be identified by monitoring the overall perfor-
mance of the manipulator in the software. For a given parallel manipulator, the criteria for failure should
be incorporated in the simulation software. For example, the loss of DOF due to workspace boundary
could be monitored (similar to the joint limits and branch interference) and the manipulator could be
stopped before it reaches its envelope to prevent potential failure and damage to the device. As well, all of
the potential special (uncertainty) configurations of the manipulator should be identified, and the closeness
to these singularities should be monitored as the device moves around within its workspace.

Fault Tolerance Through Redundancy

The fault tolerant capabilities of parallel manipulators could be improved by employing appropriate
redundancies. Redundant sensing has been investigated for improving the fault tolerance capabilities of
parallel manipulators, for simplifying the forward displacement analysis of these manipulators, and for
facilitating fixtureless calibration of these devices. Redundancy in actuation has been considered for
eliminating the uncertainty configurations of parallel manipulators. More work is required to develop
methodologies for identifying the failed components of parallel manipulators with elements of redun-
dancy, and compensating for their failures. For parallel manipulators, redundancy could be incorporated
as redundant DOF (mobility), redundant sensing, and redundant actuation.

Redundant DOF could be achieved by incorporating additional joints into the parallel manipulator.
A redundant DOF requires one more actuator on the parallel manipulator. This additional actuator is
not considered as a redundant one because its failure will result in the failure of the parallel manipulator
due to the loss of a required actuation. Redundancy in sensing could be obtained by sensing the existing
passive unsensed joints of the manipulator, by adding a redundant passive sensed branch, or by using
an external sensor such as a vision system. It should be noted that the information redundancy is achieved
by redundant sensing, as well as by providing the task description of the manipulator, such as the Cartesian
trajectory of the end effector (for robot path planning and machining operation). Redundancy in actu-
ation could be accomplished by actuating the passive joints of the manipulator, or by adding an active
branch (in addition to employing dual actuators).

Tool Condition Monitoring 

An important element of the automated process control function is the real-time detection of cutting
tool failure, including both wear and fracture mechanisms in machining operations. The ability to detect
such failures online would allow remedial action to be undertaken in a timely fashion, thus ensuring
consistently high product quality (quality of surface finish and dimensional precision) and preventing
potential damage to the process machinery. The basic premise of any automated, real-time tool condition
monitoring system is that there exists either a directly measurable, or a derived parameter, which can be
related to advancing tool wear and/or breakage. Information about tool wear, if obtained online, can be
used to establish tool change policy, adaptive control, economic optimization of machining processes,
and full automation of machining processes. 

In the ideal case, the system should be able to detect levels of wear well below those at which the tool
would have to be replaced and should also be sensitive to relatively small changes in the level of wear.
The latter characteristic would provide the system with the potential to “trend” the wear pattern and
predict the amount of useful life left in the tool (allowable wear limit reached).
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With respect to tool fracture, the system should be able to detect both small fractures, “chipping” phe-
nomena, and catastrophic failure of a tool. Although prediction of such failures would be desirable, it is
problematic whether this is a practical goal, at least in the near future. The number of variables, which
determine the actual occurrence of tool fracture together with their complex interactions, and in many
instances their underlying stochastic nature, make reliable prediction capabilities, at best, a long-term
prospect in tool monitoring systems.

Cutting Tool Failure Monitoring Techniques

Tool condition monitoring systems are based upon either direct or indirect methods of quantifying the
magnitude of tool failure.

The direct methods are those that utilize effects caused directly by tool failure. The direct methods,
usually performed by means of optical, radiometric, pneumatic, or contact sensors can be effectively
applied to the offline measurement of tool wear or breakage. However, such direct means of measuring
tool failure have generally been found to be difficult to apply in practical shop floor applications. This
is particularly true in those situations requiring online (real-time) monitoring capability.

Indirect methods of sensing tool failure depend upon the measurement of parameters, which are
indirectly related to the condition of the cutting edge. For example, the cutting forces generated during
a machining operation are dependent upon the condition of the tool’s cutting edge. Generally, as the tool
edge wears the generated cutting forces increase. Thus, measurement of the cutting forces present during
a machining operation provides an indication of the tool condition, i.e., increasing cutting forces indicates
increasing wear. In reality the relationship can be very complex. Other parameters that have been studied
to determine their suitability as indicators of cutting tool failure include spindle motor current, acoustic
emissions, cutting tool temperature, and noise and vibration signals. It is also possible to measure cutting
forces directly and then relate these values to the condition of the cutting tool. In fact, this is one of the
more common indirect tool wear monitoring methods. It has been reported that cutting force signals are
more sensitive to tool wear than vibration or power measurements. The general reliability of force mea-
surements is another reason for their popularity in tool condition monitoring applications. To use cutting
force measurements for practical tool monitoring systems, there is a need to relate these forces to the
state of tool condition online. However, since the measured cutting forces are affected by both cutting
edge condition and changes in cutting conditions (feed rate, cutting speed, and depth of cut), the detection
of tool failure using measurements of these forces becomes quite challenging in practice.

System Characteristics

Whether a tool condition monitoring system employs direct or indirect measures of tool failure (auto-
mated, computer-based system or not), it must include a number of common features if it is to be truly
practical. Figure 39.4 shows the block diagram of a generalized tool condition monitoring system (Braun,
1986).

In the measurement section, the physical parameter (or possibly, parameters) of interest is converted
to a form that is appropriate for further manipulation by the system (generally a digitized representation
of an electric analog signal).

Within the processing section, various techniques are implemented in order to suppress noise, compress
information, and emphasize important features of the acquired signal. Typical methods include analog

FIGURE 39.4 Block diagram of a generalized tool condition monitoring system.
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or digital filtering, time domain averaging, Fourier transformation, parametric identification based on
ARMA models, etc.

The purpose of the feature extraction section is to obtain a specific feature, or features, (often referred
to as a feature vector), which can be used by the classifier to determine the specific type of failure and
initiate appropriate corrective actions. Examples of features would include total power of the signal, crest
factor value, power in a particular frequency range, frequency of the maximum peak, amplitude of the
maximum peak, the autoregressive parameters of an ARMA model, etc. If multiple features are employed,
they should be uncorrelated so that they provide independent indications of tool failure. When coupled
with a hierarchical decision tree structure (or other appropriate structure) in the classifier, such multiple
feature vectors can greatly improve the reliability of the tool monitoring system.

The adaptation and database section should not only efficiently manage all data storage and manip-
ulation requirements but also provide the system, to as great a degree as possible, with the ability to learn
from experience.

39.7 Concluding Remarks

It should be noted that the first and most practical step for increasing the reliability and improving the
fault tolerance of mechatronic systems, e.g., a parallel machine, is by enhancing the existing design, or
by improving the robustness of the design, such as using coupled joints while designing the architecture
of the manipulator. Redundancies through redesign are recommended for the applications where the
fail-safe system could be very crucial, or the down time should be minimum and previously scheduled,
such as the medical applications or space operation. It is also worth mentioning that not any redundancy
could improve the fault tolerance of a system with no modification to the architecture of the device.

It is noteworthy to emphasize the importance of fail-safe simulation software and controller for a fault
tolerant mechatronic system, which requires a robust software capable of monitoring the performance
of system and responding to any system failures (including mechanical, electrical, and control systems).
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40.1 Introduction to Digital Logic

In analog electronics, voltages and current represent variables that vary continuously from the allowable
minimum to the maximum. These variables are measured, amplified, added, and subtracted through
analog circuits to achieve the desired results. For instance, measurement of temperature using thermo-
couples requires the amplification of voltages generated to a suitable range, calibration of the voltage with
measured temperatures, and outputting the results on a voltmeter to indicate temperature. In this design,
it may be necessary to subtract an offset voltage, multiply with a gain factor depending on the temperature
range. The amplification of voltages and current are accomplished easily with operational amplifiers and
transistors, respectively. The measured temperature can be used as the feedback signal in a control loop
for a mechatronic temperature control system. In digital electronics, the variables assume a binary state,
assuming a value of 0 or 1. In the above example, we might want to shut the solenoid valve down if the
temperature was below desired value and open the valve if the temperature was above that value. In this
case, we simply require a TRUE or FALSE input to the question “Is the temperature above or below the
threshold?” The representation of these types of variables in circuits, which assume binary values, and
their manipulation to achieve desired results is the topic of discussion in this chapter.

Logic Switching Levels

In digital circuits, voltage levels indicate binary states where the HIGH or TRUE state is represented by
the maximum voltage value, typically 5 V, and the LOW or FALSE state is represented by the minimum
voltage value, typically 0 V. In Boolean logic,“1” represents TRUE and “0” represents FALSE. In practice,
any voltage above a minimum input threshold, VIH, is interpreted as logic HIGH and any voltage below
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a maximum threshold, VIL, is interpreted as logic LOW. The minimum output from a logic device for
HIGH is represented by VOH (different from VIH), and maximum output level for a logic LOW is
represented by VOL (different from VIH). These values depend on the type of logic device and a general
chart of values for these parameters is shown in Fig. 40.1 [1].VCC is the supply voltage. The difference
between the VOH and VIH, or VOL and VIL, is called the noise margin. It is important to design the logic
circuit with the constraint that voltages will never fall in the region between VIH and VIL, which is called
the forbidden region where the logic device will fail to interpret signals. The differences between switching
levels for different technologies such as 5-V logic, 3.3-V logic, CMOS (complementary metal oxide
semiconductor), and TTL (transistor–transistor logic) should all be considered when interfacing these
systems with each other. 

A logic variable can rapidly change states as shown by an ideal pulse train in Fig. 40.2. The variables
can vary periodically or nonperiodically between 0 and 1. Logic gates read these signals as inputs, perform
the appropriate Boolean operations among them, and generate the correct output at desired operating
speeds. Robust design and use of logic functions and its implementation in circuits is an integral part
of mechatronics design.

Logic Gate Application

Consider the example of an autonomous robot moving about on a table surface. The robot should
move towards the destination denoted by a bright light source while avoiding obstacles and at the same
time not falling off the edge. Assuming that we have three digital sensors, namely, obstacle detector,

FIGURE 40.1 Switching levels for logic gates [1].

FIGURE 40.2 Periodic and nonperiodic logic level signals.
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edge detector, and destination sensor, we can write a simple logic function for moving forward, as shown
in Eq. (40.1). Of course, this is not the complete logic required for the robot to function properly.
However, we focus on one aspect of the problem to illustrate the use of logic functions.

MOVE FORWARD = (OBSTACLE NOT DETECTED) AND (EDGE NOT
DETECTED) AND (BEACON IS VISIBLE) (40.1)

The input from the three sensors is interfaced to a logic circuit consisting of logic gates, in this simple
example, a three-input AND gate and the output drives the motors. Of course, other cases of behaviors
for the robot where the edge is found or the beacon is not visible or an obstacle is detected have to be
worked out to make this circuit robust and worthwhile. Figure 40.3 shows an implementation of the
logical statement expressed in Eq. (40.1). 

40.2 Semiconductor Devices

Diode

In order to understand logic gates, it is important to develop a basic understanding of semiconductor
devices, especially the diode and the transistor. A diode is a pn-junction, which means that the diode is
made up of a p-type (electron deficient) material layer and an n-type (electron rich) material layer
sandwiched together. When the positive terminal of a battery is connected to the p-side of the diode
(anode) and the negative of the battery is connected to the n-side of the diode (cathode), then the diode
is said to be forward biased as long as the voltage across the junction exceeds 0.7 V. When the terminals
are reversed, the diode is said to be reverse biased and does not conduct until very high voltages are
applied across the junction, known as the breakdown voltage. For all practical purposes, we can assume
that a reverse-biased diode does not conduct. A schematic of a diode, its symbol, and a forward-biased
circuit is shown in Fig. 40.4. When forward biased, the diode can be treated as a simple closed switch
with a 0.7 V drop across it and when the diode is reverse biased, the diode is an open switch.

Bipolar Transistor

A bipolar transistor has three semiconductor layers. In an npn-transistor, a very thin p-layer is sandwiched
between two n-layers. Transistor types and their symbols are shown in Fig. 40.5(a, b).

FIGURE 40.3 Forward motion logic implementation for a tabletop robot.
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There are three leads in a transistor, namely, the collector (C), emitter (E), and the base (B). For an
npn-transistor in a circuit, as shown in Fig. 40.6, the base–emitter junction is forward biased and will
conduct if the voltage VBE exceeds the forward bias voltage for the pn-junction, typically 0.7 V. VBE is
increased by increasing the voltage at B. However, the base–collector junction is reverse biased as the
collector C is at a higher potential. As current flows in the base–emitter loop, the electrons from the emitter

FIGURE 40.4 The diode and its behavior.

FIGURE 40.5 (a) npn-transistor symbol, (b) pnp-transistor symbol.

FIGURE 40.6 Schematic representation of the working of an npn-transistor.
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flow into the base terminal by filling in the “holes” in the p-layer and subsequently releasing an electron
from the p-layer out of the base terminal. However, because of a limited number of “holes” in the p-layer
(which is very thin), the electrons from the emitter see a larger potential across the collector–emitter
path and jump the junction. A large current, IC, flows in the collector–emitter loop as a result. Thus, the
transistor is a current amplifier. A small current flowing in the base–emitter loop, IB, is amplified by
typically a factor of about 100 in the collector–emitter path. As the current flow in the base–emitter is
increased by increasing VBE, the collector–emitter current increases by decreasing VCE. Since the collector
is connected to the power source, VCC, and the emitter is connected to the ground, the device controls
this current flow by controlling the drop in voltage across the collector–emitter junction, continuing
to drop the voltage as the base–emitter current is increased. It is obvious that the voltage cannot drop
below 0; in fact, it cannot drop below 0.2–0.35 V in a real device. Under these conditions, the transistor
is said to be saturated and is acting as a closed switch. Circuits that are built with transistors in the
saturating condition are called saturating circuits; for example, the TTL family of logic gates. Circuits
that do not allow the transistor to saturate and find a stable operating point in the active region of the
transistor are called nonsaturating circuits; for example, emitter-coupled logic (ECL) gates. The biggest
advantage of a nonsaturating circuit is the speed with which states can be changed compared to a
saturating circuit.

Field Effect Transistor (FET)

These devices are easier to make and uses less silicon. There are two major classes of FETs, namely, the
junction FET (JFET) and the metal oxide semiconductor FET (MOSFET). In both cases, a small input
voltage controls the output current with practically no input current. The three terminals are called the
source (S), drain (D), and gate (G). Figure 40.7 shows the symbols for the n- and p-channel enhancement
type MOSFETs. MOSFET is the most popular of transistor technologies. A MOSFET gate has no electrical
contact with the source and the drain. A silicon-dioxide layer insulates the gate. Electrical voltage applied
at the gate attracts electrons to the region below the gate and provides an n-type channel in a p-type
substrate for conduction between the drain and source. This is called the enhancement type of MOSFET.
The other is the depletion-enhancement type where there is an n-channel present between the drain and
source, but the channel resistance can be increased or decreased by applying either a negative or a positive
voltage at the gate, respectively. Depletion-enhancement MOSFET symbols and function are described
in Fig. 40.8. MOSFET devices are slower than bipolar devices and are used in slower but high density
circuits, due to ease of manufacture and use of less silicon.

FIGURE 40.7 n- and p-channel MOSFETs and symbols.
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40.3 Logic Gates

Logic gates are the basic building blocks of logic circuits and a computer. Mechatronic systems have a
central computational element as well as specific logic functions implemented in hardware. A logic circuit
consists of several logic gates working together. We will discuss the logic gates in general and as building
blocks of mechatronic subsystems. Logic operations can be subdivided into two categories, namely,
combinatorial and sequential. In the case of combinatorial logic circuits, the logic gates are used to
produce an output based on instantaneous values of the inputs, whereas in the case of sequential logic
circuits, the change in output depends on the present state as well as the state before the changes in input
values, thus exhibiting memory behavior. Further, the sequential logic circuits can be synchronous or
asynchronous. When the output changes synchronously with a clock input, it is said to be synchronous.
When the inputs are read as soon as there is any change in it, it is called an asynchronous logic circuit. 

There are three fundamental logic operations, namely the AND, OR, and NOT functions. Other logic
operations are derived operations from these fundamental ones. The AND gate symbol and its truth
table are shown in Fig. 40.9. The AND gate can have more than two inputs. 

Figure 40.10 shows an OR gate. Here the output is HIGH when either of the inputs or both the inputs
are HIGH. The OR gate can also have more than two inputs. Figure 40.11 shows an inverter, also known
as a NOT gate. This gate takes one input and simply inverts the logic, i.e., a HIGH input is returned as
LOW output and vice versa. 

Other common logic gates that are derived from these fundamental ones are NAND, NOR, and
Exclusive OR gates. NAND gate is a combination of AND and NOT gates; NOR is a combination of OR
and NOT gates, and Exclusive OR can be generated with a combination of OR, NAND, and AND gates.
Figures 40.12 through 40.14 show the derived gate types, namely the NAND, NOR, and XOR gates and
their truth tables, respectively. The logic functions and their implementation into hardware using gates
is the basic building block of a digital computer. 

40.4 Logic Design

As in any design, it is important to keep it simple, robust, and cost effective. Mechatronics design or
logic circuit design is no exception. When a logic function of a system is translated into relationships
between inputs and outputs, it is not certain if the number of elements involved in realizing the design
are the minimum or further simplification is possible. If the complexity is defined as the number of logic
gates used, then the problem reduces to minimizing the logic function mathematically. However, if
complexity is defined as the number of ICs used in the circuit (the amount of real estate occupied by
the circuit), additional approaches have to be considered, namely using the same type of gate, as much

FIGURE 40.8 Depletion-enhancement type MOSFET.

P

N

N
+
+
+
+
+

D

RD

S

G

G

S

D

+

+

-

-

©2002 CRC Press LLC



 

        
FIGURE 40.9 AND gate, symbol, and behavior.

FIGURE 40.10 OR gate, symbol, and behavior.

FIGURE 40.11 NOT gate or an inverter, symbol, and behavior.

FIGURE 40.12 NAND gate, symbol, and behavior.
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 although it may not be minimal in terms of number of gates. This will be preferred
ess different types of gates necessitating use of more ICs, in which some of the gates are

tion

r minimizing Boolean functions is the Karnaugh map (K-map). From a physical description
em, logic statements are written as shown in Eq. (40.1) for the tabletop robot problem. A
s generated showing the relationship between inputs and outputs. Let us take a truth table
ariable design, shown in Fig. 40.15.
al function can be written as

(40.2)

ntation of the function without any further consideration will require four 3-input AND
-input OR gate, and three inverters. If we assume that both complemented and uncomple-

s of the signal for each variable are available, we still end up with a complex two-level circuit

3 NOR gate, symbol, and behavior.

4 XOR gate, symbol, and behavior.
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ds to be accomplished. Applying Karnaugh mapping, we can attempt to minimize the Boolean
 hence simplify the type and number of logic gates needed for circuit implementation.

augh map is derived from the truth table shown in Fig. 40.15. The two variables AB are
 column designations and the third variable provides the row designation. The values are
such a way that adjacent columns or rows differ by only 1 bit. 
.16 essentially represents the logic described in the truth table in Fig. 40.15. Because adjacent

-map differ by 1 bit, the bit that changes is insignificant in a grouping of adjacent ones. In
ain the minimized function, adjacent ones on a K-map are identified by covering each one
 at least once in a row or a column grouping, observing that in each case one variable is
 with respect to the value of X, the output. That variable is eliminated and the process is
ntil all the groupings are evaluated. Finally, the reduced set of product terms is combined
function to give the minimized function.

5 Truth table for a logic circuit design and minimization.

6 Karnaugh map for the logic design problem with three inputs and one output.
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.16 shows three sets of adjacent ones in rows and columns identified by circles around them
wing observations can be made:

Only variable B changes states. Hence, it can be eliminated and the minimized form for the
ing is .

Only variable A changes states. Hence, it can be eliminated and the minimized form of the
ing is .

Only variable C changes states. Hence, it can be eliminated and the minimized form of the
ing is .

e minimized form for the logic function is

implemented with one 2-input AND gate IC and one 3-input OR gate. A K-map is helpful
ng up to six variables.

 Characteristics

ied the logic function and obtaining a minimum, we can build the logic circuit. However, in
re that the circuit will work as intended over the entire operating range, dynamic characteristics
its must be considered. It was stated earlier that the input signal can change rapidly in a system
 circuit should perform as intended at frequencies at which the system is expected to operate.
ct functioning of the logic circuit when the inputs are changing rapidly is an important
n in design. In our discussion thus far, we have assumed that the logic signal is an ideal
 and that the logic gates function without any delay. Let us examine the effects of relaxing
sumptions to obtain some insight into the dynamic behavior of logic circuits. 
lse is shown in Fig. 40.17 [2]. The rise time is denoted by tr and fall time by tf . The pulse
s a settling time, overshoot, and undershoot when changing states. The signal amplitude is
he difference between the two stable signal levels for high (VH) and low (VL), i.e., from 100%
 is the pulse width of the signal measured at 50% of the amplitude. tTHL, tTLH are the transition
e output signal to go from high to low and low to high, respectively. tPHL and tPLH are
 delay times for high to low and low to high transitions, respectively. For medium speed

HL, and tPLH are typically about 30 ns.
input to a logic gate changes states, the output lags behind by a characteristic time delay called
tion delay, measured by the time difference between the input at 50% of the amplitude and
t 50% of the amplitude. A simplified model of a real pulse for an inverter is shown in Fig. 40.18

7 A real pulse and definition of characteristic parameters [2].
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[3]. Values for the propagation, typically expressed in nanoseconds, are available in the datasheet for a
device. 

For a logic circuit, a propagation delay analysis is carried out by mapping out the total delay from
input to output as the inputs change states, and identifying any static problems (frequency independent)
and dynamic problems. Additional gates may be added to the circuit of the problem. 

Other Design Considerations

The number of logic gates that a given gate can drive is called fan-out and the number of gates that can
be connected to the input of a given gate is called fan-in. These data are given in the data sheet and
should be adhered to. Further, minimizing the number of ICs needed in a logic circuit is an important
consideration that might require modifying the design to use the same kind of gate although more
numbers may be used than the minimum circuit identified with K-map analysis. Use of the same type
of gates for compatibility between ICs is another design consideration in logic circuits.

40.5 Logic Gate Technologies

The first of the logic families that became commercially available was the resistor–transistor logic (RTL),
where the transistor is used as a high-speed switch in circuits. Diode–transistor logic (DTL) and transistor–
transistor logic (TTL) followed in the evolution. While the RTL and the DTL are obsolete, the TTL gates
are still widely used. There are several variations of TTL logic, namely, the high-speed (H), low-power (L),
Shottkey (S), and low-power Shottkey (LS). CMOS logic gates are an entirely different implementation
of logic gates based on the complimentary metal-oxide semiconductor devices (CMOS) technology. These
devices have low-power requirements and improved noise characteristics. These devices are extremely
static sensitive and are easily damaged. A mixture of CMOS and bipolar processes resulted in the BiCMOS
technology, using internal CMOS components and high-power bipolar outputs. Several different families
evolved from the original BiCMOS processes [1]. 

Resistor–Transistor Logic (RTL)

Figure 40.19(a) shows an RTL inverter and Fig. 40.19(b) shows a NAND gate. The transistor is assumed
to operate in the saturation mode. Because of the nature of a transistor, there is a minimum voltage drop
across the collector–emitter junction at saturation and there is a minimum current required in the
base–emitter loop to saturate the transistor. In Fig. 40.19(a), the output voltage is between 0.3 and 5.0 V.
The NAND gate shown has an output of 0.6 V for logic LOW as the collector–emitter drop for the two
transistors in series has to be added up. If we add an additional transistor to add an input, we have
additional power dissipation and the output voltage is at 0.9 V for a logic LOW causing problems with

FIGURE 40.18 Propagation delay definition.
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the logic devices that it is driving. The logic function operation becomes unreliable as output can get into
the forbidden region. Further, the presence of resistors in the base–emitter loop tends to slow the device.
Because of these limiting characteristics, RTL gates are obsolete.

Diode–Transistor Logic (DTL)

Diodes themselves can be used to build logic gates for simple applications as shown in Fig. 40.20. The
diode drops the voltage by 0.7 V across the pn-junction when conducting, resulting in 0.7 V for a LOW
and 4.3 V for a HIGH at the output. It is readily seen that the cascading of several of these circuits will
push the circuit into the forbidden region, resulting in erroneous logic. Moreover, the diode resistor logic
cannot implement an inverter (NOT) function, and it is not practical to produce high density ICs with
diodes and resistors. Because of these shortcomings, the diode-resistor logic gate is obsolete. 

A DTL gate is shown in Fig. 40.21. Here, the diodes are used for the OR function and the transistor
is used for the NOT function to give a NOR gate. Still the presence of the resistor at the base of the
transistor causes power dissipation and reduces the speed of operation. Figure 40.22 shows an improved
diode–transistor design that eliminates the bias resistor, thereby improving the speed of operation. DTL
devices are obsolete owing to the same limitations discussed earlier.

Transistor–Transistor Logic (TTL)

In Fig. 40.22, it can be observed that the diodes at the input are forward biased while the diode at the
base of the transistor is reverse biased when any input is LOW. On the other hand, when all inputs
are HIGH, the base diode is forward biased and the transistor conducts, giving the NAND function.

FIGURE 40.19 (a) Resistor–transistor NOT gate, (b) resistor–transistor NAND gate.

FIGURE 40.20 Diode–resistor logic.
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In a transistor npn, for example, the base–emitter is forward biased during conduction and collector–
base is reverse biased. If we have a transistor with multiple emitter leads, then we can use the emitter–base
junction for the input diodes. The base–collector junction is used for the base-diode in the DTL gate.
The result is a TTL gate implementation of a NAND function in Fig. 40.23 [4].

Here, when any of the inputs is LOW, the base–emitter loop conducts and the emitter of the first stage
transistor is at 0.2 V, giving HIGH for output at the inverter. When all the inputs are HIGH, the transistor
multiple emitters (first stage) is cutoff. Therefore, all other transistors conduct with a logic LOW at output.
The manufacturer’s data sheet for each device provides circuit diagrams, and all technical data including
maximum and minimum input values, propagation delay, rise and fall times, fan-out, fan-in limitations,
power consumption, and application suggestions. These are excellent sources of information for the designer. 

Emitter-Coupled Logic (ECL)

Emitter-coupled logic (ECL) devices are bipolar devices in which the transistor is never saturated or
completely shut off. The result is very high speed compared to TTL or CMOS implementations. The ECL
gates are used in several applications where high speed is essential, for example, computer cache memory.
Figure 40.24 shows a NOR/OR gate [5]. VCC is connected to ground (0 V) while VEE is connected to supply
voltage, -5.2 V for better noise immunity. The transition time from one state to another is less than 1 ns,
resulting in several gigahertz operating frequency when ECL gates are used. 

Because the transistors are not fully saturated, the ECL gates output at HIGH and LOW are about
–0.75 and –1.6 V, respectively. The bias voltage is set at the base of transistor Q4, the value is the average

FIGURE 40.21 Diode–transistor logic NOR gate.

FIGURE 40.22 Improved diode–transistor NAND logic gate.
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of HIGH and LOW values for the gate; in this case, the value would be –1.175 V. Next, the resistors are
selected to control the current flow and prevent transistor saturation. When the signal at A or B is HIGH
(–0.75 V), the transistors conduct. The voltage at point P becomes –1.5 V (VBE of Q2 + VA). This reduces
the difference between Vbb and the voltage at point P below the threshold for transistor Q3 to conduct
and hence it is off, raising the voltage at point R to 0 V. This turns transistor Q6 on. With a VBE threshold
of 0.75 V, the measured OR output is –0.75 V, a logic HIGH. The value of resistance RC and RE are chosen
so that the voltage at point Q is -0.85 V when transistor Q1 or Q2 is conducting. It is true when B is HIGH
and A is LOW or when A and B are both HIGH. When both A and B are LOW, the transistors Q1 and
Q2 are off and Q3 conducts lowering the voltage at point P to –1.925 V. Voltage at point R is –0.85 V
resulting in an OR output of  –1.6 V at the OR output and -0.75 V at the NOR output.

Because of the constant operation of the transistors in the active region, there is continuous current
draw and hence heat dissipation. The ECL devices draw four to five times the power of a comparable
TTL device. Hence, this is used cautiously as front-end devices where speed is essential, while using
HCMOS or TTL gates elsewhere. In order to mix ECL gates with TTL or CMOS devices, special level
shifters are used, for example, National Semiconductor’s 100325 Low Power ECL-to-TTL Translator. This
device converts an ECL input (-0.75 (H) and –1.6 (L)) to a TTL output (2.4 V min. for HIGH and 0.5 V
max. for LOW), while maintaining a rise or fall time of less than 1 ns.

FIGURE 40.23 Transistor–transistor logic implementation of a NAND gate [4].

FIGURE 40.24 Emitter-coupled logic NOR/OR gate [5].
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CMOS Logic 

As discussed earlier, MOSFET can be used as a transistor switch without significant power dissipation.
NMOS logic gates are designed with n-MOSFETs and  PMOS logic gates are designed with p-MOSFET
transistors. As an example, an NMOS inverter is shown in Fig. 40.25. Figure 40.26(a) shows a logic NAND
function when two n-MOSFETs are connected in series and Fig. 40.26(b) shows a parallel arrangement of
two n-MOSFETs to give a NOR gate. The NMOS circuits shown have a pull-up resistor and a pull-down
n-MOSFET. To eliminate the resistor, the pull-up side of the circuit is replaced with p-MOSFET. The
modified NOT or inverter circuit is shown in a commercial implementation in Fig. 40.27 [3]. Additional
diodes are shown for static protection of the device. This is known as a CMOS circuit since the pull-down
and pull-up parts of the circuit have complimentary MOSFET devices. When two n-MOSFETs are connected
in the pull-down side of the circuit in series, the pull-up resistor is replaced by two p-MOSFETs in parallel,
and vice versa. A CMOS implementation of the NOR gate is shown in Fig. 40.28. 

An important characteristic of CMOS gates is their low-power consumption as there is practically no
current flow in both HIGH and LOW states. However, the device is slower than a bipolar transistor device.

FIGURE 40.25 An NMOS inverter.

FIGURE 40.26 (a) An NMOS NAND gate, (b) an NMOS NOR gate.
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With decreasing transistor sizes due to advancements in fabrication technologies, the speed of CMOS
devices continue to increase.

40.6 Logic Gate Integrated Circuits 

A commercial logic gate ICs has several gates of the same type on it. For example, Fig. 40.29 shows a
commercial quad-AND gate IC. The chip itself is powered with Vcc and GND pins, A and B pins are inputs,
and the Y pins are the corresponding outputs. You can use one or all of the gates on a chip as needed.

FIGURE 40.27 A CMOS inverter [3].

FIGURE 40.28 A CMOS NOR gate.
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The designation of the chips requires some attention. Let us take the Texas Instruments designations for
an AND gate, namely, SN5408, SN54LS08, SN54S08, SN7408, SN74LS08, and SN74S08. While the desig-
nation shown on a device has much more information than what is shown here, the basic information that
we should be aware of is the function designation (00 = NAND gate, 02 = NOR, 04 = Inverter, 08 = AND,
etc.), and technology type (HC for high-speed CMOS, LS for low-power Schottky, etc.). For other notations
used in chip designations, refer to the Texas Instruments Logic Selection Guide [1].

40.7 Programmable Logic Devices (PLD)

Programmable logic devices (PLDs) are ICs with several uncommitted logic gates in them, the connec-
tions among which are programmable based on the logic circuit design that needs to be implemented.
This is especially helpful when very large circuits consisting of several thousands of logic gates have to be
built and tested. For large circuit design and testing, it is not practical to use standard logic gate ICs since
each IC has at most four or six logic gates on it, requiring large circuit boards and interconnects. The PLD
consists of several hundred logic gates on it and the device design is programmable with a special
programming hardware. When more than one PLD is used to implement a design, programmable inter-
connects are used between PLDs. One type of fully PLD, called the programmable logic array (PLA),
consists of an AND level in the middle and an OR level at output, similar to a TTL single logic gate
structure, with both layers being programmable. All input signals are connected to an inverter level, which
provides both the normal and complemented values of input variables to the AND level. Appropriate
connections are made at the AND level and at the OR level to produce the desired logic outputs. In this
device all the levels are programmable. 

A simpler version of PLD, called a programmable array logic (PAL) device, consists of a program-
mable AND layer and a fixed OR layer. This is easier and less expensive to manufacture, although it is
not as flexible as a PLA. A variety of combinations is available to suit various needs. A schematic of a
PLA is shown in Fig. 40.30 [6] where the connections to be made in the hardware are marked with an
X. When programmed these connections will be made or “fused” and verified by the programming
hardware. 

40.8 Mechatronics Application Example

A driver circuit for a DC motor is a good example for the use of transistors and logic gates. The objectives
of the design are the following:

1. The motor should drive forward and reverse at different speeds.
2. The motor should either coast to a stop or brake abruptly.
3. The motor should drive at different speeds, controllable by a microprocessor. 

FIGURE 40.29  A DIP package of quad-AND gate IC.
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The complete logic and power circuit implementation of the solution to this design problem is shown
in Fig. 40.31, which is known as the H-bridge. The motor is connected between the output pins (out1
and out2) [7]. The EN (enable) and IN1 (input 1) and IN2 (input 2) are the inputs. The behavior of the
system is given by the adjacent table in Fig. 40.31. When the enable signal is LOW, regardless of the input
states, all the AND gates are LOW, and the power transistors are all off and the motor is off. If the motor
is moving when the enable line switches to LOW, the motor coasts to a stop. When the enable input is
HIGH, it can be seen that when IN1 is high and IN2 is LOW, transistors 1 and 4 are on, and 2 and 3 are
off. This drives the motor one way as the current can flow through the motor to the ground through the
two diagonal transistors. Since transistors 2 and 3 are off, short circuit from power to ground is prevented.
This is designed by inputting the complements of IN1 and IN2 to the AND gates driving transistors 3
and 4, respectively. When IN2 is HIGH and IN1 is LOW, the motor runs in the opposite direction (while
the enable is HIGH). Since transistors 2 and 4 are closed and 1 and 3 are open, current flows in the
opposite direction through the motor.

When enable is HIGH, and the inputs IN1 and IN2 are either turned HIGH or LOW at the same time
while the motor is moving, then the motor terminals are forced to Vcc or ground. However, the motor
power is off since IN1 and IN2 are LOW. Now, the motor is a generator trying to maintain a potential
difference across its terminal as the rotor moves in a magnetic field. The emf generated is forced to the
source or sink potential. This brings the motor to a rapid stop, identified as the fast stop or the braking
function. Further, the IN1 and IN2 lines can be used for direction and braking functions, while the enable
can be pulsed at different duty cycle levels (pulse width modulation) to achieve different speeds. Since
the motor is free running when enable is LOW regardless of input, as EN is switched rapidly, the inertia
of the rotor helps smooth out the motion. The selection of pulse repetition time (PRT) and arrangement
of pulses within the PRT in a uniform fashion to produce desired PWM signals should be done to fine-
tune the performance of this system. 

FIGURE 40.30 Programmable logic array (PLA) [6].
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FIGURE 40.31 H-bridge motor driver circuit [7].
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41.4 Design of Controllers’ Circuits and Datapaths
41.5 Concluding Remarks 

41.1 Overview and Definitions

Traditionally, digital systems have been classified into two general classes of circuits: combinational and
sequential systems. Combinational systems are logic circuits in which outputs are determined by the
present values of inputs. On the other hand, sequential systems represent the class of circuits in which
the outputs depend not only on the present value of the inputs, but also on the past behavior of the
circuit. In most systems a clock signal is used to control the operation of a sequential logic. Such a system
is called a synchronous sequential circuit. When no clock signal is used, the system is referred to as
asynchronous.

Synchronous Sequential Systems

Figure 41.1 shows the general structure of a synchronous sequential system. The circuit has a set of
primary inputs  and produces a set of primary outputs . In addition, it has sets of secondary inputs
and outputs,  and , respectively. These sets of signals are inputs and outputs to state (or memory)
elements or devices called flip-flops (FFs) or latches. The outputs of these devices constitute the present
states , while the inputs constitute the next states or . There are several types of such devices, as well
as many variations of these types, namely, set-reset (SR), delay (D), trigger (T), and JK (a combination
of SR and T) FFs and latches. Table 41.1 shows the behavior of each of these types.

Flip-Flops and Latches

The outputs of the FFs or latches, which are sequential devices,  are determined by the present values of their
inputs as well as the values of their present states. However, FFs are edge-triggered devices, meaning that
state transitions might take place only during one clock cycle. This clock transition is either positive edge
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Q Q+
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(L to H transition) or negative edge (H to L transition). (The clock signal that causes the change in the
state is usually referred to as the active clock edge.) On the other hand, a latch is a sequential device that
might change the internal state of the device as long as the clock signal (or controlled input) is active
(either active high or low). This property associated with latches is called the transparent property. Figure
41.2 shows an example of a timing diagram of a JK FF and JK latch.

Mealy and Moore Models

Sequential circuits are also referred to as finite state machines (FSMs), which means that such circuits
have a finite number of states to represent their behavior. Furthermore, FSMs are classified into two
models: Mealy and Moore. Mealy circuits represent the class of circuits whose outputs   depend on

TABLE 41.1 FF Behavior for SR, D, T, and JK Types

FF Inputs SR D T JK

SR D T JK Q Q+ Q Q+ Q Q+ Q Q+
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00

0
0

0
0
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0
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0
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0
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1
1

1
1

01
01

0
1

0
0

0
1

1
1

0
0

1
0

0
1

0
0

10
10

10
10

0
0

1
1

0
1

1
1

11
11

11
11 Not allowed

0
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1
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Note: Q is present state, Q+ is next state.

FIGURE 41.1 General model for sequential circuits.

FIGURE 41.2 Timing diagram of JK FF and JK latch (note the transpaprent property in the latch).
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the present states  and the primary inputs  On the other hand, Moore circuits represent the class
of circuits whose outputs  depend only on the present states . An FSM could, of course, have
both types in the same system.

Pulsed and Level Type Inputs

The inputs to any sequential system could be of two types: pulsed or level. A pulsed input (whether active
low or high) is an input that makes a transition (L to H or H to L), and then returns back to its inactive
state. A level input is an input that makes a single transition (L to H or H to L) and stays in that state
until the input changes its value. The number of finite states that the system may have would most
definitely depend on the type of inputs the system has, whether pulsed or level. Hence, there are four
major types of sequential circuits:

1. Pulsed synchronous. Sequential systems that have pulsed input signals and clocked state elements.
2. Level synchronous. Sequential systems that have level input signals and clocked state elements.
3. Pulsed asynchronous. Sequential systems that have pulsed input signals and unclocked state ele-

ments.
4. Level asynchronous. Sequential systems that have level input signals and unclocked state elements.

State Diagrams

A state diagram is a tool used in sequential circuit synthesis. It represents the graphical representation of
state transitions of the FSM. Each state is represented by a circle. If the machine is of Moore type, the
output value is associated with the present state. However, if the machine is Mealy, then the output is
associated with the present state and the input. Both types are illustrated in Fig. 41.3. The inputs are
represented by arrows going from one state to another. For n inputs, the number of arrows going out of
each state is 2n for level type inputs, and n for pulsed type inputs. For example, if a sequential system
has two level inputs X1 X2, there would be four arrows coming out of each state representing 00, 01, 10,
and 11 inputs. On the other hand, in a pulsed input system, such as in a vending machine design where
the inputs are quarters (Q), dimes (D), and nickels (N), the number of arrows coming out of each state
is 3 representing Q, D, and N inputs.  

41.2 Synchronous Sequential System Synthesis 

Let us design a synchronous sequential system that would meet the following requirements:

1. The circuit has four pulsed inputs X1, X2, X3, and X4, and one level output Z. 
2. All changes in the circuit occur on the positive edge of the clock.
3. A level output (Z = 1) is to occur if the following sequence takes place: X2 X4 X3 X1.
4. If two consecutive pulses of the same input pulse occur, the circuit would return back to the initial

state.

FIGURE 41.3 State diagrams for an FSM.
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Design Steps

There are six simple design steps as follows:

1. Given the above system specifications, the first step is to create the state diagram (SD). Figure 41.4
shows the state diagram for this problem. Note that there are five states (S0–S4). Each state has
four arrows representing the n pulsed inputs (X1–X4). In addition, S0 represents the initial state.
Also note that new states are created as needed according to the system’s specifications. It is not
necessary to have the optimum number of states at this stage. 

2. The next step is to translate the state diagram into a state table (ST), as shown in Table 41.2. Note
that this step is a one-to-one mapping.

3. The next step is to minimize the number of states by creating the reduced state table (RST). There are
several techniques that could be employed in this step, including inspection, partitioning, and the
implication table. Two states are considered equivalent (and therefore could be merged) if (1) they
go to the same next states under all inputs, and (2) they have the same outputs under all inputs. Once
redundant or equivalent states are determined in this step, one can use the merger diagram in merging
all redundant states where each state in the set is also equivalent to all other states in the same set of
states. In this example, state S4 is shown to be equivalent to state S0, as shown in the implication table
in Fig. 41.5. Note that a check mark is put in the S0–S4 box since both states have the same next states,
as well as the same outputs under all the inputs. (Figure 41.6 shows an example of a merger diagram
where several states were found to be equivalent because each was equal to all the others.) 

4. The next step is state assignment (SA). State assignment is an important step because different
assignments may yield different implementations and hence different costs. The number of distinct
assignments (ND) is equal to the following: 

TABLE 41.2 State Table for Synchronous Sequential 
Design Example

Present State

Next State/Output

X1 X2 X3 X4

S0 S0/0 S1/0 S0/0 S0/0
S1 S2/0 S0/0 S0/0 S0/0
S2 S0/0 S1/0 S0/0 S3/0
S3 S0/0 S1/0 S4/1 S0/0
S4 S0/0 S1/0 S0/0 S0/0

FIGURE 41.4 State diagram for syncronous sequential example.
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where NS represents the number of states in the RST, and NFF represents the number of flip-flops.
Note also that . Hence, the number of distinct assignments with only nine states
and four flip-flops is over 10 million! Therefore, state assignments must adhere to some guidelines
that would yield minimum implementations to optimize cost and reliability. The following is the
set of three guidelines, which are listed according to their priority. The weight of each guideline
could be set at 5 for guideline A, 3 for guideline B, and 1 for guideline C. 

Guideline A. Present states that have the same next states under a given input, must be given
adjacent assignments.

Guideline B. States that are next states for a present state under different inputs, must be given
adjacent assignments

Guideline C. Present states that have the same outputs under all inputs must be given adjacent
assignments.

The objective of these guidelines is to satisfy as much of these adjacencies as possible according to the
weights given above. In the example given here, the following set of adjacencies is obtained from guidelines
A and B (here guideline C is ignored).

Guideline A: (S0, S1) ×  2 (meaning two times), (S0, S2) ×  3, (S1, S2), (S0, S3) × 3, (S2, S3) × 2, (S1,
S3). Guideline B: (S0, S1) × 3, (S0, S2), (S0, S3), (S1, S3).

Hence, the total weight for the following adjacencies is (S0, S1): 19, (S0, S2): 18, (S0, S3): 18, (S1,
S2): 5, (S2, S3): 10, (S1, S3): 8. Therefore, the following assignments are given: S0 = 00, S1 = 01,
S2 = 10, and S3 = 11, where the following adjacencies are satisfied: (S0, S1), (S0, S2), (S1, S3), and
(S2, S3). Although this state assignment is not unique, it clearly yields efficient implementation.

5.  In this step the FF type is chosen, and the next state as well as the output equations are derived.
The next state equations are derived either through the characteristic equations, or through
deriving the state transition table, where each FF input is determined for each state transition
from present state to next state. The characteristic equations for the FFs are given in Fig. 41.7,

FIGURE 41.5 Implication table for synchronous
example.

FIGURE 41.6 Merger diagram example: equivalent
states (1, 2), (3, 5, 7), and (4, 6), seven states collapse to
three distinct states.
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while the state transition table for each type is given in Table 41.3. The next state and output
equations for this example using JK FFs are shown in Fig. 41.8.

6. The next step is implementation or realization. Figure 41.9 shows the implementation of this
design using JK FFs.

Note that each term in the next state equation is obtained for each pulsed input using separate K-
maps. If the inputs were of level type, the K-map for each FF input would then include all the primary
inputs. 

TABLE 41.3 FF Input Values for State Transitions

Q Q+ S R D T J K

0 0 0 d 0 0 0 d
0 1 1 0 1 1 1 d
1 0 0 1 0 1 d 1
1 1 d 0 1 0 d 0

Note: Q is present state, Q+ is next state.

FIGURE 41.7 FFs characteristic equations.

FIGURE 41.8 Next states , output (Z), and JK FF inputs equations.

FIGURE 41.9 Implementation of synchronous design example.

QSR
+ S= R′Q Q D

++ D=

QT
+ TQ′= T′Q Q JK

++ JQ′ K′Q+=

Q2
+ Q2 Q1′X3  Q2′Q1X4+=

Q1
+ Q1X2  Q2′X2 Q2 Q1′X3+ +=

Z Q2Q1X1=

J2 Q1X4 K2 X1 X2 Q1X3 X4+ + += =

J1 X2 Q+ 2X3 K1 X1  Q2′ X2 X3 X4+ + += =

(Q2
+, Q1

+)

CK

Z

X1

J1 Q1
K1 Q1'

J2 Q2
K2

X4

X1
X2X3

X1
X3

X2

Q2'

X4

Q2

Q

Q1 Q2
©2002 CRC Press LLC



 

41.3 Asynchronous Sequential System Synthesis 

Synchronous sequential circuits operate with clocks that control the total operation of the system. Such
synchronous sequential circuits are called to operate in a pulse mode behavior. On the other hand, in an
asynchronous sequential system, changes in the state of the system are not triggered by clock pulses.
Instead, changes in the state of the system depend on changes in the primary inputs. However, since a
good and reliable design requires the primary inputs to the circuit to change only one at a time, then
such changes must allow enough time to elapse in order to reach a stable state. A stable state is achieved
when all internal elements no longer change their values. A circuit that adheres to this behavior is called
a fundamental mode circuit.

A main advantage of asynchronous circuits is their speed of operation. Since there is no clock (which
must be at least as long as the slowest path in the circuit), the speed would be equal to the propagation
path delay in the local portion of the circuit. Hence, the performance of the overall system could be
enhanced. However, the major disadvantages of the asynchronous system are races and hazards, both
static and dynamic. These race conditions and hazards make asynchronous circuits more difficult to deal
with, and hence, they must be designed with care.

An asynchronous sequential synthesis is illustrated through the following example. Let us design a
fundamental mode circuit that has two inputs (X1, X2) and one output Z. The output Z would change
its value from 0 to 1 when X2 changes its value from 1 to 0, while X1 = 1. Likewise, the output Z would
change its value from 1 to 0 when X1 changes its value from 0 to 1, while X2 = 1. Note that only one
input at a time may change its value. Also note that a steady-state output occurs only when the state is
stable. Otherwise, the output is a “don’t care” (illustrated in the flow table as –).

Design Steps

Similar to the synchronous system design, there are also six steps in designing this asynchronous system.

1. The first step is to create the initial state diagram (SD) and the primitive flow table (PFT) for the
asynchronous system. Figure 41.10 and Table 41.4 show the SD and PFT for this example, respec-
tively. Note that stable states are circled. In addition, the PFT may have only one stable state per
row. Also note the new terminology for the asynchronous circuit. What was called a state table in
a synchronous system is referred to as a flow table in an asynchronous system. Since only one
input is allowed to change at a time, the entry to multiple input changes is “don’t care” or –/–. In
this example, the PFT has six stable states 1–6.

2. The next step is to use the implication table for the PFT, as shown in Fig. 41.11. The implication
table shows that (1, 2), (1, 3), (3, 5), and (4, 6) are compatible rows. That means that under each

FIGURE 41.10 Primitive flow table for an asynchronous design example.
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input the stable states either go to the same next states and have the same outputs, or at least
they do not contradict. Hence, the corresponding merger diagram shows that the PFT can be
reduced to a 3-state flow table. The new reduced final states in the flow table are then the three
nonbinary states, A, B, and C. State A is (1, 2), state B is (3, 5), and state C is (4, 6). Table 41.5
shows the reduced flow table. In this flow table, we have more than one stable state per row. Note
that when states are combined, the “don’t care” entries are replaced with the actual states under
a given input.

TABLE 41.4 Primitive Flow Table (PFT) for Asyncronous Design Example

TABLE 41.5 Reduced Flow Table (RFT) for Asyncronous Design Example

FIGURE 41.11 Implication table for the PFT.
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3. The next step is the state assignment. Here again, each state must be given adjacent assignments if
there is a state transition between any two stable states. As long as there are more than two stable
states per row, then all transitions between the states are considered critical. Figure 41.12 shows all
critical transitions between the stable states. Each line represents a transition with its corresponding
input value indicated on the line. Note that input 00 is not a critical transition because it has only
one stable state (A). But if a critical transition exists, we must have adjacent assignments in order
to avoid the problem of a critical race, where we might end up in a different stable state when
multiple input changes occur. Our state assignment in Fig. 41.12 shows that we must have three
adjacencies (A, B), (A, C), and (B, C). But since we can have only two adjacencies with two variables,
then we can either give multiple assignments per stable state or create cycles. The disadvantage of
the first method is the fact that we may have more logic because of the added states, which would
consequently add to the cost and reduce the performance (i.e., speed.) The second method is the
creation of cycles. This method would also affect the performance with the added delay of cycles.
In this example, an added cycle with no stable states is created between states B and C in order
to ensure the transition between the two states. In this problem, state D is a cycle created between
states B and C, as shown in Fig. 41.13. Hence, states B and C can only make transitions between
them through the newly created cycle in state D. The new flow table is shown in Table 41.6.

TABLE 41.6 Flow Table (FT) with an Added Cycle D to Eliminate A Critical Race

FIGURE 41.12 State transition. AB transitions are
noncritical; AC, BC are critical transitions.

FIGURE 41.13 State transitions through cycle D. Note
that B goes to C through cycle D. 
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4. The next step is the derivation of the encoded excitation and output tables. This is shown in
Table 41.7. Again stable states are circled. While Y2Y1 represent the present state,  represent
the next state. 

5. The next step is to derive the corresponding excitation (or next state) as well as the output
equations, as shown in Fig. 41.14.

6. A logical implementation or realization of the above equations is shown in Fig. 41.15.

TABLE 41.7 Encoded Excitation and Output Table

FIGURE 41.14 Excitation and output equations.

FIGURE 41.15 Implementation of asynchronous example.
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41.4 Design of Controllers’ Circuits and Datapaths

Controller circuits could be designed using synchronous as well asynchronous circuits. In most cases,
synchronous designs are preferred in order to avoid races and hazards. Asynchronous circuits are not
recommended because the delays are not controlled by the designer. However, asynchronous circuits are
at times unavoidable since they are much faster and because sometimes they do exist locally in a much
larger synchronous system. A formal design methodology for controllers or processors is the use of the
algorithmic state machines (ASM). An ASM diagram is a type of flowchart that can be used to represent
the state transitions and the generated outputs for an FSM. Each state is represented by a rectangular
box, while the inputs are tested through a diamond box. Outputs are indicated either as conditional with
the use of an oval-shaped box (Mealy-type outputs) or unconditional inside the state boxes (Moore-type
outputs.) The datapaths of the system are shown as transitions from state to state. In a synchronous
system, state transitions take place with clock transitions. On the other hand, asynchronous systems may
have state transitions when changes in inputs take place. A designer must analyze such a circuit very carefully
in order to make sure that the circuit would operate according to its specifications, especially when some-
times asynchronous inputs are unavoidable.  

As an example, let us design a controller circuit for a coffee machine. The cost of the coffee is 25 cents.
Nickels (N), dimes (D), and quarters (Q) are accepted. However, no coin change is allowed. The output
is dispensed immediately after 25 cents are deposited. Figure 41.16 shows the design steps, datapaths,
and implementation of a synchronous controller circuit.

FIGURE 41.16 ASM chart and datapaths for syncronous design for vending machine controller, and FF input and
output equations.
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41.5 Concluding Remarks

Most digital designs are sequential systems. Such systems may be synchronous or asynchronous. Syn-
chronous systems have a clock that controls the operation of the system. The performance of such a
system is as good as the speed of its clock. But synchronous systems avoid the problems of hazards and
races. On the other hand, asynchronous circuits and controllers are much faster but may include races.
A race may occur whenever a state transition requires the change of two or more of the state variables
simultaneously. The race is between different variables to see which one changes first. A critical race may
force the circuit to end up in different stable states. Critical races may be eliminated by carefully studying
and analyzing the circuit. 
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42.1 Introduction

The microprocessor industry is divided into the computer and embedded sectors. Both computer and
embedded microprocessors share aspects of computer design, instruction set architecture, organization,
and hardware. The term “computer architecture” is used to describe these fundamental aspects and, more
directly, refers to the hardware components in a computer system and the flow of data and control
information among them. In this chapter, various types of microprocessors will be described, fundamen-
tal architecture mechanisms relevant in the operation of all microprocessors will be presented, and
microprocessor industry trends discussed.

42.2 Types of Microprocessors

Computer microprocessors are designed for use as the central processing units (CPU) of computer
systems such as personal computers, workstations, servers, and supercomputers. Although microproces-
sors started as humble programmable controllers in the early 1970s, virtually all computer systems built
in the 1990s use microprocessors as their central processing units. The dominating architecture in the
computer microprocessor domain today is the Intel 32-bit architecture, also known as IA-32 or X86.
Other high-profile architectures in the computer microprocessor domain include Compaq-Digital Alpha,
HP PA-RISC, Sun Microsystems SPARC, IBM/Motorola PowerPC, and MIPS.

Embedded microprocessors are increasingly used in consumer and telecommunications products to
satisfy the demands for quality and functionality. Major product areas that require embedded micropro-
cessors include digital TV, digital cameras, network switches, high-speed modems, digital cellular phones,
video games, laser printers, and automobiles. Future improvements in energy consumption, fabrication
cost, and performance will further enable new applications such as the hearing aid. Many experts expect
that embedded microprocessors will form the fastest growing sector of the semiconductor business in
the next decade.1
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Embedded microprocessors have been categorized into DSP processors and embedded CPUs due to
historic reasons. DSP processors have been designed and marketed as special-purpose devices that are
mostly programmed by hand to perform digital signal processing computations. A recent trend in the
DSP market is to use compilers to alleviate the need for tedious hand-coding in DSP development. Another
recent trend in the DSP market is toward integrating a DSP processor core with application-specific logic
to form a single-chip solution. This approach is enabled by the fast increasing chip density technology.
The major benefit is reduced system cost and energy consumption. Two general types of DSP cores are
available to application developers today. Foundry-captive DSP cores and related application-specific logic
design services are provided by major semiconductor vendors such as Texas Instruments, Lucent Technol-
ogies, and SGS-Thompson to application developers who commit to their fabrication lines. A very large
volume commitment is usually required to use the design service. Licensable DSP cores are provided by
small to medium design houses to application developers who want to be able to choose fabrication lines.

There are several ways that the needs of embedded computing differ from those of the more traditional
general-purpose systems. Constraints on the code size, weight, and power consumption place stringent
requirements on embedded processors and the software they execute. Also, constraints rooted in real-
time requirements are often a significant consideration in many embedded systems. Furthermore, cost
is a severe constraint on embedded processors.

Embedded CPUs are used in products where the computation involved resembles that of general-
purpose applications and operating systems. Embedded CPUs have been traditionally derived from out-
of-date computer microprocessors. They often reuse the compiler and related software support developed
for their computer cousins. Recycling the microprocessor design and compiler software minimizes engi-
neering cost. A trend in the embedded CPU domain is similar to that in the DSP domain: to provide
embedded CPU cores and application specific logic design services to form single-chip solutions. For
example, MIPs customized its embedded CPU core for use in Nintendo64, in return for engineering fees
and royalty streams. ARM, NEC, and Hitachi offer similar products and services. Due to an increasing
need to perform DSP computation in consumer and telecommunication products, an increasing number
of embedded CPUs have extensions to enable more effective DSP computation.

Contrary to the different constraints and product markets, both computer and embedded micropro-
cessors share traditional elements of computer architecture. These main elements will be described.
Additionally, over the past decade, substantial research has gone into the design of microprocessors
embodying parallelism at the instruction level, as well as aggressive compiler optimization and analysis
techniques for harnessing this opportunity. Much of this effort has since been validated through the
proliferation of mainstream general-purpose computers based on these technologies. Nevertheless, grow-
ing demand for high performance in embedded computing systems is creating new opportunities to
leverage these techniques in application-specific domains. The research of Instruction-Level Parallelism
(ILP) has developed a distinct architecture methodology referred to as Explicitly Parallel Instruction
Computing (EPIC) technology. Overall, these techniques represent fundamental substantial changes in
computer architecture.

42.3 Major Components of a Microprocessor

The main hardware of a microprocessor system can be divided into sections according to their function-
alities. A popular approach is to divide a system into four subsystems: the central processor, the memory
subsystem, the input/output (I/O) subsystem, and the system interconnection. Figure 42.1 shows the
connection between these subsystems. The main components and characteristics of these subsystems will
be described.

Central Processor

A modern microprocessor’s central processor system can typically be further divided into control, data
path, pipelining, and branch prediction hardware.
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Control Unit

The control unit of a microprocessor generates the control signals to orchestrate the activities in the data
path. There are two major types of communication lines between the control unit and the data path: the
control lines and the condition lines. The control lines deliver the control signals from the control unit
to the data path. Different signal values on these lines trigger different actions in the data path. The
condition lines carry the status of the execution from data path to the control unit. These lines are needed
to test conditions involving the registers in the data path in order to make future control decisions. Note
that the decision is made in the control unit, but the registers are in the data path. Therefore, the
conditions regarding the register contents are formed in the data path and then shipped to the control
unit for decision-making. A control unit can be implemented with hardwiring, microprogramming, or
a combination of both.

In a hardwired design, each control unit is viewed as an ordinary sequential circuit. The design goals
are to minimize the component count and to maximize the operation speed. The finite state machine is
realized with registers, logic, and wires. Once constructed, the design can be changed only through
physically rewiring the unit. Therefore, the resulting circuits are called hardwired control units. Due to
design optimizations, the resulting circuits often exhibit little structure. The lack of structure makes it
very difficult to design and debug complicated control units with this technique. Therefore, hardwiring
is normally used when the control unit is relatively simple.

Most of the design difficulties in the hardwired control units are due to the effort of optimizing the
combinational circuit. If there is a method that does not attempt to optimize the combinational circuit,
the design complexity could be significantly reduced. One obvious option is to use either read-only
memory (ROM) or random access memory (RAM) to implement the combinational circuit. A control
unit whose combinational circuit is simplified by the use of ROM or RAM is called a microprogrammed
control unit. The memory used is called control memory (CM). The practice of realizing the combinational
circuit in a control unit with ROM/RAM is called microprogramming. The concept of microprogramming
was first introduced by Wilkes.

The idea of using a memory to implement a combinational circuit can be illustrated with a simple
example. Assume that we are to implement a logic function with three input variables, as described in
the truth table illustrated in Fig. 42.2(a). A common way to realize this function is to use Karnaugh maps
to derive highly optimized logic and wiring. The result is shown in Fig. 42.2(b). The same function can
also be realized in memory. In this method, a memory with eight 1-bit locations can be used to retain
the eight possible combinations of the three-input variable. Location i contains an F value corresponding
to the ith input combination. For example, location 3 contains the F value (0) for the input combination
011. The three input variables are then connected to the address input of the memory to complete the
design (Fig. 42.2(c)). In essence, the memory implicitly contains the entire truth table. Considering the

FIGURE 42.1 Architecture subsystems of a computer system.
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decoding logic and storage cells involved in a 8 × 1 memory, it is obvious that the memory approach
uses a lot more hardware components than the Karnaugh map approach. However, the design is much
simpler in the memory approach.

Figure 42.3 illustrates the general model of a microprogrammed control unit. Each control memory
location consists of an address field and some control fields. The address field plus the next address logic
implements the combinational circuit for generating the next state value. The control fields implement
the combinational circuit for generating the control signal. Both the control memory and the next address
logic will be studied in detail in this section. The state register/counter has been renamed the Control
Memory Address Register (CMAR) for an obvious reason: the contents of the register are used as the
address input to the control memory. An important insight is that the CMAR stores the state of the
control unit.

Data Path

The data path of a microprocessor contains the main arithmetic and logic execution units required to
execute instructions. Designing the data path involves analyzing the function(s) to be performed, then
specifying a set of hardware registers to hold the computation state, and designing computation steps to
transform the contents of these registers into the final result. In general, the functions to be performed
will be divided into steps, each of which can be done with a reasonable amount of logic in one clock cycle.
Each step brings the contents of the registers closer to the final result. The data path must be equipped
with a sufficient amount of hardware to allow these computation steps in one clock cycle. The data path
of a typical microprocessor contains integer and floating-point register files, ten or more functional units

FIGURE 42.2 Using memory to simplify logic design: (a) Karnaugh map, (b) logic, (c) memory.

FIGURE 42.3 Basic model of microprogrammed control units.
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for computation and memory access, and pipeline registers. One must understand the concept of pipe-
lining in order to understand the data paths of today’s microprocessors.

Pipelining

In the 1970s, only supercomputers and mainframe computers were pipelined. Today, most commercial
microprocessors are pipelined. In fact, pipelining has been a major reason why microprocessors today
outperform supercomputers built less than 10 years ago. Pipelining is a technique to coordinate parallel
processing of operations.2 This technique has been used in assembly lines of major industries for more
than a century. The idea is to have a line of workers specializing in different pieces of work required to
finish a product. A conveying belt carries each product through the line of workers. Each worker will do
a small piece of work on each product. Each product is finished after it is processed by all the workers
in the assembly line.

The obvious advantage of pipelining is to allow one worker to immediately start working on a new
product after finishing the work on a current product. The same methodology is applied to instruction
processing in microprocessors. Figure 42.4(a) shows an example five-stage pipeline dividing instruction
execution into Fetch (F), Decode (D), Execute (E), Memory (M), and Write-back (W) operations, each
requiring various stage-specific logic. Between each stage is a stage register (SR) used to hold the
instruction information necessary to control the instruction. A very basic principle of pipelining is that
the work performed by each stage must take about the same amount of time. Otherwise, the efficiency
will be significantly reduced because one stage becomes a bottleneck of the entire pipeline. Similarly, the
time duration of the slowest pipeline stage determines the overall clock frequency of the processor. Due
to this constraint and the characteristics of memory speeds, the five-stage pipeline model often requires
some of the principle five stages to be divided into smaller stages. For instance, the memory stage may
be divided into three stages, allowing memory accesses to be pipelined and the overall processor clock
speed to be a function of a fraction of the memory access latency.

FIGURE 42.4 Pipeline architecture: (a) machine, (b) overlapping instructions.
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The time required to finish N instructions in a pipeline with K stages can be calculated. Assume a
cycle time of T for the overall instruction completion, and an equal T/K processing delay at each stage.
With a pipeline scheme, the first instruction completes the pipeline after T, and there will be a new
instruction out of the pipeline per stage delay T/K. Therefore, the delays of executing N instructions with
and without pipelining, respectively, are

(42.1)

(42.2)

There is an initial delay in the pipeline execution model before each stage has operations to execute.
The initial delay is usually called pipeline start-up delay (P), and is equal to total execution time of one
instruction. The speed-up of a pipelined machine relative to a nonpipelined machine is calculated as

(42.3)

When N is much larger than the number of pipestages P, the ideal speed-up approaches P. This is an
intuitive result since there are P parts of the machine working in parallel, allowing the execution to go
about P times faster in ideal conditions.

The overlap of sequential instructions in a processor pipeline is shown in Fig. 42.4(b). The instruction
pipeline becomes full after the pipeline delay of P = 5 cycles. Although the pipeline configuration executes
operations in each stage of the processor, two important mechanisms are constructed to ensure correct
functional operation between dependent instructions in the presence of data hazards. Data hazards occur
when instructions in the pipeline generate results that are necessary for later instructions that are already
started in the pipeline. In the pipeline configuration of Fig. 42.4(a), register operands are initially retrieved
during the decode stage. However, the execute and memory stage can define register operands and contain
the correct current value but are not able to update the register file until the later write-back execution
stage. Forwarding (or bypassing) is the action of retrieving the correct operand value for an executing
instruction between the initial register file access and any pending instruction’s register file updates.
Interlocking is the action of stalling an operation in the pipeline when conditions cause necessary register
operand results to be delayed. It is necessary to stall early stages of the machine so that the correct results
are used, and the machine does not proceed with incorrect values for source operands. The primary
causes of delay in pipeline execution are initiated due to instruction fetch delay and memory latency.

Branch Prediction

Branch instructions pose serious problems for pipelined processors by causing hardware to fetch and
execute instructions until the branch instructions are completed. Executing incorrect instructions can
result in severe performance degradation through the introduction of wasted cycles into the instruction
stream.

There are several methods for dealing with pipeline stalls caused by branch instructions. The simplest
performance scheme handles branches by treating every branch as either taken or not taken. This treat-
ment can be set for every branch or determined by the branch opcode. The designation allows the pipeline
to continue to fetch instructions as if the branch was a normal instruction. However, the fetched instruction
may need to be discarded and the instruction fetch restarted when the branch outcome is incorrect.
Delayed branching is another scheme which treats the set of sequential instructions following a branch
as delay slots. The delay-slot instructions are executed whether or not the branch instruction is taken.
Limitations on delayed branches are caused by the compiler and program characteristics being unable
to support numerous instructions that execute independent of the branch direction. Improvements have
been introduced to provide nullifying branches, which include a predicted direction for the branch. When
the prediction is incorrect, the delay-slot instructions are nullified.

T * N( )

T T/k( ) * N 1–( )+

P * N
P N 1–( )+
----------------------------
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A more modern approach to reducing branch penalties uses hardware to dynamically predict the
outcome of a branch. Branch prediction strategies reduce overall branch penalties by allowing the
hardware to continue processing instructions along the predicted control path, thus eliminating wasted
cycles. Efficient execution can be maintained while branch targets are correctly predicted. However, a
large performance penalty is incurred when a branch is mispredicted. Branch target buffer is a cache
structure that is accessed in parallel with the instruction fetch. It records the past history of branch
instructions so that a prediction can be made while the branch is fetched again. This prediction method
adapts the branch prediction to the run-time program behavior, generating a high prediction accuracy.
The target addresses of the branch is also saved in the buffer so that the target instruction can be fetched
immediately if a branch is predicted taken.

Several methodologies of branch target prediction have been constructed.3 Figure 42.5 illustrates
several general branch prediction schemes. The most common implementation retains history informa-
tion for each branch as shown in Fig. 42.5(a). The history includes the previous branch directions for
making predictions on future branch directions. The simplest history is last taken, which uses 1-bit to
recall whether the branch condition was taken or not taken. A more effective branch predictor uses a 2-
bit saturating state history counter to determine the future branch outcome similar to Fig. 42.5(b). Two
bits rather than 1 bit allows each branch to be tagged as strongly or weakly taken or not taken. Every
correct prediction reinforces the prediction, while an incorrect prediction weakens it. It takes two con-
secutive mispredictions to reverse the direction (whether taken or not taken) of the prediction.

Recently, more complex two-level adaptive branch prediction schemes have been built, which use two
levels of branch history to make predictions, as shown in Fig. 42.5(c). The first level is the branch outcome
history of the last branches encountered. The second level is the branch behavior for the last occurrences of
a specific pattern of branch histories. There are alternative ways of constructing both levels of adaptive branch
prediction schemes, the mechanisms can contain information that is either based on individual branches,
groups (set-based), and all (global). Individual formation contains the branch history for each branch ins-
truction. Set-based information groups branches according to their instruction address, thereby forming
sets of branch history. Global information uses a global history containing all branch outcomes. The second
level containing branch behaviors can also be constructed using any of the three types. In general, the first-
level branch history pattern is used as an index into the second-level branch history.

Memory Subsystem

The memory system serves as a repository of information in a microprocessor system. The processing
unit retrieves information stored in memory, operates on the information, and returns new information
back to memory. The memory system is constructed of basic semiconductor DRAM units called modules
or banks.

FIGURE 42.5 Branch prediction.
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There are several properties of memory, including speed, capacity, and cost that play an important
role in the overall system performance. The speed of a memory system is the key performance parameter
in the design of the microprocessor system. The latency (L) of the memory is defined as the time delay
from when the processor first requests data from memory until the processor receives the data. Bandwidth
(BW) is defined as the rate at which information can be transferred from the memory system. Memory
bandwidth and latency are related to the number of outstanding requests (R) that the memory system
can service:

(42.4)

Bandwidth plays an important role in keeping the processor busy with work. However, technology
tradeoffs to optimize latency and improve bandwidth often conflict with the need to increase the capacity
and reduce the cost of the memory system.

Cache Memory

Cache memory, or simply cache, is a small, fast memory constructed using semiconductor SRAM. In
modern computer systems, there is usually a hierarchy of cache memories. The top-level cache is closest
to the processor and the bottom level is closest to the main memory. Each higher level cache is about
5–10 times faster than the next level. The purpose of a cache hierarchy is to satisfy most of the processor
memory accesses in one or a small number of clock cycles. The top-level cache is often split into an
instruction cache and a data cache to allow the processor to perform simultaneous accesses for instruc-
tions and data. Cache memories were first used in the IBM mainframe computers in the 1960s. Since
1985, cache memories have become a standard feature for virtually all microprocessors.

Cache memories exploit the principle of locality of reference. This principle dictates that some memory
locations are referenced more frequently than others, based on two program properties. Spatial locality is
the property that an access to a memory location increases the probability that the nearby memory location
will also be accessed. Spatial locality is predominantly based on sequential access to program code and
structured data. Temporal locality is the property that access to a memory location greatly increases the
probability that the same location will be accessed in the near future. Together, the two properties ensure
that most memory references will be satisfied by the cache memory.

There are several different cache memory designs: direct-mapped, fully associative, and set associa-
tive. Figure 42.6 illustrates the two basic schemes of cache memory, direct-mapped and set associative.

FIGURE 42.6 Cache memory: (a) direct-mapped design, (b) two-way set-associative design.
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Direct-mapped cache, shown in Fig. 42.6(a) allows each memory block to have one place to reside within
a cache. Fully associative cache, shown in Fig. 42.6(b), allows a block to be placed anywhere in the cache.
Set-associative cache restricts a block to a limited set of places in the cache.

Cache misses are said to occur when the data requested does not reside in any of the possible cache
locations. Misses in caches can be classified into three categories: conflict, compulsory, and capacity.
Conflict misses are misses that would not occur for fully associative caches with LRU (least recently used)
replacement. Compulsory misses are misses required in cache memories for initially referencing a memory
location. Capacity misses occur when the cache size is not sufficient to contain data between references.
Complete cache miss definitions are provided in Ref. 4.

Unlike memory system properties, the latency in cache memories is not fixed and depends on the
delay and frequency of cache misses. A performance metric that accounts for the penalty of cache misses
is effective latency. Effective latency depends on the two possible latencies, hit latency (LHIT), the latency
experienced for accessing data residing in the cache, and miss latency (LMISS), the latency experienced
when accessing data not residing in the cache. Effective latency also depends on the hit rate (H), the
percentage of memory accesses that are hits in the cache, and the miss rate (M or 1 – H), the percentage
of memory accesses that miss in the cache. Effective latency in a cache system is calculated as

(42.5)

In addition to the base cache design and size issues, there are several other cache parameters that affect
the overall cache performance and miss rate in a system. The main memory update method indicates
when the main memory will be updated by store operations. In write-through cache, each write is imme-
diately reflected to the main memory. In write-back cache, the writes are reflected to the main memory
only when the respective cache block is replaced. Cache block allocation is another parameter and desig-
nates whether the cache block is allocated on writes or reads. Last, block replacement algorithms for
associative structures can be designed in various ways to extract additional cache performance. These
include LRU, LFU (least frequently used), random, and FIFO (first-in, first-out). These cache management
strategies attempt to exploit the properties of locality. Spatial locality is exploited by deciding which
memory block is placed in cache, and temporal locality is exploited by deciding which cache block is
replaced. Traditionally, when cache service misses, they would block all new requests. However, non-blocking
cache can be designed to service multiple miss requests simultaneously, thus alleviating delay in accessing
memory data.

In addition to the multiple levels of cache hierarchy, additional memory buffers can be used to improve
cache performance. Two such buffers are a streaming/prefetch buffer and a victim cache.2 Figure 42.7
illustrates the relation of the streaming buffer and victim cache to the primary cache of a memory system.

FIGURE 42.7 Advanced cache memory system.
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A streaming buffer is used as a prefetching mechanism for cache misses. When a cache miss occurs, the
streaming buffer begins prefetching successive lines starting at the miss target. A victim cache is typically
a small, fully associative cache loaded only with cache lines that are removed from the primary cache.
In the case of a miss in the primary cache, the victim cache may hold additional data. The use of a victim
cache can improve performance by reducing the number of conflict misses. Figure 42.7 illustrates how
cache accesses are processed through the streaming buffer into the primary cache on cache requests, and
from the primary cache through the victim cache to the secondary level of memory on cache misses.

Overall, cache memory is constructed to hold the most important portions of memory. Techniques
using either hardware or software can be used to select which portions of main memory to store in cache.
However, cache performance is strongly influenced by program behavior and numerous hardware design
alternatives.

Virtual Memory

Cache memory illustrated the principle that the memory address of data can be separate from a particular
storage location. Similar address abstractions exist in the two-level memory hierarchy of main memory
and disk storage. An address generated by a program is called a virtual address, which needs to be translated
into a physical address or location in main memory. Virtual memory management is a mechanism, which
provides the programmers with a simple uniform method to access both main and secondary memories.
With virtual memory management, the programmers are given a virtual space to hold all the instructions
and data. The virtual space is organized as a linear array of locations. Each location has an address for
convenient access. Instructions and data have to be stored somewhere in the real system; these virtual
space locations must correspond to some physical locations in the main and secondary memory. Virtual
memory management assigns (or maps) the virtual space locations into the main and secondary memory
locations. The mapping of virtual space locations to the main and secondary memory is managed by the
virtual memory management. The programmers are not concerned with the mapping.

The most popular memory management scheme today is demand paging virtual memory manage-
ment, where each virtual space is divided into pages indexed by the page number (PN). Each page consists
of several consecutive locations in the virtual space indexed by the page index (PI). The number of
locations in each page is an important system design parameter called page size. Page size is usually
defined as a power of two so that the virtual space can be divided into an integer number of pages. Pages
are the basic unit of virtual memory management. If any location in a page is assigned to the main
memory, the other locations in that page are also assigned to the main memory. This reduces the size of
the mapping information.

The part of the secondary memory to accommodate pages of the virtual space is called the swap space.
Both the main memory and the swap space are divided into page frames. Each page frame can host a
page of the virtual space. If a page is mapped into the main memory, it is also hosted by a page frame
in the main memory. The mapping record in the virtual memory management keeps track of the
association between pages and page frames.

When a virtual space location is requested, the virtual memory management looks up the mapping
record. If the mapping record shows that the page containing requested virtual space location is in main
memory, the management performs the access without any further complication. Otherwise, a secondary
memory access has to be performed. Accessing the secondary memory is usually a complicated task and
is usually performed as an operating system service. In order to access a piece of information stored in
the secondary memory, an operating system service usually has to be requested to transfer the information
into the main memory. This also applies to virtual memory management. When a page is mapped into the
secondary memory, the virtual memory management has to request a service in the operating system to
transfer the requested virtual space location into the main memory, update its mapping record, and then
perform the access. The operating system service thus performed is called the page fault handler.

The core process of virtual memory management is a memory access algorithm. A one-level virtual
address translation algorithm is illustrated in Fig. 42.8. At the start of the translation, the memory access
algorithm receives a virtual address in a memory address register (MAR), looks up the mapping record,
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requests an operating system service to transfer the required page if necessary, and performs the main
memory access. The mapping is recorded in a data structure called the page table located in main memory
at a designated location marked by the page table base register (PTBR).

The page table index and the PTBR form the physical address (PAPTE) of the respective page table
entry (PTE). Each PTE keeps track of the mapping of a page in the virtual space. It includes two fields:
a hit/miss bit and a page frame number. If the hit/miss (H/M) bit is set (hit), the corresponding page is
in main memory. In this case, the page frame hosting the requested page is pointed to by the page frame
number (PFN). The final physical address (PAD) of the requested data is then formed using the PFN and
PI. The data is returned and placed in the memory buffer register (MBR) and the processor is informed
of the completed memory access. Otherwise (miss), a secondary memory access has to be performed. In
this case, the page frame number should be ignored. The fault handler has to be invoked to access the
secondary memory. The hardware component that performs the address translation algorithm is called
the memory management unit (MMU).

The complexity of the algorithm depends on the mapping structure. A very simple mapping structure is
used in this section to focus on the basic principles of the memory access algorithms. However, more
complex two-level schemes are often used due to the size of the virtual address space. The size of the page
table designated may be quite large for a range of main memory sizes. As such, it becomes necessary to
map portions of page table into a second page table. In such designs, only the second-level page table is
stored in a reserved region of main memory, while the first page table is mapped just like the data in the
virtual spaces. There are also requirements for such designs in a multiprogramming system, where there
are multiple processes active at the same time. Each processor has its own virtual space and therefore its
own page table. As a result, these systems need to keep multiple page tables at the same time. It usually
takes too much main memory to accommodate all the active page tables. Again, the natural solution to
this problem is to provide other levels of mapping.

Translation Lookaside Buffer

Hardware support for a virtual memory system generally includes a mechanism to translate virtual
addresses into the real physical addresses used to access main memory. A Translation Lookaside Buffer
(TLB) is a cache structure, which contains the frequently used PTEs for address translation. With a TLB,

FIGURE 42.8 Virtual memory translation.
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address translation can be performed in a single clock cycle when TLB contains the required PTEs (TLB
hit). The full address translation algorithm is performed only when the required PTEs are missing from
the TLB (TLB miss).

Complexities arise when a system includes both virtual memory management and cache memory. The
major issue is whether address translation is done before accessing the cache memory. In virtual cache
systems, the virtual address directly accesses cache. In a physical cache system, the virtual address is translated
into a physical address before cache access. Figure 42.9 illustrates both the virtual and physical cache
translation approaches.

A virtual cache system typically overlaps the cache memory access and the access to the TLB. The overlap
is possible when the virtual memory page size is larger than the cache capacity divided by the degree of
cache associativity. Essentially, since the virtual page index is the same as the physical address index, no
translation for the lower indexes of the virtual address is necessary. Thus, the cache can be accessed in
parallel with the TLB, or the TLB can be accessed after the cache access for cache misses. Typically, with
no TLB logic between the processor and the cache, access to cache can be achieved at lower cost in virtual
cache systems and multi-access per cycle cache systems can avoid requiring a multiported TLB. However,
the virtual cache translation alternative introduces virtual memory consistency problems. The same virtual
address from two different processes mean different physical memory locations. Solutions to this form of
aliasing are to attach a process identifier to the virtual address or to flush cache contents on context
switches. Another potential alias problem is that different virtual addresses of the same process may be
mapped into the same physical address. In general, there is no easy solution; and it involves a reverse
translation problem.

Physical cache designs are not always limited by the delay of the TLB and cache access. In general,
there are two solutions to allow large physical cache design. The first solution, employed by companies
with past commitments to page size, is to increase the set associativity of cache. This allows the cache
index portion of the address to be used immediately by the cache in parallel with virtual address trans-
lation. However, large set associativity is very difficult to implement in a cost-effective manner. The second
solution, employed by companies without past commitment, is to use a larger page size. The cache can
be accessed in parallel with the TLB access similar to the other solution. In this solution, there are fewer

FIGURE 42.9 Translation Lookaside Buffer (TLB) architectures: (a) virtual cache, (b) physical cache.
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address indexes that are translated through the TLB, potentially reducing the overall delay. With larger
page sizes, virtual caches do not have advantage over physical caches in terms of access time.

Input/Output Subsystem

The Input/Output (I/O) subsystem transfers data between the internal components (CPU and main
memory) and the external devices (disks, terminals, printers, keyboards, scanners).

Peripheral Controllers

The CPU usually controls the I/O subsystem by reading from and writing into the I/O (control) registers.
There are two popular approaches for allowing the CPU to access these I/O registers—I/O instructions
and memory-mapped I/O. In an I/O instruction approach, special instructions are added to the instruc-
tion set to access I/O status flags, control registers, and data buffer registers. In a memory-mapped I/O
approach, the control registers, the status flags, and the data buffer registers are mapped as physical
memory locations. Due to the increasing availability of chip area and pins, microprocessors are increasingly
including peripheral controllers on-chip. This trend is especially clear for embedded microprocessors.

Direct Memory Access Controller

A DMA controller is a peripheral controller that can directly drive the address lines of the system bus.
The data is directly moved from the data buffer to the main memory, rather than from data buffer to a
CPU register, then from CPU register to main memory.

System Interconnection

System interconnection is the facilities that allow the components within a computer system to commu-
nicate with each other. There are numerous logical organizations of these system interconnect facilities.

Dedicated links or point-to-point connections enable dedicated communication between compo-
nents. There are different system interconnection configurations based on the connectivity of the system
components. A complete connection configuration, requiring N(N – 1)/2 links, is created when there is
one link between every possible pair of components. A hypercube configuration assigns a unique n-tuple
{1, 0} as the coordinate of each component and constructs a link between components whose coordinates
differ only in one dimension, requiring N log N links. A mesh connection arranges the system components
into an N-dimensional array and has connections between immediate neighbors, requiring 2N links.

Switching networks are a group of switches that determine the existence of communication links
among components. A cross-bar network is considered the most general form of switching network and
uses an N ¥ M two-dimensional array of switches to provide an arbitrary connection between N
components on one side to M components on another side using NM switches and N + M links. Another
switching network is the multistage network, which employs multiple stages of shuffle networks to provide
a permutation connection pattern between N components on each side by using N log N switches and
N log N links.

Shared buses are single links which connect all components to all other components and are the most
popular connection structure. The sharing of buses among the components of a system requires several
aspects of bus control. First, there is a distinction between bus masters, the units controlling bus transfers
(CPU, DMA, IOP) and bus slaves, the other units (memory, programmed I/O interface).

Bus interfacing and bus addressing are the means to connect and disconnect units on the bus. Bus
arbitration is the process of granting the bus resource to one of the requesters. Arbitration typically uses
a selection scheme similar to interrupts; however, there are more fixed methods of establishing selection.
Fixed-priority arbitration gives every requester a fixed priority, and round-robin ensures every requester
the most favorable at one point in time. Bus timing refers to the method of communication among the
system units and can be classified as either synchronous or asynchronous. Synchronous bus timing uses
a shared clock that defines the time other bus signals change and stabilize. Clock sharing by all units
allows the bus to be monitored at agreed time intervals and action taken accordingly. However, the
synchronous system bus must operate at the speed of the slowest component. Asynchronous bus timing
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allows units to use different clocks, but the lack of a shared clock makes it necessary to use extra signals
to determine the validity of bus signals.

42.4 Instruction Set Architecture

There are several elements that characterize an instruction set architecture, including word size, instruc-
tion encoding, and architecture model.

Word Size

Programs often differ in the size of data they prefer to manipulate. Word processing programs operate
on 8-bit or 16-bit data that correspond to characters in text documents. Many applications require 32-bit
integer data to avoid frequent overflow in arithmetic calculation. Scientific computation often requires
64-bit floating-point data to achieve desired accuracy. Operating systems and databases may require
64-bit integer data to represent a very large name space with integers. As a result, the processors are
usually designed to access multiple-byte data from memory systems. This is a well-known source of
complexity in microprocessor design.

The endian convention specifies the numbering of bytes with a memory word. In the little endian
convention, the least significant byte in a word is numbered byte 0. The number increases as the positions
increase in significance. The DEC VAX and X86 architectures follow the little endian convention. In the
big endian convention, the most significant byte in a word is numbered 0. The number decreases as the
positions decrease in significance. The IBM 360/370, HP PA-RISC, Sun SPARC, and Motorola 680X0
architectures follow the big endian convention. The difference usually manifests itself when users try to
transfer binary files between machines using different endian conventions.

Instruction Encoding

Instruction encoding plays an important role in the code density and performance of microprocessors.
Traditionally, the cost of memory capacity was the determining factor in designing either a fixed-length
or variable-length instruction set. Fixed-length instruction encoding assigns the same encoding size to
all instructions. Fixed-length encoding is generally a characteristic of modern microprocessors and the
product of the increasing advancements in memory capacity.

Variable-length instruction set is the term used to describe the style of instruction encoding that uses
diff-erent instructions lengths according to addressing modes of operands. Common addressing modes
included either register or methods of indexing memory. Figure 42.10 illustrates two potential designs found
in modern use of decoding variable length instructions. The first alternative, in Fig. 42.10(a) involves an
additional instruction decode stage in the original pipeline design. In this model, the first stage is used to

FIGURE 42.10 Variable-sized instruction decoding: (a) staging, (b) predecoding.
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determine instruction lengths and steer the instructions to the second stage, where the actual instruction
decoding is performed. The second alternative, in Fig. 42.10(b), involves predecoding and marking instruc-
tion lengths in the instruction cache. This design methodology has been effectively used in decoding X86
variable instructions.5 The primary advantage of this scheme is the simplification of the number of decode
stages in the pipeline design. However, the method requires a larger instruction cache structure for holding
the resolved instruction information.

Architecture Model

Several instruction set architecture models have existed over the last three decades of computing. First,
CISC (complex instruction set computers) characterized designs with variable instruction formats,
numerous memory addressing modes, and large numbers of instruction types. The original CISC phi-
losophy was to create instructions sets that resembled high-level programming languages in an effort to
simplify compiler technology. In addition, the design constraint of small memory capacity also led to
the development of CISC. The two primary architecture examples of the CISC model are the Digital
VAX and Intel X86 architecture families.

RISC (reduced instruction set computers) gained favor with the philosophy of uniform instruction
lengths, load-store instruction sets, limited addressing modes, and reduced number of operation types.
RISC concepts allow the microarchitecture design of machines to be more easily pipelined, reducing the
processor clock cycle frequency and the overall speed of a machine. The RISC concept resulted from
improvements in programming languages, compiler technology, and memory size. The HP PA-RISC,
Sun SPARC, IBM Power PC, MIPS, and DEC Alpha machines are examples of RISC architectures.

Architecture models allowing multiple instructions to issue in a clock cycle are VLIW (very long
instruction word). VLIWs issue a fixed number of operations conveyed as a single long instruction and
place the responsibility of creating the parallel instruction packet on the compiler. Early VLIW processors
suffered from code expansion due to instructions. Examples of VLIW technology are the Multiflow Trace
and Cydrome Cydra machines. EPIC (explicitly parallel instruction computing) is similar in concept to
VLIW in that both use the compiler to explicitly group instructions for parallel execution. In fact, many
of the ideas for EPIC architectures come from previous RISC and VLIW machines. In general, the EPIC
concept solves the excessive code expansion and scalability problems associated with VLIW models by
not completely eliminating its functionality. Also, the trend of compiler controlled architecture mecha-
nisms are generally considered part of the EPIC-style architecture domain. The Intel IA-64, Philips
Trimedia, and Texas Instruments’ C6X are examples of EPIC machines.

42.5 Instruction Level Parallelism

Modern processors are being designed with the ability to execute many parallel operations at the instruc-
tion level. Such processors are said to exploit ILP (instruction-level parallelism). Exploiting ILP is
recognized as a new fundamental architecture concept in improving microprocessor performance, and
there are a wide range of architecture techniques that define how an architecture can exploit ILP.

Dynamic Instruction Execution

A major limitation of pipelining techniques is the use of in-order instruction execution. When an
instruction in the pipeline stalls, no further instructions are allowed to proceed to insure proper execution
of in-flight instruction. This problem is especially serious for multiple issue machines, where each stall
cycle potentially costs work of multiple instructions. However, in many cases, an instruction could execute
properly if no data dependence exists between the stalled instruction and the instruction waiting to
execute. Static scheduling is a compiler-oriented approach for scheduling instructions to separate depen-
dent instructions and minimize the number of hazards and pipeline stalls. Dynamic scheduling is another
approach that uses hardware to rearrange the instruction execution to reduce the stalls. The concept of
dynamic execution uses hardware to detect dependences in the in-order instruction stream sequence and
rearrange the instruction sequence in the presence of detected dependences and stalls.
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Today, most modern superscalar microprocessors use dynamic out-of-order scheduling techniques to
increase the number of instructions executed per cycle. Such microprocessors use basically the same
dynamically scheduled pipeline concept, all instructions pass through an issue stage in-order, are executed
out-of-order, and are retired in-order. There are several functional elements of this common sequence,
which have developed into computer architecture concepts. The first functional concept is scoreboarding.
Scoreboarding is a technique for allowing instructions to execute out-of-order when there are available
resources and no data dependences. Scoreboarding originates from the CDC 6600 machine’s issue logic,
named the scoreboard. The overall goal of scoreboarding is to execute every instruction as early as
possible.

A more advanced approach to dynamic execution is Tomasulo’s approach. This scheme was employed in
the IBM 360/91 processor. Although there are many variations on this scheme, the key concept of avoiding
write-after-read (WAR) and write-after-write (WAW) dependences during dynamic execution is attributed
to Tomasulo. In Tomasulo’s scheme, the functionality of the scoreboarding is provided by the reservation
stations. Reservation stations buffer the operands of instructions waiting to issue as soon as they become
available. The concept is to issue new instructions immediately when all source operands become available
instead of accessing such operands through the register file. As such, waiting instructions designate the res-
ervation station entry that will provide their input operands. This action removes WAW dependences caused
by successive writes to the same register by forcing instructions to be related by dependences instead of by
register specifiers. In general, renaming of register specifiers for pending operands to the reservation station
entries is called register renaming. Overall, Tomasulo’s scheme combines scoreboarding and register
renaming. An Efficient Algorithm for Exploring Multiple Arithmetic Units6 provides the complete details
of Tomasulo’s scheme.

Predicated Execution

Branch instructions are recognized as a major impediment to exploiting (ILP). Branches force the
compiler and hardware to make frequent predictions of branch directions in an attempt to find sufficient
parallelism. Misprediction of these branches can result in severe performance degradation through the
introduction of wasted cycles into the instruction stream. Branch prediction strategies reduce this prob-
lem by allowing the compiler and hardware to continue processing instructions along the predicted
control path, thus eliminating these wasted cycles.

Predicated execution support provides an effective means to eliminate branches from an instruction
stream. Predicated execution refers to the conditional execution of an instruction based on the value of
a Boolean source operand, referred to as the predicate of the instruction. This architectural support
allows the compiler to use an if-conversion algorithm to convert conditional branches into predicate
defining instructions, and instructions along alternative paths of each branch into predicated instruc-
tions.7 Predicated instructions are fetched regardless of their predicate value. Instructions whose predicate
value is true are executed normally. Conversely, instructions whose predicate is false are nullified, and
thus are prevented from modifying the processor state. Predicated execution allows the compiler to trade
instruction fetch efficiency for the capability to expose ILP to the hardware along multiple execution paths.

Predicated execution offers the opportunity to improve branch handling in microprocessors. Elimi-
nating frequently mispredicted branches may lead to a substantial reduction in branch prediction misses.
As a result, the performance penalties associated with the eliminated branches are removed. Eliminating
branches also reduces the need to handle multiple branches per cycle for wide issue processors. Finally,
predicated execution provides an efficient interface for the compiler to expose multiple execution paths
to the hardware. Without compiler support, the cost of maintaining multiple execution paths in hardware
grows rapidly.

The essence of predicated execution is the ability to suppress the modification of the processor state
based upon some execution condition. Full predication cleanly supports this through a combination of
instruction set and microarchitecture extensions. These extensions can be classified as a support for
suppression of execution and expression of condition. The result of the condition, which determines if
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an instruction should modify the state, is stored in a set of 1-bit registers. These registers are collectively
referred to as the predicate register file. The values in the predicate register file are associated with each
instruction in the extended instruction set through the use of an additional source operand. This operand
specifies which predicate register will determine whether the operation should modify the processor state.
If the value in the specified register is 1, or true, the instruction is executed normally; if the value is 0,
or false, the instruction is suppressed.

Predicate register values may be set using predicate define instructions. The predicate define semantics
used are those of the HPL Playdoh architecture.8 There is a predicate define instruction for each comparison
opcode in the original instruction set. The major difference with conventional comparison instructions is
that these predicate defines have up to two destination registers and that their destination registers are
predicate registers. The instruction format of a predicate define is shown below.

This instruction assigns values to Pout1 and Pout2 according to a comparison of src1 and src2 specified
by <cmp>. The comparison <cmp> can be: equal (eq), not equal (ne), greater than (gt), etc. A predicate
<type> is specified for each destination predicate. Predicate defining instructions are also predicated, as
specified by Pin.

The predicate <type> determines the value written to the destination predicate register based upon the
result of the comparison and of the input predicate, Pin. For each combination of comparison result and
Pin, one of the three following actions may be performed on the destination predicate: it can write 1, write
0, or leave it unchanged. There are six predicate types which are particularly useful, the unconditional
(U), OR, and AND type predicates and their complements. Table 42.1 contains the truth table for these
predicate definition types.

Unconditional destination predicate registers are always defined, regardless of the value of Pin and the
result of the comparison. If the value of Pin is 1, the result of the comparison is placed in the predicate
register (or its compliment for ). Otherwise, a 0 is written to the predicate register. Unconditional
predicates are utilized for blocks, which are executed based on a single condition.

The OR-type predicates are useful when execution of a block can be enabled by multiple conditions,
such as logical AND (&&) and OR (||) constructs in C. OR-type destination predicate registers are set if
Pin is 1 and the result of the comparison is 1 (0 for ); otherwise, the destination predicate register is
unchanged. Note that OR-type predicates must be explicitly initialized to 0 before they are defined and
used. However, after they are initialized, multiple OR-type predicate defines may be issued simultaneously
and in any order on the same predicate register. This is true since the OR-type predicate either writes a
“1” or leaves the register unchanged, which allows implementation as a wired logical OR condition. AND-
type predicates are analogous to the OR type predicate. AND-type destination predicate registers are
cleared if Pin is 1 and the result of the comparison is 0 (1 for AND); otherwise, the destination predicate
register is unchanged.

Figure 42.11 contains a simple example illustrating the concept of predicated execution. Figure 42.11(a)
shows a common programming “if-then-else” construction. The related control flow representation of
that programming code is illustrated in Fig. 42.11(b). Using if-conversion, the code in Fig. 42.11(b) is
then transformed into the code shown in Fig. 42.11(c). The original conditional branch is translated into

TABLE 42.1 Predicate Definition Truth Table

Pout

Pin Comparison U OR

0 0 0 0 — — — —
0 1 0 0 — — — —
1 0 0 1 — 1 0 —
1 1 1 0 1 — — 0

U OR AND AND

pred_ <cmp> Pout1<type>,Pout2<type>,scr1,scr2 Pin( )

U

OR
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pred_eq instructions. Predicate register p1 is set to indicate if the condition (A = B) is true, and p2 is set
if the condition is false. The “then” part of the if-statement is predicated on p1 and the “else” part is
predicated on p2. The pred_eq simply decides whether the addition or subtraction instruction is performed
and ensures that one of the two parts is not executed. There are several performance benefits for the predicated
code. First, the microprocessor does not need to make any branch predictions since all the branches in
the code are eliminated. This removes related penalties due to misprediction branches. More importantly,
the predicated instructions can utilize multiple instruction execution capabilities of modern micropro-
cessors and avoid the penalties for mispredicting branches.

Speculative Execution

The amount of ILP available within basic blocks is extremely limited in non-numeric programs. As such,
processors must optimize and schedule instructions across basic block code boundaries to achieve higher
performance. In addition, future processors must contend with both long latency load operations and
long latency cache misses. When load data is needed by subsequent dependent instructions, the processor
execution must wait until the cache access is complete.

In these situations, out-of-order machines dynamically reorder the instruction stream to execute non-
dependent instructions. Additionally, out-of-order machines have the advantage of executing instructions
that follow correctly predicted branch instructions. However, this approach requires complex circuitry
at the cost of chip die space. Similar performance gains can be achieved using static compile-time
speculation methods without complex out-of-order logic. Speculative execution, a technique for execut-
ing an instruction before knowing its execution is required, is an important technique for exploiting ILP
in programs. Speculative execution is best known for hiding memory latency. These methods utilize
instruction set architecture support of special speculative instructions.

A compiler utilizes speculative code motion to achieve higher performance in several ways. First, in
regions of code where insufficient ILP exists to fully utilize the processor resources, useful instructions
may be executed. Second, instructions at the beginning of long dependence chains may be executed early
to reduce the computation’s critical path. Finally, long latency instructions may be initiated early to
overlap their execution with other useful operations. Figure 42.12 illustrates a simple example of code
before and after a speculative compile-time transformation is performed to execute a load instruction
above a conditional branch.

Figure 42.12(a) shows how the branch instruction and its implied control flow define a control depen-
dence that restricts the load operation from being scheduled earlier in the code. Cache miss latencies would
halt the processor unless out-of-order execution mechanisms were used. However, with speculation sup-
port, Fig. 42.12(b) can be used to hide the latency of the load operation.

The solution requires the load to be speculative or nonfaulting. A speculative load will not signal an
exception for faults such as address alignment or address space access errors. Essentially, the load is
considered silent for these occurrences. The additional check instruction in Fig. 42.12(b) enables these

FIGURE 42.11 Instruction sequence: (a) program code, (b) traditional execution, (c) predicated execution.
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signals to be detected when the original execution does reach the original location of the load. When the
other path of branch’s execution is taken, such silent signals are meaningless and can be ignored. Using
this mechanism, the load can be placed above all existing control dependences, providing the compiler
with the ability to hide load latency. Details of compiler speculation can be found in Ref. 9.

42.6 Industry Trends

The microprocessor industry is one of the fastest moving industries today. Healthy demands from the
market have stimulated strong competition, which, in turn, have resulted into great technical innovations.

Computer Microprocessor Trends

The current trends in computer microprocessors include deep pipelining, high clock frequency, wide
instruction issue, speculative and out-of-order execution, predicated execution, natural data types, large
on-chip caches, floating point capabilities, and multiprocessor support. In the area of pipelining, the Intel
Pentium II processor is pipelined approximated twice as deeply as its predecessor Pentium. The deep
pipeline has allowed the clock Pentium II processor to run at a much higher clock frequency than Pentium.

In the area of wide instruction issue, the Pentium II processor can decode and issue up to three X86
instructions per clock cycle, compared to the two-instruction issue bandwidth of Pentium. Pentium II
has dedicated a very significant amount of chip area to branch target buffer, reservation station, and
reorder buffer to support speculative and out-of-order execution. These structures together allow the
Pentium II processor to perform much more aggressive, speculative, and out-of-order executions than
Pentium. In particular, Pentium II can coordinate the execution of up to 40 X86 instructions, which is
several times larger than Pentium.

In the area of predicated execution, Pentium II supports a conditional move instruction that was not
available in Pentium. This trend is furthered by the next generation IA-64 architecture where all instructions
can be conditionally executed under the control of predicate registers. This ability will allow future
microprocessors to execute control intensive programs much faster than their predecessors.

In the area of data types, the MMX instructions from Intel have become a standard feature of all
X86 microprocessors today. These instructions take advantage of the fact that multimedia data items are
typically represented with a smaller number of bits (8–16 bits) than the width of an integer data path
today (32–64 bits). Based on an observation, the same operation is often repeated on all data items in
multimedia applications—the architects of MMX specify that each MMX instruction performs the same
operation on several multimedia data items packed into one integer word. This allows each MMX
instruction to process several data items simultaneously to achieve significant speed-up in targeted ap-
plications. In 1998, AMD proposed the 3DNow! instructions to address the performance needs of 3-D

FIGURE 42.12 Instruction sequence: (a) traditional execution, (b) speculative execution.
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graphics applications. The 3DNow! instructions are designed based on the concept that 3-D graphics
data items are often represented in single precision floating-point format and they do not require the
sophisticated rounding and exception handling capabilities specified in the IEEE Standard format. Thus,
one can pack two graphics floating-point data into one double-precision floating-point register for more
efficient floating-point processing of graphics applications. Note that MMX and 3DNow! are similar in
concepts applied to integer and floating-point domains.

In the area of large on-chip caches, the popular strategies used in computer microprocessors are either
to enlarge the first-level caches or to incorporate second-level and sometimes third-level caches on-chip.
For example, the AMD K7 microprocessor has a 64-KB first-level instruction cache and a 64-KB first-
level data cache. These first-level caches are significantly larger than those found in the previous gener-
ations. For another example, the Intel Celeron microprocessor has a 128-KB second level combined
instruction and data cache. These large caches are enabled by the increased chip density that allows many
more transistors on the chip. The Compaq Alpha 21364 microprocessor has both: a 64-KB first-level
instruction cache, a 64-KB first-level data cache, and a 1.5-MB second-level combined cache.

In the area of floating-point capabilities, computer microprocessors, in general, have a much stronger
floating-point performance than their predecessors. For example, the Intel Pentium II processor achieves
several times the floating-point performance improvements of the Pentium processor. For another exam-
ple, most RISC microprocessors now have floating-point performances that rival supercomputer CPUs
built just a few years ago.

Due to the increasing demand of multiprocessor enterprise computing servers, many computer micro-
processors now seamlessly support cache coherence protocols. For example, the AMD K7 microprocessor
provides direct support for seamless multiprocessor operation when multiple K7 microprocessors are
connected to a system bus. This capability was not available in its predecessor, the AMD K6.

Embedded Microprocessor Trends

There are three clear trends in embedded microprocessors. The first trend is to integrate a DSP core with
an embedded CPU/controller core. Embedded applications increasingly require DSP functionalities such
as data encoding in disk drives and signal equalization for wireless communications. These functionalities
enhance the quality of services of their end computer products. At the 1998 Embedded Microprocessor Forum,
ARM, Hitachi, and Siemens all announced products with both DSP and embedded microprocessors.10

Three approaches exist in the integration of DSP and embedded CPUs. One approach is to simply have
two separate units placed on a single chip. The advantage of this approach is that it simplifies the develop-
ment of the microprocessor. The two units are usually taken from existing designs. The software develop-
ment tools can be directly taken from each unit’s respective software support environments. The
disadvantage is that the application developer needs to deal with two independent hardware units and two
software development environments. This usually complicates software development and verification.

An alternative approach to integrating DSP and embedded CPUs is to add the DSP as a co-processor
of the CPU. This CPU fetches all instructions and forwards the DSP instructions to the co-processor.
The hardware design is more complicated than the first approach due to the need to more closely interface
the two units, especially in the area of memory accesses. The software development environment also
needs to be modified to support the co-processor interaction model. The advantage is that the software
developers now deal with a much more coherent environment.

The third approach to integrating DSP and embedded CPUs is to add DSP instructions to a CPU
instruction set architecture. This usually requires brand-new designs to implement the fully integrated
instruction set architecture.

The second trend in embedded microprocessors is to support the development of single-chip solutions
for large-volume markets. Many embedded microprocessor vendors offer designs that can be licensed and
incorporated into a larger chip design that includes the desired I/O peripheral devices and application-
specific integrated circuit (ASIC) design. This paradigm is referred to as system-on-a-chip design. A
microprocessor that is designed to function in such a system is often referred to as a licensable core.
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The third major trend in embedded microprocessors is aggressive adoption of high-performance
techniques. Traditionally, embedded microprocessors are slow to adopt high-performance architecture
and implementation techniques. They also tend to reuse software development tools, such as compilers
from the computer microprocessor domain. However, due to the rapid increase of required performance
in embedded markets, the embedded microprocessor vendors are now making fast moves in adopting
high-performance techniques. This trend is especially clear in the DSP microprocessors. Texas Instru-
ments, Motorola/Lucent, and Analog Devices have all announced aggressive EPIC DSP microprocessors
to be shipped before the Intel/HP IA-64 EPIC microprocessors.

Microprocessor Market Trends

Readers who are interested in market trends for microprocessors are referred to Microprocessor Report, a
periodical publication by MicroDesign Resources (www.MDRonline.com). In every issue, there is a sum-
mary of microarchitecture features, physical characteristics, availability, and pricing of microprocessors.
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43.4 Conclusion

43.1 Introduction

Modern control systems include some form of computer, most often an embedded computer or pro-
grammable logic controller (PLC). An embedded computer is a microprocessor- or microcontroller-
based system used for a specific task rather than general-purpose computing. It is normally hidden from
the user, except for a control interface. A PLC is a form of embedded controller that has been designed
for the control of industrial machinery. (See Fig. 43.1.)

A block diagram of a typical control system is shown in Fig. 43.2. The controller monitors a process
with sensors and affects it with actuators. A user interface allows a user or operator to direct and monitor
the control system. Interfaces to other computers are used for purposes such as programming, remote
monitoring, or coordination with another controller.

When a computer is applied to a control application, there are a few required specifications. The system
must always remain responsive and in control of the process. This requires that the control software be
real-time so that it will respond to events within a given period of time, or at regular intervals. The
systems are also required to fail safely. This is done with thermal monitoring for overheating, power level
detection for imminent power loss, or with watchdog timers for unresponsive programs.

43.2 Embedded Computers

An embedded computer is a microprocessor- or microcontroller-based system designed for dedicated
functionality in a specialized (i.e., nongeneral-purpose) electronic device. Common examples of embed-
ded computers can be found in cell phones, microwave ovens, handheld computing devices, automotive
systems, answering machines, and many other systems.
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The design constraints and parameters for an embedded computer are usually different from those of
a general-purpose computer. Although the latter is designed for maximum computing power and support
for the latest interconnection and peripheral standards, an embedded computer is designed to be just
powerful enough and to support only the interfaces and protocols that are specifically required. The
constraints of an embedded computer design often include size, power consumption and heat dissipation,
and cost.

Hardware Platforms

Microcontroller-Based Systems

Microcontrollers are closely related to the microprocessors that power today’s general-purpose computers.
They differ from microprocessors, in general, by being highly integrated, with built-in peripherals that
minimize total system part count, having low power consumption, providing a small amount of on-chip
RAM and ROM, and having several general-purpose input/output (I/O) lines available for instrument
sensors and control. For this reason, a microcontroller-based embedded system may be designed with
very few external components. In contrast, a microprocessor-based system requires external RAM, exter-
nal peripherals, and I/O interfaces, and often dissipates so much heat that active cooling is required for
proper operation.

The peripherals built into many microcontrollers include serial-line interfaces (such as RS232), timers,
pulse generators, event counters, etc. These peripherals support many sensor and actuator control functions.

FIGURE 43.1 An embedded computer with an Altera FPGA (front-left) and an Allen Bradley SLC500 program-
mable logic controller (top-right).

FIGURE 43.2 An example block diagram of a computer controlled application.
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For example, pulse generators and timers can be used to construct stepper motor drive sequences. Micro-
controllers are becoming increasingly specialized with respect to the data communication interfaces they
support. While many support the ubiquitous RS232, SPI, and I2C protocols, recent microcontrollers have
built-in support for interfaces such as USB.

In order to minimize power consumption, most microcontrollers have a special sleep or standby mode
in which no instructions are executed and very little power is consumed. Microcontrollers can be pro-
grammed to awaken in response to an external event so that the program code is executed, and power
consumed, only when necessary.

Microcontrollers are a very large semiconductor market due to the wide range and high volume of
devices that use them. There are many manufacturers and models of microcontrollers, ranging from tiny
8-pin devices with minimal functionality and costing mere pennies, to large devices with hundreds of
pins, many features, and much higher cost. This broad spectrum reflects the highly specific nature of an
embedded computer and its design.

FPLD-Based Systems

Field-programmable logic devices (FPLDs) such as CPLDs (complex programmable logic devices) and
FPGAs (field-programmable gate arrays) are a more recent alternative to microcontrollers for embedded
computer design. An FPLD represents a programmable hardware device; the actual hardware function-
ality of the device is what is being designed. A microcontroller, in contrast, has fixed hardware function-
ality and is programmed with software. It is possible, however, to design an FPLD that behaves as a
microcontroller, and is further programmed in software. The programmable hardware functionality,
however, affords the designer a much greater degree of flexibility over a fixed hardware solution. The
price for this flexibility, however, is complexity.

FPLDs may be designed from the ground up or may be composed of one or more predesigned core
and peripheral blocks. It is possible, for example, to purchase microcontroller core functions, peripheral
functions, etc. and assemble them to form a customized microcontroller on an FPLD with non-recurring
engineering (NRE) costs that are much lower than a full custom chip design.

FPLDs can often be programmed “on-the-fly,” allowing for reconfigurable computing. This is a com-
puting paradigm that reprograms a system at the hardware level while it is in operation, according to
system demands. This means, for example, that the same hardware device can implement multiple bus
protocols, interfaces, or algorithms as needed, rather than requiring a larger and more expensive device
that supports all of the necessary functions but only uses one at a time.

Digital Signal Processing Systems

Digital signal processing (DSP) devices are in many ways similar to microcontrollers with respect to
peripheral integration, power consumption, etc. but also have specialized hardware support for common
DSP operations, such as filtering. DSP devices are ideal for use in systems that process speech and music,
or for robust control and communications applications. The specialized hardware support of these devices
means that they are capable of sustaining much higher effective computation rates (on signal processing
tasks), but at the same clock speed and power dissipation as the more general-purpose microcontrollers.

Real-Time Systems

Most embedded systems must operate in real time, that is, they must respond in a timely fashion to
external events such as user commands and sensor readings. When an absolute upper limit on response
time is required (and guaranteed), the system is a hard real-time system; otherwise, it is a soft real-time
system. Systems that have safety constraints, such as automotive and industrial control systems, are often
hard real-time systems so that absolute maximum time delays can be computed and verified for safety-
critical events.

Real-time computation is effected using interrupts. These are mechanisms supported by all common
microcontrollers that cause a change in the flow of execution of the program when the interrupt occurs.
The program that is executed in response to the interrupt is expected to respond in some way to the interrupt.
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For example, an interrupt may occur when a digital logic level changes at a device pin, indicating a sensor
condition, or it may occur when the user presses a button on a keypad, indicating that an action is desired
and is to be performed immediately.

The implementation of a real-time software system may either be custom designed or may make use
of a commercial real-time operating system (RTOS). Since the design of an interrupt-driven real-time
system has many potential pitfalls, the usage of a mature RTOS can greatly speed development time.

Embedded Modules

The functionality of commercially available embedded computing modules has been steadily increasing.
It is common to find powerful microcontrollers, an Ethernet interface, and basic Internet protocol support
all combined in a very small form factor for less than $50 in single quantities. This level of integration
can greatly speed development time for network-enabled control or remote sensing applications.

Hardware Interfacing

Mechanical Switches

Switches are easily interfaced to digital logic with a resistor as shown in Fig. 43.3. The mechanical nature
of the switch may lead to bounce or oscillation of the digital signal for a brief period during the switch
opening/closing action. This bounce may be eliminated in the software or with a small amount of
additional hardware.

Analog Inputs

Analog inputs that indicate one of the two conditions can be interfaced to a digital logic input with a
simple comparator (Fig. 43.4). A threshold voltage is set with a resistor divider. The comparator generates
a digital signal, which indicates whether the analog input voltage is above or below the threshold voltage.
This approach can be used for sensors such as optical interrupters (for part counting, motor movement
detection, etc.), temperature limit sensors, and many others.

When the analog voltage itself is of interest (as in, for example, temperature measurements), an analog-
to-digital converter (ADC) can be used to provide either a serial or a parallel representation of the voltage
with a precision ranging anywhere from 8 bits to 16 bits and above. A serial ADC may require as few as
two digital I/O pins on a microcontroller for transferring data, while a parallel ADC requires at least as

FIGURE 43.3 A mechanical switch is easily interfaced
to a digital input on a microcontroller using a single
resistor.

FIGURE 43.4 A digital input driven by a comparator
detects whether an analog voltage signal is above or below
a threshold voltage (set with a resistor divider network).

+5V

to digital input

+5V

to digital input
+

-

analog input
©2002 CRC Press LLC



 

           
many pins as there are bits of resolution, but can transfer an entire analog reading in one transaction
for faster throughput.

Some microcontrollers have built-in ADC peripherals with multiple input channels enabling highly
integrated low-cost analog sensor systems.

Analog voltages that are very small may be amplified with an instrumentation amplifier prior to analog-
to-digital conversion. Instrumentation amplifiers have very high gain and high impedance, and hence,
are suitable for sensors with very weak driving voltages and currents.

Simple Actuators

Embedded computers are not usually capable of driving most practical actuators directly, since the latter
often require voltages and currents not compatible with digital circuitry. As with sensors, however, some
simple interface circuitry is all that is required. Simple on/off actuators such as lamps, LEDs, relay coils,
etc. can be driven from a digital output, using a transistor as a switch, as shown in Fig. 43.5. The digital
output controls the on/off state of the transistor, which, in turn, either allows or does not allow current
to flow through the actuator.

Motors can also be controlled using transistors as interfaces between digital outputs and the high-
current motor coils. The lamp in Fig. 43.5 can be replaced with a DC motor to allow simple on/off
control of the motor. A set of four transistors arranged in an H-bridge configuration allows such a motor
to rotate in either direction. Two H-bridge configurations can be used to control a stepper motor. In all
cases, the speed and direction of rotation are under direct control of the embedded computer through
its digital outputs.

Analog Outputs

For actuators that require a variable analog voltage or current, a digital-to-analog converter (DAC) can
be used as an interface between the embedded computer and the actuator. As with ADCs, DACs are
available in a variety of bit widths, conversion speeds, number of channels, etc. Often, the current driving
capacity of these devices is not sufficient and an additional buffer amplifier is required to meet the current
demands of the actuator.

Programming Languages

Embedded computers are most commonly programmed in low-level languages for maximum control
over the hardware resources. The most time-critical sections of the code are generally programmed in
assembly language, which is the lowest-level language understood by a microcontroller. The C language
is generally used for higher-level structured programming. Even higher-level languages, such as C++ or
Java, are not well suited for embedded programming as they require larger amounts of memory and are
not designed for low-level access to hardware resources.

Figure 43.6 shows a fragment of an assembly language program written for the Microchip PIC 16F84A
microcontroller. It enables power to a DC motor (through an external interface circuit) when two digital
inputs are both at a logic 1 level. The code runs continuously, always checking for the status of the two
digital inputs (which may be manual switches, current sensors, etc.).

The same code fragment written in C is shown in Fig. 43.7. The code is more compact and easier to
read since C is a higher-level language than assembly.

FIGURE 43.5 A digital output can control a high- cur-
rent device (such as a lamp pictured to the right) using a
transistor as a switch.
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43.3 Programmable Logic Controllers

The modern programmable logic controller (PLC) is the successor of relay-based controls. The techno-
logical shift began in the 1960s, when the limitations of electromechanical relay-based controllers drove
General Motors to search for electronic alternatives. The answer was provided in 1970 by Modicon, who
provided a microprocessor-based control system. The programming language was modeled after relay
ladder logic diagrams to ease the transition of designers, builders, and maintainers to these new controllers.
Throughout the 1970s the technology was refined and proven, and since the early 1980s they have become
ubiquitous on the factory floor.

Most PLC components are in card form that can be interchanged quickly in the event of a failure. A
typical PLC application has about one hundred inputs and outputs, but the scale of the applications varies
widely. A small PLC costing $200 might have six inputs and four outputs. A large application might
involve multiple PLCs working together over an entire plant and collectively have tens of thousands of
inputs and outputs. In general, the aggregated cost of PLC hardware per input and output is approximately
$10–$50. This does not include the cost of sensors (typically $50–$100), actuators (typically $50–$200),
installation (typically $10–$100), design, or programming.

Manufacturing control systems always require logical control and sometimes continuous control.
Logical control involves the examination of binary inputs (on or off) from sensors and setting binary
outputs to drive actuators. A simple example is a photosensor that detects a box on a conveyor and
actuates an air cylinder to divert the box. Continuous control systems are used less frequently because
of their higher costs and increased complexity. A typical continuous controller might use an analog
output card ($1000) to output a voltage to a variable frequency motor driver ($1000) to control the
velocity of a conveyor. 

FIGURE 43.6 Fragment of assembly code for Microchip PIC 16F84A microcontroller. This code fragment examines
two digital inputs (bits 0 and 1 of input Port A) and sets bit 5 of output Port B if both inputs are at a logic 1 level.
The output can be used to enable or disable a DC motor with appropriate interface circuitry.

FIGURE 43.7 Fragment of C code to effect the same functionalilty as the code in Fig. 43.6.

loop:
btfss PORTA,0 Check digital input bit 0 of Port A

       and disable motor if not 1goto turnoff
btfss PORTA,1 Check digital input bit 1 of Port A

       and disable motor if not 1goto turnoff

bsf PORTB,5 Enable motor by setting bit 5 of Port B
       and check inputs againgoto loop

turnoff:
bcf PORTB,5 Disable motor by clearing bit 5 of Port B

       and check inputs againgoto loop

while (1) {
if (PA0 && PA1) {// Check status of bits 0 and 1 in Port A

PB5 = 1;       // Set bit 5 of Port B
} else {

PB5 = 0;       // Clear bit 5 of Port B
}

}
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Programming Languages

Every PLC can be programmed with ladder logic. Ladder logic uses input contacts (shown with two
vertical lines) and output coils (shown with a circle). A contact with a slash through it represents a
normally closed contact. In ladder logic, the left-hand rail is energized. When the contacts are closed in
the right combinations, power can flow through the coil to the right-hand neutral rail.

Consider the ladder logic example in Fig. 43.8. It is assumed that the hot rail at the left side has power,
and the right side rail is neutral. When the contacts are opened and closed in the right combinations
they allow power to flow through the output coils, thus actuating them. The program logic is interpreted
by working from the left side of the ladder. In the first rung if A and D are on, the output X will be turned
on. This can also be accomplished by turning B on, turning C off, and turning D on. In the second, the
output Y will be on if X is on and A is on, or D is off. Notice that the branches behave as OR functions
and the contacts in line act as an AND function. It is possible to write ladder logic rungs as Boolean
equations, as shown on the right-hand side of the figure.

The example in Fig. 43.8 contains only conditional logic, but Fig. 43.9 shows a more complex example
of a ladder logic program that uses timers and memory values. When the run input is active, output heater
will turn on, 5 s later fan1 will turn on, followed by fan2 at 10 s. The first rung of the program will allow
the system to be started with a normally open run push button input, or stopped with a normally closed
push button stop. All stop inputs are normally closed switches, so the contact in this rung needs to be
normally open to reverse the logic. The output active is also used to branch around the run to seal-in
the run state. The next line of ladder logic turns on an output heater when the system is active. The third

FIGURE 43.8 A simple ladder logic program with equivalent Boolean equations.

FIGURE 43.9 A complex ladder logic example.
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line will run a timer when active is on. When the input to the TON timer goes on, the timer T4:0 will
begin counting, and the timer element T4:0.ACC will begin to increment until the delay value of 10 s is
reached, at this point the timer done bit T4:0/DN bit will turn on and stay on until the input to the timer
is turned off. The fourth rung will compare the accumulated time of the timer and if it is greater than
5 the output fan1 will be turned on. The final rung of the program will turn on fan2 after the timer has
delayed 10 s. 

A PLC scans (executes) a ladder logic program many times per second. Typical execution times range
from 5 to 100 ms. Faster execution times are required for processes operating at a higher speed. 

The notations and function formats used in Fig. 43.9 are based on those developed by a PLC manu-
facturer. In actuality, every vendor has developed a different version of ladder logic.

IEC 61131-3 Programming Languages

The IEC 61131 standards (formerly IEC 1131) have been created to unify PLCs [3,5]. The major portions
of the standard are listed below.

IEC 61131-1 Overview
IEC 61131-2 Requirements and Test Procedures
IEC 61131-3 Data Types and Programming
IEC 61131-4 User Guidelines
IEC 61131-5 Communications
IEC 61131-7 Fuzzy Control

The most popular part of the standard is the programming specification, IEC 61131-3. It describes five
basic programming models including ladder diagrams (LD), instruction list (IL), structured text (ST),
sequential function charts (SFC), and function block diagrams (FBD). These languages have been designed
to work together. It is possible to implement a system using a combination of the languages, or to
implement the same function in different languages. A discussion of ST, SFC, and FDB programs follows. 

Structured Text
A structured text program is shown in Fig. 43.10. This program has the same function as the previous
ladder logic example. The first line defines the program name. This is followed by variable definitions.
The variables run and stop are inputs to the controller from sensors and switches. The variables heater,

FIGURE 43.10 A structured text program equivalent
to Fig. 43.9.

PROGRAM example
VAR_INPUT

run : BOOL ;
stop : BOOL ;

END_VAR
VAR_OUTPUT

heater : BOOL ;
fan1 : BOOL ;
fan2 : BOOL ;

END_VAR
VAR

active : BOOL ;
delay : TON ;

END_VAR
active := (run OR active) & stop ;
heater := active ;
delay(EN := active, PRE := 10) ;
IF ( delay.ACC > 5 ) THEN

fan1 := 1 ;
ELSE

fan1 := 0 ;
END_IF ;
fan2 := delay.DN ;

END_PROGRAM
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fan1, and fan2 are outputs to the actuators in the system. The variables active and delay are internal to
the program only. 

The program section immediately follows the variable declarations. In the program the first two lines
set the values of active and heater. The instruction delay(….) calls the instantiated timer. The argument
EN := active sets the timer to run, and PRE := 10 sets the timer delay to 10 s. The following lines use an
“if” statement to set the value of fan1, using the accumulated timer value delay.ACC. The value of fan2
is then set when the timer accumulator has reached the delay time and set the done bit delay.DN.

Structured text is popular and shows potential for eventually replacing ladder logic as the most popular
programming language.

Function Block Diagrams
A data flow model is the basis of function block diagrams. In these programs, the data flows from the
inputs on the left to the outputs on the right. The example in Fig. 43.11 is equivalent to the previous
ladder logic example. The OR and AND functions are used to set the values of active and heater. The
TON timer uses the enable EN and delay PRE inputs to drive the accumulator ACC and DN outputs.
The DN output drives fan2 while the ACC value is compared to the value of 5 to set the output fan1.

Data flow diagrams can be very useful for doing a high-level design of a control system.

Sequential Function Charts
An SFC is used to describe a system in terms of steps and transitions. A step describes a mode of operation
or state in which some action is performed, normally setting outputs. Transitions determine the change
of states, normally by examining inputs. (Note: Some readers may notice that SFCs are based on Petri nets.)

Figure 43.12 shows an example of an SFC to control storage tanks. When the controller is started and
the power input goes true, it will empty the tanks. After that the run input will start cycles where both
the tanks are filled and then emptied repeatedly.

In this example, the flow of control begins at the initial step start, and then moves to step S1. The
action associated with the step is R, which will reset, or turn off the outputs in_valve1 and in_valve2.
The system will remain in step S1 until the transition is fired by input power. After this there are two
possible paths. If empty1 and empty2 are both true, the left-hand branch will be followed, otherwise the
right-hand transition will fire and that branch will be followed. The left-hand branch sets the run_light
on (with S), and turns off the outlet_valve. The right-hand branch will turn on outlet_valves until the
inputs empty1 and empty2 are both on. At that point run_light will be turned on, and the out_valves
turned off. Regardless of which branch was followed, the flow of execution will pause at the following
transition until the input run becomes true. 

FIGURE 43.11 A FBD program equivalent to Fig. 43.9.
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After the run transition is fired the flow of execution splits into both the left and right branches, as
indicated by the two horizontal lines. The left branch fills one tank, while the right branch fills the other
tank independently. When both branches are complete the flow of execution rejoins at the second set of
horizontal lines, and then activates step S9. After step S10 the flow of execution returns to the point after
the run transition.

The SFC programming method differs from other programming methods in that the program is not
expected to run completely in a single scan, while all others must run completely in each scan.

Interfacing

The installation and interfacing requirements for PLCs are driven by the need to protect people and
equipment by failing safely. A typical wiring diagram for a PLC application is shown in Fig. 43.13. At
the top of the diagram a transformer is used to step down a higher supply voltage. This is immediately
followed by a power disconnect and fuses. The power is then split into left and right rails, much like the
ladder diagrams discussed earlier. Line 10 shows a master power control for the system. This includes a
normally open start button and a normally closed stop button. These switches control a master control
relay (MCR) C1. Notice that if power is supplied to the coil C1, it will close the contacts C1 on the same
run and hold C1 on until the stop button is pushed. Another set of contacts is used on the left rail to
disconnect power from the inputs to the PLC and the DC power supply. This control circuitry external
to the PLC is required so that the stop buttons of a control system are able to directly disconnect the
power. This is often required by law. 

In this example the PLC is powered with 120 V AC, connected between the power rails. There are
two 120 V AC inputs from normally open push buttons. The 24 V DC power supply is input to the V+
on the output terminals of the PLC, which will then switch output power to solenoid S1 and indicator
light L1.

FIGURE 43.12 An SFC program for tank level control.
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Advanced Capabilities

PLCs are often used in applications that go beyond basic logic solving. Some advanced programming
and input/output (I/O) functions are listed below.

Calculations—The ability to do basic scientific calculations. Lower end PLCs only use integer math,
while higher end PLCs also provide floating point math.

Analog I/O—Continuous voltage and current values can be input and output.
Feedback control—Proportional integral derivative (PID) controller calculations are provided as func-

tion blocks and can be used with analog I/O.
Communications—The ability to transmit data as strings over serial ports or to transfer parts of the

PLC memory using proprietary protocols.
ASCII strings—Functions to manipulate ASCII strings.
System—Fault detection, status monitoring, interrupt routines, etc.
Fuzzy logic—Some PLCs include fuzzy set functions for nonlinear control problems.

At a minimum PLCs use communications for programming. But in many applications PLCs are used
to communicate with other devices. In the past, most communications were based on proprietary, or
closed, standards. More recently a few open communication standards have been developed and are
supported by many vendors; these include Profibus, DeviceNet, CanBus, and ModBus. There has also
been a trend to use more universal communication standards such as RS-232, RS-422, RS-485, and
Ethernet. An example of an automation system is shown in Fig. 43.14. An RS-232 connection is used
between a laptop computer (e.g., COM1) and PLC1 for programming. DH+ is used to connect PLC1,
PLC2, and the HMI; it is a proprietary communication standard developed by Allen-Bradley. An operator
can use the Human Machine Interface (HMI) to display data and accept operator input and communicate
these values directly to both PLCs. Devicenet, an open automation standard, is used to connect PLC2 to
a welding controller. 

FIGURE 43.13 A PLC wiring example.
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43.4 Conclusion

PLCs and embedded controllers are complementary technologies and, when applied strategically, they
will both provide low cost and reliable solutions to control problems. Figure 43.15 shows the relative
trade-offs between the controllers. In general, an embedded controller requires more initial development
time than a PLC for a simple system. As the system grows more complex, the embedded controller benefits

FIGURE 43.14 PLC communication example.

FIGURE 43.15 Relative trade-offs between control
solutions.

Computer

RS-232

DH+

Devicenet

PLC1

PLC2

Weld Controller

run
stop

HMI

DH+

Complexity

Development Time

Complexity

Unit Cost
PLC

PLC

Embedded

Embedded

Number of Units

Cost

PLC

Embedded
©2002 CRC Press LLC



 

from the existence of software libraries and design tools. When using a PLC the cost of the purchased hardware
will always be higher per unit. The development costs for an embedded computer will usually be higher,
but these become minimal when amortized over a large number of units. As a result, embedded controllers
are typically selected for applications that will be mass-produced and allow a greater development time,
such as a toy robot. PLCs are often selected for applications that only require a few controllers and are
to be completed in a relatively short time, such as the production machines to make a toy. 
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44
Introduction to

Data Acquistition

The purpose of a data acquisition system is to capture and analyze some sort of physical phenomenon
from the real world. Light, temperature, pressure, and torque are a few of the many different types of
signals that can interface to a data acquisition system. A data acquisition system may also produce
electrical signals simultaneously. These signals can either intelligently control mechanical systems or
provide a stimulus so that the data acquisition system can measure the response. A data acquisition
system provides a way to empirically test designs, theories, and real world systems for validation or
research. Figure 44.1 illustrates a typical computer-based data acquisition module.

The design and the production of a modern car, for instance, relies heavily on data acquisition. Engineers
will first use data acquisition to test the design of the car’s components. The frame can be monitored for
mechanical stress, wind noise, and durability. The vibration and temperature of the engine can be acquired
to evaluate the design quality. The researchers and engineers can then use this data to optimize the design
of the first prototype of the car. The prototype can then be monitored under many different conditions on
a test track while information is collected through data acquisition. After a few iterations of design changes
and data acquisition, the car is ready for production. Data acquisition devices can monitor the machines
that assemble the car, and they can test that the assembled car is within specifications.

At first, data acquisition devices stood alone and were manually controlled by an operator. When
the PC emerged, data acquisition devices and instruments could be connected to the computer through a
serial port, parallel port, or some custom interface. A computer program could control the device
automatically and retrieve data from the device for storage, analysis, or presentation. Now, instruments
and data acquisition devices can be integrated into a computer through high-speed communication
links, for tighter integration between the power and flexibility of the computer and the instrument or
device.

Since data acquisition devices acquire an electric signal, a transducer or a sensor must convert some
physical phenomenon into an electrical signal. A common example of a transducer is a thermocouple.
A thermocouple uses the material properties of dissimilar metals to convert a temperature into a voltage.
As the temperature increases, the voltage produced by the thermocouple increases. A software program
can then convert the voltage reading back into a temperature for analysis, presentation, and data logging.
Many sensors produce currents instead of voltages. A current is often advantageous because the signal
will not be corrupted by small amounts of resistance in the wires connecting the transducer to the data
acquisition device. A disadvantage of current-producing transducers, though, is that most data acquisition
devices measure voltage, not current. Generally, the data acquisition devices that can measure current
use a very small resistance of a known value to convert the known current into a readable voltage.
Ultimately, the device is then still acquiring a voltage.

Jace Curtis
National Instruments, Inc.
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Analog signals for data acquisition can be grouped into two basic classes: random and deterministic.
Data acquisition devices can both acquire and generate these types of signals. Random signals never repeat
and have a flat frequency spectrum. Microphone static is an example of a random signal. A deterministic
signal, unlike random signals, can be represented by a sum of sinusoids. Deterministic signals can be
subdivided into periodic and transient signals. Periodic signals constantly repeat the same shape at regular
intervals over time, while transient signals start and end at a constant level and do not occur at regular
intervals. Transient signals are nonperiodic events that represent a finite-length reaction to some stimulus.

Digital input and output are commonly incorporated into data acquisition hardware for sensing
contacts, controlling relays and lights, and testing digital devices. The most commonly used digital levels
are TTL and TTL-compatible CMOS. These are both very common 5-V standards for digital hardware.
Digital transfer rates to and from the data acquisition hardware vary from unstrobed to high speed.
Unstrobed digital input and output involves setting digital lines and monitoring states by software
command. This form of digital input and output is also known as static or immediate digital I/O. The
maximum speed of an unstrobed I/O is highly dependent on the computer hardware, the operating
system, and the application program. Pattern digital I/O refers to inputs and outputs of digital patterns
under the control of a clock signal. The speed at which the data can be sent or received depends on the
amount of data, the characteristics of the data acquisition hardware, and the computer speed.

The final type of I/O on computer-based data acquisition hardware is counter/timer I/O. Counter/
timers are capable of measuring or producing very time-critical digital pulses. These pulses, like the
digital input and output, are generally TTL or TTL-compatible CMOS. These components are used for
measuring or producing a number of time-critical signals including event counting, pulse train genera-
tion, frequency-shift keying, and monitoring quadrature encoders. The two main characteristics of a
counter/timer are the counter size and maximum source frequency. The counter size is generally repre-
sented in bits and determines how high a counter can count. For instance, a 32-bit counter can count
232 - 1 = 4,294,967,295 events before it returns the count value back to zero. The maximum source
frequency represents the speed of the fastest signal the counter can count. An 80-MHz counter can count
events that are as fast as 12.5 ns apart. An “event” is actually the rising or falling edge of a digital signal.

No real situation will ever have perfect signals or be completely free of noise. Signal conditioning is a
method to remove, as much as possible, unwanted components of a digital or analog signal. A real analog
signal usually comprises both deterministic and random signals, and a digital signal is not going to be
perfectly square. Measurement hardware, particularly for high-frequency analog signals, is usually
equipped with an antialiasing filter. This is a low-pass filter that blocks frequencies above the desired
frequency range and increases the accuracy of the measurements. Digital and counter/timer lines are also
commonly fitted with filters that remove spikes from the signal that could otherwise be mistakenly

FIGURE. 44.1
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counted as a rising or falling edge. Isolation is another type of signal conditioning that separates the
measurement hardware circuitry from the signal being measured. This is done to remove large differences
in electric potential between the measurement hardware and the signal, and it protects the measurement
hardware from damage, given a large surge in voltage or current.

The heart of a data acquisition device is a digital-to-analog converter (DAC), an analog-to-digital
converter (ADC), or some combination of the two. An ADC has a finite list of values which represents
voltages. The purpose of the ADC is to select a value from this list, which is closest to an actual voltage
at a specified time. The value is then transferred in binary format to a computer. Alternatively, a DAC
can produce an analog voltage from a list of binary values. The voltage generated by a basic DAC stays
the same until it receives another value from the computer. In order to acquire and produce analog
waveforms, the DAC and ADC must activate at precise intervals. Consequently, measurement hardware
has timing circuitry to produce a pulse train of a constant frequency to control the ADC and DAC.

The data that is transferred from the ADC and to the DAC travels to the computer over a bus. A bus
is a group of electrical conductors that transfer information inside a computer. Some common examples
of a bus are PCI and USB. The bus can carry both control information and binary measurement data to
and from measurement hardware. One of the most important considerations in selecting a bus is bus
transfer rate, usually expressed in megabytes per second (Mbytes/s). A single analog value could require
less than 1 byte or as much as 4 bytes, depending on the type of measurement hardware. The bus is shared
among multiple devices, so data acquisition devices often have on-board memory to serve as a holding
place for data when the bus is not available. In very fast data acquisition routines, the memory can hold
all the data, and at the end of the acquisition, all the data can be transferred to the computer for processing.

When data is acquired at high speeds on multiple channels, it is often important to understand the
phase relationship from one signal to the next. If the signals are generated or acquired on multiple data
acquisition devices, there are a number of ways to synchronize the systems and preserve relative phase
relationships. One way is to share the ADC and DAC clock between the data acquisition devices. The real-
time system integration bus (RTSI) is a bus that can connect multiple devices together to share timing
circuitry among multiple devices. Phase-lock looping (PLL) is a more sophisticated synchronization
method. A reference signal is supplied to all the data acquisition devices, and the internal clocks stay in
phase with the reference signal. Consequently, the phase relationship can be reserved even if different
measurement hardware is using different sampling or update speeds. Figure 44.2 is a diagram showing
the components of a typical data acquisition hardware.

The difference between an actual analog voltage and the closest voltage from the list of binary values
is called the quantization error. In a perfect digitizing measurement system free of noise, the quantization
error would solely explain any difference between the actual voltage and the measured voltage. No mea-
surement hardware and no environment, however, are perfect. The accuracy of an instrument describes
the amount of uncertainty when considering quantization error, unavoidable system noise, and hardware
imperfections. Accuracy is sometimes confused with precision. Precision refers to the amount of deviation
in multiple measurements connected to a constant and level signal source. Even if an instrument is

FIGURE 44.2
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precise, it could still be inaccurate if the readings were consistent but significantly different than the
actual value of the signal.

The accuracy of a data acquisition system can change with temperature, time, and usage. Data acqui-
sition hardware can store on-board correction constants for offset and gain errors. An offset error is a
constant difference between the measured and actual voltage, regardless of the voltage level. A gain error
increases linearly as the measured voltage increases. Some data acquisition hardware also include an
accurate voltage source on-board that can be periodically used as a reference to correct the gain and
offset error parameters.

The final piece of a data acquisition system to understand is the software. The driver software is a set
of commands that a programmer can incorporate into a program. The driver software is usually supplied
by the manufacturer of the hardware and can be used in a variety of programming languages. A pro-
grammer can use a programming language to build an application from the driver software like the one
in Fig. 44.3. The application is then ready for an end user to easily control and acquire data from the
hardware—a custom instrument built specifically for the user’s needs.

FIGURE 44.3
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45.1 Introduction

An automatic control system is said to be error actuated because the forward path components (comparator,
controller, actuator, and plant or process) respond to the error signal (Fig. 45.1). The error signal is developed
by comparing the measured value of the controlled output to some reference input, and so the accuracy
and precision of the controlled output are largely dependent on the accuracy and precision with which
the controlled output is measured. It follows then that measurement of the controlled output, accomplished
by a system component called the transducer, is arguably the single most important function in an
automatic control system.

A transducer senses the magnitude or intensity of the controlled output and produces a proportional
signal in an energy form suitable for transmission along the feedback path to the comparator. [The term
proportional is used loosely here because the output of the transducer may not always be directly
proportional to the controlled output; that is, the transducer may not be a linear component. In linear
systems, if the output of the transducer (the measurement) is not linear, it is linearized by the signal
conditioner.] The element of the transducer which senses the controlled output is called the sensor; the
remaining elements of a transducer serve to convert the sensor output to the energy form required by
the feedback path. Possible configurations of the feedback path include:

• Mechanical linkage

• Fluid power (pneumatic or hydraulic)

• Electrical, including optical coupling, RF propagation, magnetic coupling, or acoustic propagation

Cecil Harrison
University of Southern Mississippi
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Electrical signals suitable for representing measurement results include:

• DC voltage or current amplitude

• AC voltage or current amplitude, frequency, or phase (CW modulated)

• Voltage or current pulses (digital)

In some cases, representation may change (e.g., from a DC amplitude to digital pulses) along the feedback
path.

The remainder of this discussion pertains to a large number of automatic control systems in which
the feedback signal is electrical and the feedback path consists of wire or cable connections between the
feedback path components. The transducers considered hereafter sense the controlled output and produce
an electrical signal representative of the magnitude, intensity, or direction of the controlled output.

The signal conditioner accepts the electrical output of the transducer and transmits the signal to the
comparator in a form compatible with the reference input. The functions of the signal conditioner include:

• Amplification/attenuation (scaling)

• Isolation

• Sampling

• Noise elimination

• Linearization

• Span and reference shifting

• Mathematical manipulation (e.g., differentiation, division, integration, multiplication, root find-
ing, squaring, subtraction, or summation)

• Signal conversion (e.g., DC–AC, AC–DC, frequency–voltage, voltage–frequency, digital–analog,
analog–digital, etc.)

• Buffering

• Digitizing

• Filtering

• Impedance matching

• Wave shaping

• Phase shifting

In cases in which part or all of the required signal conditioning is accomplished within the transducer,
the transducer output may be connected directly to the comparator. [Connection of the transducer output
directly to the comparator should not be confused with unity feedback. Unity feedback occurs when the
cascaded components of the feedback path (transducer and signal conditioner) have a combined transfer
function equal to 1 (unity).] In a digital control system, many of the signal conditioning functions listed
here can also be accomplished by software.

FIGURE 45.1 Functional block diagram of a canonical (standard) automatic control system.
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en, most process transducers incorporate some sort of motion transducer.

otion and Force Transducers

 discusses those transducers used in systems that control motion (i.e., displacement, velocity,
tion). Force is closely associated with motion, because motion is the result of unbalanced
o force transducers are discussed concurrently. The discussion is limited to those transducers
e rectilinear motion (straight line motion within a stationary frame of reference) or angular
ular motion about a fixed axis). Rectilinear motion is sometimes called linear motion, but
 confusion in situations where the motion, though along a straight line, really represents a
ally nonlinear response to input forces. Angular motion is also called rotation or rotary motion
iguity.

ary theoretical basis for motion transducers is found in rigid-body mechanics. From the
 motion for rigid-bodies (Table 45.1), it is clear that if any one of displacement, velocity, or

TABLE 45.1 Equations of Motion
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acceleration is measured, the other two can be derived by mathematical manipulation of the signal within
an analog signal conditioner or within the controller software of a digital control system.

Position is simply a location within a frame of reference; thus, any measurement of displacement
relative to the frame is a measurement of position, and any displacement transducer whose input is
referenced to the frame can be used as a position transducer.

Displacement (Position) Transducers

Displacement transducers may be considered according to application as gross (large) displacement trans-
ducers or sensitive (small) displacement transducers. The demarcation between gross and sensitive dis-
placement is somewhat arbitrary, but may be conveniently taken as approximately 1 mm for rectilinear
displacement and approximately 10′ arc (1/6°) for angular displacement. The predominant types of
gross displacement transducers (Fig. 45.2) are:

• Potentiometers [Fig. 45.2(a)]

• Variable differential transformers (VDT) [Fig. 45.2(b)]

• Synchros [Fig. 45.2(c)]

• Resolvers [Fig. 45.2(d)]

• Position encoders [Fig. 45.2(e)]

Potentiometer-based transducers are simple to implement and require the least signal conditioning,
but potentiometers are subject to wear due to sliding contact between the wiper and the resistance
element and may produce noise due to wiper bounce [Fig. 45.2(a)]. Potentiometers are available with
strokes ranging from less than 1 cm to more than 50 cm (rectilinear) and from a few degrees to more
than 50 turns (rotary).

VDTs are not as subject to wear as potentiometers, but the maximum length of the stroke is small,
approximately 25 cm or less for a linear VDT (LVDT) and approximately 60∞ or less for a rotary VDT
(RVDT). VDTs require extensive signal conditioning in the form of phase-sensitive demodulation of the
AC signal; however, the availability of dedicated VDT demodulators in integrated circuit (IC) packages
mitigates this disadvantage of the VDT.

Synchros are rather complex and expensive three-phase AC machines, which are constructed to be
precise and rugged. Synchros are capable of measuring angular differences in the positions (up to ±180∞)
of two continuously rotating shafts. In addition, synchros may function simultaneously as reference input,
output measurement device, feedback path, and comparator [Fig. 45.2(c)].

Resolvers are simpler and less expensive than synchros, and they have an advantage over RVDTs in
their ability to measure angular displacement throughout 360∞ of rotation. In Fig. 45.2(d), which
represents one of several possibilities for utilizing a resolver, the signal amplitude is proportional to
the cosine of the measured angle at one output coil and the sine of the measured angle at the other.
Dedicated ICs are available for signal conditioning and for conversion of resolver output to digital
format. The same IC, when used with a Scott-T transformer, can be used to convert synchro output
to digital format.

Position encoders are highly adaptable to digital control schemes because they eliminate the require-
ment for digital-to-analog conversion (DAC) of the feedback signal. The code tracks are read by track
sensors, usually wipers or electro-optical devices (typically infrared or laser). Position encoders are
available for both rectilinear and rotary applications, but are probably more commonly found as shaft
encoders in rotary applications. Signal conditioning is straightforward for absolute encoders [Fig. 45.2(e)],
requiring only a decoder, but position resolution depends on the number of tracks, and increasing the
number of tracks increases the complexity of the decoder. Incremental encoders require more complex
signal conditioning, in the form of counters and a processor for computing position. The number of
tracks, however, is fixed at three [Fig. 45.2(f)]. Position resolution is limited only by the ability to render
finer divisions of the code track on the moving surface.
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Although gross displacement transducers are designed specifically for either rectilinear or rotary
motion, a rack and pinion, or a similar motion converter, is often used to adapt transducers designed for
rectilinear motion to the measurement of rotary motion, and vice versa.

The predominant types of sensitive (small) displacement transducers (Fig. 45.3) are:

• Differential capacitors

• Strain gauge resistors

• Piezoelectric crystals

FIGURE 45.2 Gross displacement transducers: (a) potentiometers, (b) variable differential transformers (VDT),
(c) synchros (typical connection), (d) resolvers (typical connection), (e) absolute position encoders, (f) code track
for incremental position encoder.
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Figure 45.3(a) provides a simplified depiction of a differential capacitor used for sensitive displacement
measurements. The motion of the input rod flexes the common plate, which increases the capacitance
of one capacitor and decreases the capacitance of the other. In one measurement technique, the two
capacitors are made part of an impedance bridge (such as a Schering bridge), and the change in the
bridge output is an indication of displacement of the common plate. In another technique, each capacitor
is connected to serve as tuning capacitor for an oscillator, and the difference in frequency between the
two oscillators is an indication of displacement.

A strain gauge resistor is used to measure elastic deformation (strain) of materials by bonding the
resistor to the material [Fig. 45.3(b)] so that it undergoes the same strain as the material. The resistor is

FIGURE 45.2 (Continued)
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usually incorporated into one of the several bridge circuits, and the output of the bridge is taken as an
indication of strain.

The piezoelectric effect is used in several techniques for sensitive displacement measurements
[Fig. 45.3(c)]. In one technique, the input motion deforms the crystal by acting directly on one electrode.
In another technique, the crystal is fabricated as part of a larger structure, which is oriented so that input
motion bends the structure and deforms the crystal. Deformation of the crystal produces a small output
voltage and also alters the resonant frequency of the crystal. In a few situations, the output voltage is
taken directly as an indication of motion, but more frequently the crystal is used to control an oscillator,
and the oscillator frequency is taken as the indication of strain.

FIGURE 45.3 Sensitive displacement transducers: (a) differential capacitor, (b) strain gauge resistor, (c) piezoelectric
crystals.
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Velocity Transducers

As stated previously, signal conditioning techniques make it possible to derive all motion measurements—
displacement, velocity, or acceleration—from a measurement of any one of the three. Nevertheless, it is
sometimes advantageous to measure velocity directly, particularly in the cases of short-stroke rectilinear
motion or high-speed shaft rotation. The analog transducers frequently used to meet these two require-
ments are:

• Magnet-and-coil velocity transducers [Fig. 45.4(a)]

• Tachometer generators

A third category of velocity transducers, counter-type velocity transducers [Fig. 45.4(b)], is simple to
implement and is directly compatible with digital controllers.

The operation of magnet-and-coil velocity transducers is based on Faraday’s law of induction. For a
solenoidal coil with a high length-to-diameter ratio made with closely spaced turns of fine wire, the
voltage induced into the coil is proportional to the velocity of the magnet. Magnet-and-coil velocity
transducers are available with strokes ranging from less than 10 mm to approximately 0.5 m.

A tachometer generator is, as the name implies, a small AC or DC generator whose output voltage is
directly proportional to the angular velocity of its rotor, which is driven by the controlled output shaft.
Tachometer generators are available for shaft speeds of 5000 rpm, or greater, but the output may be
nonlinear and there may be an unacceptable output voltage ripple at low speeds.

AC tachometer generators are less expensive and easier to maintain than DC tachometer generators,
but DC tachometer generators are directly compatible with analog controllers and the polarity of the
output is a direct indication of the direction of rotation. The output of an AC tachometer generator must
be demodulated (i.e., rectified and filtered), and the demodulator must be phase sensitive in order to
indicate direction of rotation.

Counter-type velocity transducers operate on the principle of counting electrical pulses for a fixed
amount of time, then converting the count per unit time to velocity. Counter-type velocity transducers

FIGURE 45.4 Velocity transducers: (a) magnet and coil, (b) proximity sensors.
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rely on the use of a proximity sensor (pickup) or an incremental encoder [Fig. 45.2(f)]. Proximity sensors
may be one of the following types:

• Electro-optic

• Variable reluctance

• Hall effect

• Inductance

• Capacitance

Two typical applications of counter-type velocity transducers are shown in Fig. 45.4(b).
Since a digital controller necessarily includes a very accurate electronic clock, both pulse counting and

conversion to velocity can be implemented in software (i.e., made a part of the controller program).
Hardware implementation of pulse counting may be necessary if time-intensive counting would divert
the controller from other necessary control functions. A special-purpose IC, known as a quadrature
decoder/counter interface, can perform the decoding and counting functions and transmit the count to the
controller as a data word.

Acceleration Transducers

As with velocity measurements, it is sometimes preferable to measure acceleration directly, rather than
derive acceleration from a displacement or velocity measurement. The majority of acceleration transducers
may be categorized as seismic accelerometers because the measurement of acceleration is based on measuring
the displacement of a mass called the seismic element (Fig. 45.5). The configurations shown in Figs. 45.5(a,b)
require a rather precise arrangement of springs for suspension and centering of the seismic mass. One of
the disadvantages of a seismic accelerometer is that the seismic mass is displaced during acceleration, and
this displacement introduces nonlinearity and bias into the measurement. The force-balance configuration
shown in Fig. 45.5(c) uses the core of an electromagnet as the seismic element. A sensitive displacement
sensor detects displacement of the core and uses the displacement signal in a negative feedback arrangement
to drive the coil, which returns the core to its center position. The output of the force-balance accelerometer
is the feedback required to prevent displacement rather than displacement per se.

A simpler seismic accelerometer utilizes one electrode of a piezoelectric crystal as the seismic element
[Fig. 45.5(d)]. Similarly, another simple accelerometer utilizes the common plate of a differential capacitor
[Fig. 45.3(a)] as the seismic element.

Force Transducers

Force measurements are usually based on a measurement of the motion, which results from the applied
force. If the applied force results in gross motion of the controlled output, and the mass of the output
element is known, then any appropriate accelerometer attached to the controlled output produces an
output proportional to the applied force (F = Ma). A simple spring-balance scale [Fig. 45.6(a)] relies on
measurement of displacement, which results from the applied force (weight) extending the spring.

Highly precise force measurements in high-value servomechanisms, such as those used in pointing
and tracking devices, frequently rely on gyroscope precession as an indication of the applied force. The
scheme is shown in Fig. 45.6(b) for a gyroscope with gimbals and a spin element. A motion transducer
(either displacement or velocity) on the precession axis provides an output proportional to the applied
force. Other types of gyroscopes and precession sensors are also used to implement this force measure-
ment technique.

Static force measurements (in which there is no apparent motion) usually rely on measurement of
strain due to the applied force. Figure 45.6(c) illustrates the typical construction of a common force
transducer called a load cell. The applied force produces a proportional strain in the S-shaped structural
member, which is measured with a sensitive displacement transducer, usually a strain gauge resistor or
a piezoelectric crystal. 
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FIGURE 45.5 Seismic accelerometers: (a) rectilinear acceleration transducers, (b) rotary accelerometer, (c) force-
balance accelerometer, (d) piezoelectric accelerometer.
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45.3 Process Transducers

This section discusses transducers used in measuring and controlling the process variables most frequently
encountered in industrial processes, namely,

• Fluid pressure

• Fluid flow

• Liquid level

• Temperature

Fluid Pressure Transducers

Most fluid pressure transducers are of the elastic type, in which the fluid is confined in a chamber with
at least one elastic wall, and the deflection of the elastic wall is taken as an indication of the pressure.
The Bourdon tube and the bellows are examples of elastic pressure transducers, which are used in
laboratory-grade transducers and in some industrial process control applications. The fluid pressure
transducer depicted in Fig. 45.7, which uses an elastic diaphragm to separate two chambers, is the type
most frequently encountered in industrial process control. Diaphragms are constructed from one of a
variety of elastic materials ranging from thin metal to polymerized fabric.

For gross pressure measurements, the displacement of the diaphragm is sensed by a potentiometer or
LVDT; for more sensitive pressure measurements, any one of the three sensitive displacement sensors
described earlier is used. In the most common configuration for sensitive pressure transducers, a strain
gauge resistor with a rosette pattern is bonded to the diaphragm. In another configuration, the outer

FIGURE 45.6 Force transducers: (a) spring scale, (b) gyroscope, (c) load cell.
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walls of the pressure sensor serve as capacitor plates and the diaphragam serves as the common plate of
a differential capacitor. In a very sensitive and highly integrated configuration, the diaphragm is a silicon
wafer with a piezoresistive strain gauge and signal conditioning circuits integrated into the silicon.

High-vacuum (very low pressure) measurements, usually based on observations of viscosity, thermal
conductivity, acoustic properties, or ionization potential of the fluid, will not be included in this discus-
sion. Transducers used in high-pressure hydraulic systems [70 MPa (10,000 psi) or greater] are usually
of the piston and spring type [Fig. 45.8].

In either of the pressure transducers, the output is actually a measure of the difference in pressure
between the working chamber and the reference chamber of the transducer (i.e., pOUT = p - pREF). The
measurement is called:

• An absolute pressure if the reference chamber is sealed and evacuated (i.e., pREF = 0 and pOUT = p)

• A gauge pressure if the reference chamber is vented to the atmosphere (i.e., pOUT = p - pATM)

• A differential pressure if any other pressure is applied to the reference chamber

Fluid Flow Transducers (Flowmeters)

Flowmetering, because of the number of variables involved, encompasses a wide range of measurement
technology and applications. In industrial processes, the term fluid is applied not only to gases and liquids,
but also to flowable mixtures (often called slurries or sludges) such as concrete, sewage, or wood pulp.
Control of a fluid flow, and hence the type of measurement required, may involve volumetric flow rate,
mass flow rate, or flow direction. Gas flows may be compressible, which also influences the measurement
technique. In addition, the condition of the flow—whether or not it is homogenous and clean (free of
suspended particles)—has a bearing on flowmeter technology. Another factor to be considered is flow
velocity; slow moving laminar flows of viscous material require different measurement techniques than

FIGURE 45.7 Diaphragm pressure transducer.

FIGURE 45.8 Piston-and-spring transducer.
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those used for high-velocity turbulent flows. Still another consideration is confinement of the flow. Whereas
most fluid flow measurements are concerned with full flow through closed channels such as ducts and
pipes, some applications require measurements of partial flow through open channels such as troughs and
flumes. Only the most widely used flowmeters are considered here. 

The major categories of flowmeters are:

• Differential pressure, constriction-type (venturi, orifice, flow nozzle, elbow (or pipe bend), and
pitot static) (Fig. 45.9)

• Fluid-power (gear motors, turbines, and paddle wheels) (Fig. 45.10)

FIGURE 45.9 Differential pressure flowmeters: (a) Venturi flowmeter, (b) orifice flowmeter, (c) nozzle flowmeter,
(d) pipebend (elbow) flowmeter, (e) pitot-static-flowmeter.
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• Ultrasound (Fig. 45.11)

• Vortex shedding (Fig. 45.12)

• Thermal anemometer (Fig. 45.13)

• Electromagnetic (Fig. 45.14)

• Rotameter (variable-area in-line flowmeter) (Fig. 45.15)

Differential pressure flowmeters are suited to high- and moderate-velocity flow of gas and clean, low-
viscosity liquids. Venturi flowmeters [Fig. 45.9(a)] are the most accurate, but they are large and expensive.
Orifice flowmeters [Fig. 45.9(b)] are smaller, less expensive, and much less accurate than venturi flowmeters.

FIGURE 45.10 Fluid power flowmeters: (a) turbine flowmeter, (b) paddle wheel flowmeter, (c) gear motor
flowmeter.
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Nozzle flowmeters [Fig. 45.9(c)] are a compromise between venturi and orifice flowmeters. Pipe-bend
flowmeters [Fig. 45.9(d)], which can essentially be installed in any bend in an existing piping system,
are used primarily for gross flow rate measurements. Pitot-static flowmeters [Fig. 45.9(e)] are used in
flows which have a large cross-sectional area, such as in wind tunnels. Pitot-static flowmeters are also
used in freestream applications such as airspeed indicators for aircraft.

Fluid-power flowmeters are used in low-velocity, moderately viscous flows. In addition to industrial
control applications, turbine flowmeters [Fig. 45.10(a)] are sometime used as speed indicators for ships
or boats. Paddle wheel flowmeters [Fig. 45.10(b)] are used both in closed- and open-flow applications
such as liquid flow in flumes. Since a fluid-power gear motor [Fig. 45.10(c)] is a constant volume device,
motor shaft speed is always a direct indication of fluid flow rate.

FIGURE 45.11 Ultrasound flowmeters: (a) Transmission-type ultrasound flowmeter, (b) doppler ultrasound
flowmeter.

FIGURE 45.12 Vortex-shedding flowmeter.
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FIGURE 45.13 Thermal anemometer.

FIGURE 45.14 Electromagnetic flowmeter.

FIGURE 45.15 Variable-area in-line flowmeter (rotameter).
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Ultrasound flowmeters of the transmission type [Fig. 45.11(a)], which are based on the principle that
the sound transmission speed will be increased by the flow rate of the fluid, are used in all types of clean,
subsonic flows. Doppler flowmeters [Fig. 45.11(b)] rely on echoes from within the fluid, and are thus
only useful in dirty flows that carry suspended particles or turbulent flows that produce bubbles. Ultra-
sound flowmeters are nonintrusive devices, which can often be retrofitted to existing duct or pipe systems.

Vortex shedding flowmeters (Fig. 45.12) introduce a shedding body into the flow to cause production
(shedding) of vortices. The sound accompanying the production and collapse of the vortices is monitored
and analyzed. The dominant frequency of the sound is indicative of the rate of vortex production and
collapse, and hence an indication of flow rate. Vortex shedding flowmeters are useful in low-velocity,
nonturbulent flows.

Thermal anemometers (Fig. 45.13) are used in low-velocity gas flows with large cross-sectional area,
such as in heating, ventilation, and air conditioning (HVAC) ducts. Convection cooling of the heating
element is related to flow rate. The flow rate measurement is based either on the current required to
maintain a constant temperature in the heating element, or alternatively on the change in temperature
when the current is held constant.

Electromagnetic flowmeters (Fig. 45.14) are useful for slow moving flows of liquids, sludges, or slurries.
The flow material must support electrical conduction between the electrodes, and so in some cases it is
necessary to ionize the flow upstream from the measurement point in order to use an electromagnetic
flowmeter.

Variable-area in-line flowmeters (Fig. 45.15), or rotameters, are sometimes referred to as sight gauges
because they provide a visible indication of the flow rate. These devices, when fitted with proximity sensors
(such as capacitive pickups) that sense the presence of the float, can be used in on–off control applications.

Liquid Level Transducers

Liquid-level measurements are relatively straightforward, and the transducers fall into the categories of
contact or noncontact. Measurements may be continuous, in which the liquid level is monitored contin-
uously throughout its operating range, or point, in which the liquid level is determined to be above or
below some predetermined level.

The contact transducers encountered most frequently are:

• Float

• Hydrostatic pressure

• Electrical capacitance

• Ultrasound

The noncontact transducers encountered most frequently are:

• Capacitive proximity sensors

• Ultrasound

• Radio frequency

• Electro-optical

Float-type liquid level transducers are available in a wide variety of configurations for both continuous
and point measurements. One possible configuration is depicted in Fig. 45.16 for continuous measure-
ment and for both single- and dual-point measurements.

Hydrostatic pressure liquid level transducers may be used in either vented or pressurized applications
(Fig. 45.17). In either case the differential pressure is directly proportional to the weight of the liquid
column, since the differential pressure transducer accounts for surface pressure.

Capacitance probes [Fig. 45.18(a)] are widely used in liquid level measurements. It is possible, when
the tank walls are metal, to use a single bare or insulated metal rod as one capacitor plate and the tank
walls as the other. More frequently, capacitance probes consist of a metal rod within a concentric cylinder
©2002 CRC Press LLC



 

FIGURE 45.16 Float-type liquid level transducers.

FIGURE 45.17 Hydrostatic pressure liquid level transducers.

FIGURE 45.18 Capacitive-type liquid level transducers: (a) capacitive probes, (b) capacitive switches.
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open at the ends, which makes the transducer independent of the tank construction. An interesting
application of this type of capacitance probe is as aircraft fuel quantity indicators. Capacitance switches
can be utilizes as depicted in Fig. 45.18(b) to provide noncontact point measurements of liquid level.

Ultrasound echo ranging transducers can be used in either wetted (contact) or nonwetted (noncontact)
configurations for continuous measurement of liquid level [Fig. 45.19(a)]. An interesting application of
wetted transducers is as depth finders and fish finders for ships and boats. Nonwetted transducers can
also be used with bulk materials such as grains and powders. Radio-frequency and electro-optic liquid
level transducers are usually noncontact, echo ranging devices that are similar in principle and applica-
tion to the nonwetted ultrasound transducer.

Ultrasonic transducers can also be adapted to point measurements by locating the transmitter and the
receiver opposite one another across a gap [Fig. 45.19(b)]. When liquid fills the gap, attenuation of the
ultrasound energy is markedly less than when air fills the gap. The signal conditioning circuits utilize this
sharp increase in the level of ultrasound energy detected by the receiver to activate a switch.

Temperature Transducers

Temperature measurement is generally based on one of the following physical principles:

• Thermal expansion

• Thermoelectric phenomena

• Thermal effect on electrical resistance

• Thermal effect on conductance of semiconductor junctions

• Thermal radiation

(Strictly speaking, any device used to measure temperature may be called a thermometer, but more
descriptive terms are applied to devices used in temperature control.)

Bimetallic switches (Fig. 45.20) are widely used in on–off temperature control systems. If two metal
strips with different coefficients of thermal expansion are bonded together while both strips are at the same
temperature, the bimetallic structure will bend when the temperature is changed. Although these devices
are often called thermal cutouts, implying that they are used in normally closed switches, they can be
fabricated in either normally closed or normally open configurations. The bimetallic elements can also be
fabricated in coil or helical configurations to extend the range of motion due to thermal expansion. 

Thermocouples are rugged and versatile temperature sensors frequently found in industrial control
systems. A thermocouple consists of a pair of dissimilar metal wires twisted or otherwise bonded at one
end. The Seebeck effect is the physical phenomena that accounts for thermocouple operation, so thermo-
couples are known alternatively as Seebeck junctions. The potential difference (Seebeck voltage) between
the free ends of the wire is proportional to the difference between the temperature at the junction and

FIGURE 45.19 Ultrasound liquid level transducers: (a) echo-ranging liquid level transducer, (b) ultrasound switch.
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the temperature at the free ends. Thermocouples are available for measurement of temperature as low
as -270°C and as high as 2300°C, although no single thermocouple covers this entire range. Thermo-
couples are identified as type B, C, D, E, G, J, K, N, R, S, or T, according to the metals used in the wire.

Signal conditioning and amplification of the relatively small Seebeck voltage dictates that the thermo-
couple wires must be connected to the terminals of a signal conditioning circuit. These connections
create two additional Seebeck junctions, each of which generates its own Seebeck voltage, which must
be canceled in the signal conditioning circuit. To implement cancellation to the corrections the following
are necessary [Fig. 45.21(a)]: 

• The input terminals of the signal conditioning circuit must be made of the same metal.

• The two terminals must be on an isothermal terminal block so that each Seebeck junction created
by the connection is at the same temperature.

• The temperature of the terminal block must be known.

FIGURE 45.20 Bimetallic thermal switch.

FIGURE 45.21 Thermocouples: (a) typical thermocouple connection, (b) some thermocouple accessories and
configurations.
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The first two requirements are met by appropriate construction of the signal conditioning circuit. The
third requirement is met by using a reference temperature sensor, probably an IC temperature transducer
of the type described later.

Thermocouple and thermocouple accessories are fabricated for a variety of applications [Fig. 45.21(b)].
Protective shields (thermowells) are used to protect thermocouple junctions in corrosive environments
or where conducting liquids can short circuit the thermocouple voltage; however, exposed (bare) junc-
tions are used wherever possible, particularly when a fast response is essential.

Resistance temperature detectors (RTD) are based on the principle that the electrical resistivity of most
metals increases predictably with temperature. Platinum is the preferred metal for RTDs, although other
less expensive metals are used in some applications. The resistivity of platinum is one of the standards
by which temperature is measured. The relatively good linearity of the resistivity of platinum over a wide
temperature range (-200 to 800°C) makes platinum RTDs suitable for stable, accurate temperature
transducers, which are easily adapted to control systems applications.

The disadvantage of the RTD is that the temperature-sensitive element is a rather fragile metal filament
wound on a ceramic bobbin or a thin metal film deposited on a ceramic substrate. RTD elements are
usually encapsulated and are rarely used as bare elements. The accessories and application packages used
with RTDs are similar to those used with thermocouples [Fig. 45.21(b)].

Most platinum RTDs are fabricated so as to have a nominal resistance of 100 W at 0°C. The resistance
temperature coefficient of platinum is approximately 3–4 mW/W/°C, so resolution of the temperature
to within 1°C for a nominal 100-W RTD element requires resolution of the absolute resistance within
0.3–0.4 W. These resistance resolution requirements dictate use of special signal conditioning techniques
to cancel the lead and contact resistance of the RTD element (Fig. 45.22). The circuit depicted in Fig. 45.22
is a variation of a 4-wire ohmmeter. Most RTDs are manufactured with four leads to be compatible with
such circuits.

Thermistors are specially prepared metal oxide semiconductors that exhibit a strong negative temper-
ature coefficient, in sharp contrast to the weak positive temperature coefficient of RTDs. Nominal
thermistor resistance, usually specified for 25°C, ranges from less than 1000 W to more than 1 MW,
with sensitivities greater than 100 W/°C. Thus, the thermistor is the basis for temperature sensors that
are much more sensitive and require less special signal conditioning than either thermocouples or RTDs.
The tradeoff is the marked nonlinearity of the resistance-temperature characteristic. To minimize this
problem, manufacturers provide packages in which the thermistor has been connected into a resistor
network chosen to provide a relatively linear resistance-temperature characteristic over a nominal tem-
perature range.

The development of thermistor technology has lead to the IC temperature sensor in which the
temperature-sensitive junction(s) and the required signal conditioning circuits are provided in a mono-
lithic package. The user is only required to provide a supply voltage (typically 5 V DC) to the IC in order
to obtain an analog output voltage proportional to temperature. Thermistors and IC temperature sensors

FIGURE 45.22 Typical resistance temperature detector (RTD) application.
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can be produced in very small packages, which permit highly localized temperature measurements. Some
thermistors designed for biological research are mounted in the tip of a hypodermic needle. The short-
comings of both thermistor and IC temperature sensors are that they are not rugged, cannot be used in
caustic environments, and are limited to temperatures below approximately 200°C.

Radiation thermometers are used for remote (noncontact) sensing of temperature in situations where
contact sensors cannot be used. Operation is based on the principles of heat transfer through thermal
radiation. Radiation thermometers focus the infrared energy from a heat source onto a black body (target)
within the radiation thermometer enclosure [Fig. 45.23]. One of the contact temperature sensors described
previously is incorporated into the target to measure the target temperature. The rise in temperature at
the target is related to the source temperature. Typical radiation thermometers have standoff ranges (focal
lengths) of 0.5–1.5 m, but instruments with focal length as short as 1 cm or as long as 10 m are available.
Radiation thermometers are available for broadband, monochromatic, or two-color thermometry.

45.4 Transducer Performance

The operation of a transducer within a control system can be described in terms of its static performance
and its dynamic performance. The static characteristics of greatest interest are:

• Scale factor (or sensitivity)

• Accuracy, uncertainty, precision, and system error (or bias)

• Threshold, resolution, dead band, and hysteresis

• Linearity

• Analog drift

The dynamic characteristics of greatest interest are:

• Time constant, response time, and rise time

• Overshoot, settling time, and damped frequency

• Frequency response

Static performance is documented through calibration, which consists of applying a known input
(quantity or phenomenon to be measured) and observing and recording the transducer output. In a
typical calibration procedure, the input is increased in increments from the lower range limit to the
upper range limit of the transducer, then decreased to the lower range limit. The range of a component
consists of all allowable input values. The difference between the upper and lower range limits is the
input span of the component; the difference between the output at the upper range limit and the output
at the lower range limit is the output span.

Dynamic performance is documented by applying a known change, usually a step, in the input and
observing and recording the transducer output, usually with a strip recorder or a storage oscilloscope.

FIGURE 45.23 Schematic of the radiation thermometry scheme.
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45.5 Loading and Transducer Compliance

A prime requirement for an appropriate transducer is that it be compliant at its input. Compliance in
this sense means that the input energy required for proper operation of the transducer, and hence a
correct measurement of the controlled output, does not significantly alter the controlled output. A
transducer that does not have this compliance is said to load the controlled output. For example, a
voltmeter must have a high-impedance input in order that the voltage measurement does not significantly
alter circuit current and, hence, alter the voltage being measured.

Defining Terms

Controlled output: The principal product of an automatic control system; the quantity or physical
activity to be measured for automatic control.

Feedback path: The cascaded connection of transducer and signal conditioning components in an
automatic control system.

Forward path: The cascaded connection of controller, actuator, and plant or process in an automatic
control system.

Motion transducer: A transducer used to measure the controlled output of a servomechanism; usually
understood to include transducers for static force measurements.

Plant or process: The controlled device that produces the principal output in an automatic control
system.

Process control: The term used to refer to the control of industrial processes; most frequently used in
reference to control of temperature, fluid pressure, fluid flow, and liquid level.

Process transducer: A transducer used to measure the controlled output of an automatic control system
used in process control.

Reference input: The signal provided to an automatic control system to establish the required controlled
output; also called setpoint. 

Servomechanism: A system in which some form of motion is the controlled output.
Signal conditioning: In this context, the term used to refer to the modification of the signal in the

feedback path of an automatic control system; signal conditioning converts the sensor output to
an electrical signal suitable for comparison to the reference input (setpoint); the term can also be
applied to modification of forward path signals. 

Transducer: The device used to measure the controlled output in an automatic control system; usually
consists of a sensor or pickup and signal conditioning components.
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Further Information

Manufacturers and vendors catalogs, data documents, handbooks, and applications notes, particularly
the handbook series (current year) by Omega Engineering, Inc.:

The Flow and Level Handbook
The Pressure, Strain, and Force Handbook
The Temperature Handbook

Trade journals, magazines, and newsletters, particularly:

Instrumentation Newsletter (National Instruments)
Personal Engineering and Instrumentation News
Test and Measurement News (Hewlett Packard)
Test and Measurement World
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46.1 Introduction

As computers began to gain popularity, engineers and scientists realized that computers could become a
powerful tool. However, almost all real-world phenomena (such as light, pressure, velocity, temperature,
etc.) are analog signals, and computers, on the other hand, rely on digital signals. Therefore, many companies
began to invest in advancements in analog-to-digital and digital-to-analog converters (ADC and DAC).
These devices have become the keystone in every measurement device. This chapter will examine the ADC
and DAC on a functional level as well as discuss important specifications of each.

46.2 Sampling

In order to convert an analog signal into a digital signal, the analog signal must first be sampled. Sampling
involves converting one value of a signal at a particular interval of time. Generally, conversions happen
uniformly in time. For example, a digitizing system may convert a signal every 5 µs, or sample at 200 kS/s.
Although it is not necessary to uniformly sample a signal, doing so provides certain benefits that will be
discussed later.

A typical sampling circuit contains two major components: a track-and-hold (T/H) circuit and the ADC.
Since the actual conversion in the ADC takes some amount of time, it is necessary to hold constant the
value of the signal being converted. At the instance the sample is to be taken, the T/H holds the sample value
even if the signal is still changing. Once the conversion has been completed, the T/H releases the value it is
currently storing and is ready to track the next value.

One aspect of sampling that cannot be avoided is that some information is thrown away, meaning that
an analog waveform actually has an infinite number of samples and there is no way to capture every value.

Mike Tyler
National Instruments, Inc.
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The major pitfall associated with this fact is called undersampling or sampling too slow. If a 10-kHz sine-
wave is to be acquired and sampling only occurs at 5 kS/s, the true waveform will not be preserved. In
fact, a waveform of a different frequency will result. The result of undersampling is often referred to as
aliasing. According to the Nyquist theory, which deals with sampling, sampling should occur at a rate
twice as high as the highest frequency component of the signal. In general, this theory just preserves the
frequency of the signal; so if the shape of the waveform is desired, sampling should probably be at least
10 times as fast as the signal.

46.3 ADC Specifications

Range

The input range of an ADC is the span of voltages over which the ADC can make a conversion. For
example, a common range for ADC is 0–5 V, meaning that the ADC can convert an input that is within
0–5 V. The end points of the low and high end of the range are called -full-scale and +full-scale (they
are also referred to as rails). If the -full-scale is equal to 0 V, then the range is referred to as unipolar,
and if the two full-scale values have the same magnitude, e.g., -5 V to +5 V, then the range of the ADC
is referred to as bipolar. If an input voltage falls outside the range, the ADC is said to be overranged. In
this case, most ADCs will return a value of the endpoint closest to the voltage.

Resolution

The resolution of a digitizer is the smallest detectable change in voltage; however, the resolution of an
ADC usually refers to the number of binary bits it produces. For example, a 12-bit ADC represents a
converted analog value, using 12 digital bits. This same 12-bit ADC can resolve a value to one of 4096
(= 212) different levels. Another common way to specify resolution is by decimal digits. A 6-digit voltmeter
measuring on a 1-V scale could measure in 0.000001 V steps from -0.999999 V to 0.999999 V.

Coding Convention

The different formats an ADC can use represent its output and are known as coding convention. An
ADC using binary coding produces all 0s at –full-scale and all 1s at +full-scale (e.g., a 3-bit converter
would produce 000 through 111).

Linear Errors

Linear errors are the largest and most common errors in an ADC, and are easily corrected by simple
calibration or by additions and multiplications by correction constants. Although linear errors do not
distort the ADC transfer function, they can change the range over which the ADC correctly operates.

Nonlinear Errors

Unlike linear errors, nonlinear errors are more difficult to compensate for in either the analog or digital
signal. The best way to mitigate nonlinear error is to choose a well-designed, well-specified ADC.
Nonlinear errors are characterized by two different specifications: differential nonlinearity (DNL) and
integral nonlinearity (INL).

DNL measures any irregularity in the code width (smallest detectable change) by comparing the actual
change in value to the ideal value of one code width (or 1 LSB). INL measures the deviation from an
ideal transfer line of the code transitions.

Another important specification of an ADC in regards to differential nonlinearity is if any codes are
missing. A missing code can be thought of as a code with a width of 0 LSB (or a DNL of –1). If a code
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is missing, the step size at that point in the transfer function is doubled, effectively cutting the local
resolution of the ADC in half. Therefore, ADC datasheets will specify if the ADC has no missing codes. 

Another way to capture the same information included in INL is a measurement called relative
accuracy. Relative accuracy indicates how far away from the ideal the code transitions are (which is INL),
but also includes how far any part of the transfer function, including quantization “staircase” error,
deviates from ideal. In an ideal noiseless ADC, the worse case relative accuracy is always greater than the
INL. However, if an ADC has some inherent noise and has noise (referred to a dither) added to the input,
then the relative accuracy actually improves. The addition of noise to a quantizer tends to smooth the
average transfer function that results in less of a “staircase” effect. This improvement in the transfer
functions linearity comes at the expense of conversion errors caused by the added noise.

Aperture Errors

Aperture errors deal with the timing of the conversions themselves. All ADCs require some signal,
generally a pulse train clock, to tell the ADC when to start a conversion. Inherently, some small amount of
time will elapse when the ADC receives this convert signal and when the sample is held. This amount
of time that lapses is called the aperture delay. Most ADCs have an aperture delay of just a few nanosec-
onds. However, most measurement devices have some other circuitry in front of the ADC, such as
amplifiers, which have the effect of negating the aperture delay caused by the ADC. For example, if the
ADC has a delay of 10 ns and the amplifier has a delay of 160 ns, the effective aperture delay of the
system is -150 ns.

Another important time specification is jitter. Jitter (or aperture jitter) measures the difference in the
amount of time between each sample. If a signal is sampled at 1 million samples per second (1 MS/s),
the expected period between each sample would be exactly 1 µs. The actual time between samples could
vary from 1 µs by as much as a few picoseconds to a nanosecond from cycle to cycle. Jitter can be caused
by the clock source, digital clock circuitry, or S/H circuitry. The most common effect of jitter is to add
interference at frequencies very close to the signal of interest.

Noise

Noise limits the ADC resolution because an interfering waveform is present in the input signal as it is
being converted. The most common source of noise in a signal is thermal noise. Thermal noise is caused
by the random nature of electrical components. With higher temperatures and resistances in components,
the thermal noise will increase. Other common sources of noise are electromagnetically coupled to nearby
circuitry, such as logic circuits and clocks. Generally, noise is specified in volts peak-to-peak or rms, or
LSBs rms or peak-to-peak.

Quantization error, previously discussed, is sometimes referred to as quantization noise. Although
quantization error is perfectly predictable with respect to the input signal, when a signal is fairly “busy”
(meaning that each consecutive conversions do not result in many common bits of data) the quantization
error becomes chaotic. When this occurs, the quantization error can be thought of as another source of
random noise, whose statistical distribution is uniform from –0.5 to 0.5 LSB and whose standard deviation
is  LSB. In spectral analysis, this is sometimes the dominant source of noise.

Once noise reaches the ADC, there are ways to process the noise out of the signal, provided that the
noise is an independent signal. One of the most common ways to decrease noise in a DC measurement
is to acquire a number of points and average the values. If the noise is white random noise, which has
equal energy density at all frequencies, averaging will reduce the amount of noise by the square root of
the number of samples averaged. If the noise is interfering with a repetitive waveform, the noise can be
reduced by measuring a number of waveforms, using a level trigger and then averaging the waveforms.
Most digital oscilloscopes have waveform averaging.

Most noise specifications for an ADC are for quiet, low-impedance signals. To preserve the noise
performance of the ADC, the user must connect signals to the inputs with shielded cabling that keeps
signals away from any electromagnetic interference.

1/ 12
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Dynamic Range

Dynamic range is the ratio of largest to smallest signal the ADC can represent. The dynamic range is
found by taking a full-scale signal value and comparing that to the smallest detectable noise level of
the ADC. The dynamic range is usually expressed in decibels (dB) and can be found by the following
formula:

where S is large signal level and N is noise level. The noise level includes quantization noise of the ADC,
which for an ideal ADC is equal to  LSB rms. A full-scale sine wave has an amplitude of 2n-1 LSB
or  (n = number of bits of the ADC). Therefore, an ideal ADC has a dynamic range of

Since no ADC is ideal, the effective number of bits (ENOB) of an actual ADC can be calculated using
the above equation. The ENOB represents the real world resolution of an ADC, and can be found with
the following equation using dynamic range:

For example, a 12-bit ADC with a dynamic range of 69 dB has an ENOB of 11.17 bits.

Types of ADCs

All ADCs accomplish the same fundamental task of taking an analog signal and converting it into a digital
representation. Two crucial characteristics of an ADC are the speed at which conversions can be made and
the resolution of the conversions. In most cases, this becomes a trade-off of speed vs. resolution. For
example, a converter of 100 MS/s at 24 bits is not currently available, but there are 100 MS/s converters
(probably at 8 bits) and 24-bit converters (probably at 1 kS/s). This makes it important to understand
how the ADC will be used in order to match the correct converter for the application.

Despite the many different types of ADCs available, they all share some common characteristics. The
heart of any ADC converter is the comparator. A comparator is a simple 1-bit ADC, which has two analog
inputs and one digital output. One of the analog input signals is a reference voltage that has some known
value. The other inputs will either be greater than or less than the known input value, and that will turn
into a digital value of 1 or 0. Some ADCs are actually composed of multiple comparators, but the basic
theory for each one is the same.

Flash

Flash ADCs are the fastest ADCs available, obtaining speeds in multiple gigasamples per second. However,
true to the speed vs. resolution trade-off discussed, the flash converters generally have resolutions of 10
bits and below. A flash converter with n bits of resolution is composed of 2n-1 high-speed comparators
operating in parallel, see Fig. 46.1. A string of 2n -1 resistors between two voltage references supplies a set
of uniformly spaced voltages that span the input range, one for each comparator. The input voltage is
then compared to each level simultaneously. The comparators then output a 1 for all voltages below the
input voltage, and a 0 for all voltages above the input voltage. These resulting digital values are then fed
into a logic convert to output an n-bit value.

Because of the simplicity of the design, flash converters are fast, but as the resolution of the converter
is increased the number of comparators and resistors needed increases exponentially. Both the size

Dynamic Range 20 S/N( )log=

1/ 12
2n-1/ 2

Dynamic Range 20 2n-1/ 2 1 / 12¥( )log=

6.0206n 1.7609+=

NOB Dynamic Range 1.7609–( )/6.0206=
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and power needed to operate the converter also increase exponentially as a result of increased resolution,
and this way the converters are limited in their resolution. However, because string resistors’ values
typically vary only a few percent from one another, the differential linearity of the flash ADC is quite
good.

Successive-Approximation Register

Successive-approximation register (SAR) ADCs are the most common ADCs, having resolutions of
8–16 bits and speeds up to 10 MS/s. These ADCs are low-cost, and generally have good integral linearity.
The SAR ADC architecture contains a high-speed DAC in a feedback loop, see Fig. 46.2. The SAR iterates
the DAC through a series of levels, which are then compared to the input voltage. As the conversion
progresses, the SAR builds the n-bit digital output as a result of these comparisons. When the SAR has
finished, the output of the DAC is as close to the input signal as possible, and the digital input of the
DAC becomes the output of the SAR ADC.

A good real world analogy to an SAR is a balance scale. If an object of unknown mass is placed on
one side and continues to test a combination of weights until the scale is balanced, the weight of the
object can be obtained.

The speed of the SAR ADC is limited by the rate at which the DAC can settle inside the feedback loop.
In fact, the DAC must settle n times for every n bits of resolution desired in the ADC. In order to achieve
faster rates, the SAR architecture can be used as the basis for a different ADC, the multistage.

FIGURE 46.1 Flash ADC—A flash converter has 2n–1 comparators operating in parallel. It relies on the uniformity
of the resistors for linearity.

FIGURE 46.2 SAR ADC—A successive-approximation (SAR) converter has one comparator, which iterates through
a series of “guesses” to determine a digital representation of the signal.
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Multistage

In order to achieve higher rates than the SAR, multistage ADCs use the iterative approach of the SAR
but reduce the number of comparisons needed to complete the conversion. In addition to the comparator,
the multistage ADC uses low-resolution flash converters, see Fig 46.3. In the figure, the 6-bit flash is used
to convert the residual errors from the 8-bit flash. These two outputs from the ADCs are then combined
using digital logic to produce a 12-bit output.

Most multistage ADCs are actually pipelined ADC. Pipelined ADCs have the same architecture as a
multistage ADC, but each flash converter contains a T/H at the input. This allows each stage to convert
the residual error while the previous stage has moved on to the next sample. This way the whole converter
can operate at the speed of the slowest stage, as opposed to the multistage that operates at a speed equal
to the sum of all the stages.

Integrating

Integrating ADCs are the opposite of the flash converter. They are designed to return very high-resolution
reading. As a trade-off, they operate at slower speeds. It is a very simple design; the integrating ADCs
consist of an integrating amplifier, a comparator, a digital counter, and an extremely stable capacitor.
The most common integrating ADC is the dual-slope. In this architecture, the capacitor is initially
discharged to have no potential across it. At a set time, the input is applied across the capacitor and it
begins to charge for a set period of time T1. Because of the properties of a capacitor, the rate of charge
is proportional to the input voltage. After T1, the capacitor is switched to a negative reference voltage
and begins to discharge at a rate proportional to the reference. The digital counter simply measures how
much time it took for the capacitor to completely discharge T2. Since T1 and the rate at which the capacitor
discharges are both known values, the voltage of the input can be obtained by a simple ratio.

It is important to note that the convert is not actually measuring the input voltage itself. Instead, the
ADC obtains the voltage by measuring time and using digital logic to calculate the input voltage. This
method has the advantage of rejecting noise, such as periodic noise, to which other ADCs are susceptible.
In addition, most integrating ADCs operate on a multiple of an AC line period (1/60 or 1/50 s) so that
stray electromagnetic fields caused by power systems are cancelled.

Sigma-Delta

The sigma-delta (SD) ADC is one of the most popular types of ADC due to its fit on the speed vs.
resolution curve. SD ADCs can provide 16–24 bits of resolution at sample rates of up to hundreds of
thousands of samples per second. This speed and resolution makes them ideal for certain applications
such as vibration and audio analysis; however, the process of integration causes the SD ADC to have
poor DC accuracy. Figure 46.4 shows the design of an SD ADC. The heart of an SD ADC is actually a
1-bit ADC that samples at incredibly high rates. Typically, these 1-bit ADCs sample at 64 or 128 times
the eventual sample rate, which is a process known as oversampling. In addition to the high-speed ADC,
an SD architecture consists of an analog low-pass filter and a DAC all together in a feedback loop. The
result forces otherwise unavoidable quantization noise into higher frequency bands. This resulting spec-
trum of the noise is part of a process called noise shaping. The output of this feedback loop, which is

FIGURE 46.3 Multistage ADC—A multistage converter is a combination of the SAR and flash converters to provide
faster sampling than the SARs and at a higher resolution than the flash converters could provide.
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actually just a stream of 1-bit conversions, is then fed to a digital filter. The digital filter then increases
the resolution, reduces the data rate, and applies a low-pass digital filter to the data coming out of the
feedback loop. After this process, the SD ADC has an output with high resolution and signals only in
the frequency band of interest, eliminating most of the inherent electronic noise.

Digital-to-Analog Converters

The opposite of an ADC, which takes an analog value and produces a digital value, would be a device
that takes digital values and creates analog values. A digital-to-analog converter (DAC) is a device that,
given a digital representation of a signal, can create an analog signal at a specific voltage level. Although
much of the theory behind ADCs discussed previously applies to DACs, a unique set of terms and
phenomena do exist.

Updating

Updating can be thought of as the DAC equivalent to sampling. If a DAC is to generate a sine wave from
a group of digital values, we need some way to specify how this waveform is to be generated. Simply put,
the update rate is how many points per second that a DAC can output an analog value, generally given
in samples per second, kilosamples per second, or million samples per second. 

46.4 DAC Specifications

Range

The range of a DAC is identical to the definition of the range of an ADC. This refers to the voltage range
of values that the DAC can output. 

Resolution

The resolution of a DAC is specified identical to the ADC; however, the perspective is reversed. In an
ADC, resolution defines how many digital bits would represent an analog value, thus giving us a level of
granularity we could acquire. With a DAC, the resolution indicates how many digital bits need to be
supplied to the DAC to operate and what granularity of signal we can produce. 

Monotonicity

One of the most useful specifications of a DAC is the monotonicity. If a DAC is monotonic, this implies
that as the digital value increases, the analog output value will also increase or at least stay the same.
Conversely, a device is said to be nonmonotonic if one or more values of the analog output may actually
be less than the values corresponding to codes having smaller weight. Many applications are sensitive to
fine changes in output value; therefore, any DAC used needs to be monotonic on all bits.

FIGURE 46.4 SD ADC—A sigma-delta converter uses a 1-bit comparator to determine the signal value. SD
converters have great linearity by design, because the 1-bit ADC is perfectly linear, theoretically, since it can assume
only one of two values.
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Settling Time and Slew Rate

Settling time and slew rate together determine how rapidly a DAC can change the analog value it is out-
putting. Settling time refers to the amount of time it takes the output of the DAC to reach a specified
accuracy level. Most DACs specify settling time as a full-scale change in voltage, from the smallest output
value to the largest. Slew rate, specified in volt per second, is the maximum rate of change of the output
of the DAC. Therefore, a DAC with a fast slew rate and a small settling time can generate high-frequency
signals because an accurate voltage level can be obtained in a very small amount of time.

Offset Error and Gain Error

Offset error refers to the transfer characteristic of the DAC not outputting an analog value of 0 when
the digital value of 0 is applied. The range from zero to full would be offset from the specified value
because the offset would carry throughout the transfer function. The offset error can be thought of as a
translation in the transfer line either up or down from the ideal. Gain error indicates a linear deviation
from the ideal transfer line of a DAC. This can be caused by a variety of factors, which results in a change
of slope from the ideal. 

Architecture of DACs

Unlike ADCs, DACs do not implement a wide range of approaches to convert a digital input code to an
analog value. Instead, almost all DACs use some combination of a switch network, resistive network, and
summing amplifier. This is not to say that all DACs have the same design, but they are all based on the
principle of switching.

Switching Network

The switching network of a DAC can be thought of as the heart of the conversion. Since digital bits are
either on or off, these bits can be used to control single poll switches. These switches are then used to
direct some form of analog circuitry to develop an analog value. For example, a 3-bit DAC would comprise
three switches, one for each bit of input data. Depending on the code given, these switches would close
in such a way to develop an analog value from a reference source that is equal to the digital representation,
see Fig. 46.5. Depending on the design of the analog circuitry in the DAC, the switches may be connecting
current or voltage references to a resistive network.

FIGURE 46.5 DAC architecture—Most digital-to-analog converters (DACs) follow a standard architecture of a
switch network, a resistive network, and an amplifier.
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Resistive Networks

Resistive networks in a DAC provide the varying levels of analog output voltage, which will form the
output of the DAC. Although many different resistive schemes are used in DAC design, the basic principle
is common in all of them. The one shown in Fig. 46.5 uses a dual resistor quad approach. In the figure,
bits 0–3 and 4–7 are separated by a single resistor. These two independent groups are each a resistor
quad with resistor values of 1R-2R-4R-8R where R is equal to 10 kWs. If any of the switches is in the 1
position, a current will develop across the resistor proportional to the resistors’ value. Therefore, if bit 0
is on a current proportional to 1/1R is generated, whereas if switch 2 is on a current proportional to
1/4R would be generated. The resistor between the two quads has the effect of a 16:1 current attenuator,
so that even though bit 4 would generate a current proportional to 1/1R, once it gets to the amplifier it
would appear to have a current proportional to 1/16R. In this case, bit 0 would be the most significant
bit (MSB), and bit 7 would be the least significant bit (LSB).

Summing Amplifier

The operational amplifier (op-amp) used in the DAC circuit of Fig 46.5 is acting as a summing amplifier.
As the different bits generate a particular current, the op-amp is designed to collect the total current and
would generate an output voltage. This output voltage of the op-amp is now an analog representation
of the digital code which was fed to the DAC.
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47
Signal Conditioning

47.1 Linear Operations
Amplitude Scaling • Impedance Transformation • Linear 
Filtering

47.2 Nonlinear Operations

Kelvin’s first rule of instrumentation states, in essence, that the measuring instrument must not alter the
event being measured. For the present purposes, we can consider the instrument to consist of an input
transducer followed by a signal-conditioning section, which in turn drives the data-processing and display
section (the remainder of the instrument). We are using the term instrument in the broad sense, with the
understanding that it may actually be a measurement subsystem within virtually any type of system.

Certain requirements are imposed upon the transducer if it is to reproduce an event faithfully: It must
exhibit amplitude linearity, phase linearity, and adequate frequency response. But it is the task of the
signal conditioner to accept the output signal from the transducer and from it produce a signal in the
form appropriate for introduction to the remainder of the instrument.

Analog signal conditioning can involve strictly linear operations, strictly nonlinear operations, or some
combination of the two. In addition, the signal conditioner may be called upon to provide auxiliary
services, such as introducing electrical isolation, providing a reference of some sort for the transducer,
or producing an excitation signal for the transducer.

Important examples of linear operations include amplitude scaling, impedance transformation, linear
filtering, and modulation.

A few examples of nonlinear operations include obtaining the root-mean-square (rms) value, square
root, absolute value, or logarithm of the input signal.

There is a wide variety of building blocks available in either modular or integrated-circuit (IC) form
for accomplishing analog signal conditioning. Such building blocks include operational amplifiers, instru-
mentation amplifiers, isolation amplifiers, and a plethora of nonlinear processing circuits such as com-
parators, analog multiplier/dividers, log/antilog amplifiers, rms-to-DC converters, and trigonometric
function generators.

Also available are complete signal-conditioning subsystems consisting of various plug-in input and output
modules that can be interconnected via universal backplanes that can be either chassis- or rack-mounted.

47.1 Linear Operations

Three categories of linear operations important to signal conditioning are amplitude scaling, impedance
transformation, and linear filtering.

Amplitude Scaling

The amplitude of the signal output from a transducer must typically be scaled—either amplified or
attenuated—before the signal can be processed.

Stephen A. Dyer
Kansas State University
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Amplification

Amplification is generally accomplished by an operational amplifier, an instrumentation amplifier, or an
isolation amplifier.

Operational Amplifiers
A conventional operational amplifier (op amp) has a differential input and a single-ended output. An
ideal op amp, used often as a first approximation to model a real op amp, has infinite gain, infinite
bandwidth, infinite differential input impedance, infinite slew rate, and infinite common-mode rejection
ratio (CMRR). It also has zero output impedance, zero noise, zero bias currents, and zero input offset
voltage. Real op amps, of course, fall short of the ideal in all regards.

Important parameters to consider when selecting an op amp include:

1. DC voltage gain K0.
2. Small-signal gain-bandwidth product (GBWP) fT , which for most op amps is fT � K0 f1, where f1

is the lower break frequency in the op amp’s transfer function. The GBWP characterizes the closed-
loop, high-frequency response of an op-amp circuit.

3. Slew rate, which governs the large-signal behavior of an op amp. Slew rates range from less than
1 V/µs to several thousand volts per microsecond.

Other parameters, such as input and output impedances, DC offset voltage, DC bias current, drift voltages
and currents, noise characteristics, and so forth, must be considered when selecting an op amp for a
particular application.

There are several categories of operational amplifiers. In addition to “garden-variety” op amps there
are many op amps whose characteristics are optimized for one or more classes of use. Some categories
of op amps include:

1. Low-noise op amps, which are useful in the portions of signal conditioners required to amplify
very-low-level signals.

2. Chopper-stabilized op amps, which are useful in applications requiring extreme DC stability.
3. Fast op amps, which are useful when large slew rates and large GBWPs are required.
4. Power op amps, which are useful when currents of greater than a few mA must be provided to

the op amp’s load.
5. Electrometer op amps, which are used when very high (>1013 Ω ) input resistances and very low

(<1 pA) input bias currents are required.

An introduction to op amps and basic circuit configurations occurs in essentially any modern text on
circuit theory or electronics, and the reader can find detailed theoretical developments and many useful
configurations and applications in Roberge (1975), Graeme et al. (1971), Graeme (1973, 1977), Horowitz
and Hill (1989), and Stout and Kaufman (1976).

Instrumentation Amplifiers
Instrumentation amplifiers (IAs) are gain blocks optimized to provide high input impedance, low output
impedance, stable gain, relatively high common-mode rejection (CMR), and relatively low offset and
drift. They are well suited for amplification of outputs from various types of transducers such as strain
gages, for amplification of low-level signals occurring in the presence of high-level common-mode
voltages, and for situations in which some degree of isolation is needed between the transducer and the
remainder of the instrument.

Although instrumentation amplifiers can be constructed from conventional op amps [a three-op-amp
configuration is typically discussed; see, for example, Stout and Kaufman (1976)], they are readily available
and relatively inexpensive in IC form. Some IAs have digitally programmable gains, whereas others are
programmable by interconnecting resistors internal to the IA via external pins. More-basic IAs have their
gains set by connecting external resistors.
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Isolation Amplifiers
Isolation amplifiers are useful in applications in which a voltage or current occurring in the presence of
a high common-mode voltage must be measured safely, accurately, and with a high CMR. They are also
useful when safety from DC and line-frequency leakage currents must be ensured, such as in biomedical
instrumentation.

The isolation amplifier can be thought of as consisting of three sections: an input stage, an output stage,
and a power circuit. All isolation amplifiers have their input stages galvanically isolated from their output
stages. Communication between the input and output stages is accomplished by modulation/demodulation.

An isolation amplifier is said to provide two-port isolation if there is a DC connection between its
power circuit and its output stage. If its power circuit is isolated from its output stage as well as its input
stage, then the amplifier is said to provide three-port isolation. Isolation impedances on the order of 1010 Ω
are not atypical.

Isolation amplifiers are available in modular form with either two-port or three-port isolation. Both
single-channel and multichannel modules are offered.

Attenuation

Although the majority of transducers are low-level devices such as thermocouples, thermistors, resistance
temperature detectors (RTDs), strain gages, and so forth, whose outputs require amplification, there
are many measurement situations in which the input signal must be attenuated before introducing it
to the remainder of the system.

Voltage Scaling
Most typically, the signals to be attenuated take the form of voltages. Broadly, the attenuation is accom-
plished by either a voltage divider or a voltage transformer.

Voltage Dividers
In many cases a simple chain divider proves adequate. The transfer function of a two-element chain of
impedances Z1(s) and Z2(s) is

where the output voltage Vo(s) is the voltage across Z1(s) and the input voltage Vin is the voltage across
the two-element combination.

Of course, the impedances of the source (transducer) and the load (the remainder of the system) must
be taken into account when designing the divider network.

Resistive Dividers
If the elements in the chain are resistors, then the divider is useful from DC up through the frequencies
for which the impedances of the resistors have no significant reactive components. For Z1(s) = R1 and
Z2(s) = R2,

Other configurations are available for resistive dividers. One example is the Kelvin–Varley divider,
which has several advantages that make it useful in situations requiring high accuracy. For a detailed
description, see Gregory (1973).

Capacitive Dividers
If the elements in the chain divider are capacitors, then the divider has as its transfer function

Vo s( )
Vin s( )
--------------

Z1 s( )
Z1 s( ) Z2 s( )+
-------------------------------=

Vo s( )
Vin s( )
--------------

R1

R1 R2+
-----------------=

Vo s( )
Vin s( )
--------------

C2

C1 C2+
------------------=
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This form of divider is useful from low frequencies up through frequencies of several megahertz. A
common application is in the scaling of large voltages.

Inductive Dividers
If the elements in the chain divider are inductors, then an autotransformer results. Inductive dividers
are useful over frequencies from a few hertz to several hundred kilohertz. Errors in the parts-per-
billion range are achievable.

Voltage Transformers
Voltage transformers constitute one of the most common means of accomplishing voltage scaling at line
frequencies. Standard double-wound configurations are useful unless voltages above about 200 kV are
to be monitored. For very high voltages, alternative configurations such as the capacitor voltage transformer
and the cascade voltage transformer are employed (Gregory, 1973).

Current Scaling
Current scaling is typically accomplished via either a current shunt or a current transformer.

A current shunt is essentially an accurately known resistance through which the current to be measured
is passed. The voltage developed across the shunt as a result of the current is the quantity measured.
Shunts are useful at DC and frequencies through the audio range. Two disadvantages are (1) the shunt
consumes power, and (2) the measurement circuitry must be operated at the same potential as the shunt.

The current transformer overcomes the mentioned disadvantages of the current shunt. Typically, the
current transformer consists of a specially constructed toroidal core upon which the secondary (sense)
winding is wrapped and through which the primary winding is passed. A single-turn primary is com-
monly used, although mutiturn primaries are available.

Other Attenuators
In addition to the aforementioned means of voltage and current scaling are attenuator pads, which
provide, in addition to voltage or power reduction, the ability to be matched in impedance to the source
and load circuits between which it is connected. The common pads include the T, L, and Π types, either
balanced or unbalanced. Resistive attenuator pads are discussed in most textbooks on circuit design (e.g.,
Cuthbert, 1983). They are useful from DC through several hundred megahertz.

Impedance Transformation

Oftentimes the impedance of the transducer must be transformed to a value more acceptable to the
remainder of the measurement system. In many cases maximum power must be transferred from the
transducer’s output signal to the remaining circuitry. In other cases it is sufficient to provide buffering
that presents a very high impedance to the transducer, a very low impedance to the rest of the system,
and a voltage gain of unity.

Matching transformers, passive matching networks such as attenuator pads, and unity-gain buffers are
standard means of accomplishing impedance transformation. Unity-gain buffers are available in IC form.

Linear Filtering

Although, in general, digital signal processing offers many advantages over analog techniques for filtering
signals, there are many relatively simple applications for which frequency-selective analog filtering is well
suited.

Filters are used within signal conditioners (1) to reduce the effects of noise that corrupts the input
signal, (2) as part of a demodulator, (3) to limit signal bandwidth, or (4) if the signal is to be sampled,
to limit its bandwidth in order to prevent aliasing. These filters can be built either entirely of passive
components or based on active devices such as op amps.
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There are many good references that discuss methods of characterizing, specifying, and implementing
frequency-selective analog filters. See Van Valkenburg (1960) for design of passive filters; for the design
of active-RC
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onlinear Operations

ide variety of nonlinear operations useful to signal-conditioning tasks. Listed below are some
inear blocks along with brief descriptions. Most of the blocks are available as ICs.

arator. A comparator is a two-input device whose output voltage, Vo, takes on one of two
 values, Vo0 and Vo1, as follows:

 V1 and V2 are the voltages at the two inputs.
itt trigger. A Schmitt trigger is a comparator with hysteresis. It can be constructed from a
arator by applying positive feedback.
plier. A two-input multiplier supplies an output voltage that is proportional to the product
 input voltages.
er. A two-input divider has as its output a voltage proportional to the ratio of its input
es. The functions of multiplication and division are usually combined within a single device.
er. A squarer has as its output a voltage proportional to the square of its input. Squarers can
nstructed by a number of means: from multipliers, based on diode-resistor networks, based
Ts, and so forth.
e-rooter. A square-rooter has as its output a voltage proportional to the square root of its
. A square-rooter can be built most easily from either a divider or a log/antilog amplifier.
ithmic/antilogarithmic amplifier. A log/antilog amplifier produces an output voltage propor-
l to the logarithm or the antilogarithm of its input voltage.
RMS-to-DC converter. A true RMS-to-DC converter computes the square root of the average,
ome interval of time, of the instantaneous square of the input signal. The averaging operation
erally accomplished via a simple low-pass filter whose capacitor is selected to give the desired
al.

nometric function generator. Generators are available in IC form that produce as their outputs
f the standard trigonometric functions or their inverses, taken as functions of the differential
e at the generator’s inputs.
le-and-hold and track-and-hold amplifiers. A sample-and-hold amplifier (SHA) is a device
amples the signal at its input and holds the instantaneous value whenever commanded by
c control signal. A track-and-hold amplifier is identical to an SHA but is used in applications
 it spends most of its time tracking the input signal (i.e., in “sample” or “track” mode), in

ast to the SHA, which spends most of its time in “hold” mode.
ion diode-based circuits. Circuits such as precision half-wave rectifiers, absolute-value circuits,
ion peak detectors, and precision limiters are relatively easy to design and implement based on
s and op amps. See Horowitz and Hill (1989), Stout and Kaufman (1976), and Graeme (1977).

escription of these and other nonlinear circuit blocks can be found in Sheingold (1976).

riefly an example of a device that has embedded within it several signal-conditioning circuits.
shows the basic block diagram of a therapeutic ultrasound unit, which finds widespread use

edicine.
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The particular unit being discussed consists of five principal subsystems:

1. An application probe and ultrasound transducer, which imparts ultrasonic energy to the tissue
being treated. Note that this transducer is NOT an input transducer such as has been discussed in
relation to signal conditioners.

2. A radio-frequency (RF) module, which provides electrical excitation to the ultrasound transducer.
3. Front-panel display and switches, which allow communication between the unit and its operator.
4. A microprocessor-based digital module, which orchestrates the overall control of the ultrasound

unit.
5. A power supply/battery pack, which provides operating power to the unit.

We focus now on the RF module, whose basic block diagram is shown in Fig. 47.2. The module consists
of a sine-wave oscillator that produces a signal at the resonant frequency of the transducer, a modulator
that allows that signal to be pulse-modulated, and an amplifier with RF-voltage feedback. Incorporated
in the amplifier are a power amplifier capable of driving the transducer and automatic-gain-control (AGC)
circuitry required to adjust the output power to coincide with that selected by the operator. The AGC uses

FIGURE 47.1 Basic block diagram of the therapeutic ultrasound unit discussed as an example.

FIGURE 47.2 Simplified block diagram of the RF module used in the ultrasound unit of Fig. 47.1.
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a standard feedback-control loop to maintain a constant-voltage envelope on the RF signal output from
the power amplifier.

Some of the signal conditioners employed within the RF module include the following:

1. The RF-voltage pickoff at the output of the power amplifier. The pickoff employs a half-wave
rectifier, followed by a simple capacitive chain divider for voltage scaling.

2. A precision peak detector, which obtains the peak value of the output from the voltage divider
during a modulation cycle and presents that value to the feedback loop.

3. An amplifier, having digitally selectable gain, which amplifies the output of the peak detector.
4. A sample-and-hold amplifier, used to hold the amplified output from the peak detector during

the “off-time” of the modulator. The SHA is needed since the time constant of the peak detector
is not sufficient to prevent significant “droop” during the off-time of the modulator.

5. An integrator (an example of frequency-selective filtering), which develops the control voltage for
the AGC loop from the output of the differencer.

6. A current shunt, not shown in Fig. 47.2, which is used to monitor the DC current supplied to the
power amplifier.

As can be seen from this simple example, several signal-conditioning functions may be employed
within a single system, and the system itself might not even be an instrument!

Defining Terms

Common-mode rejection (CMR): CMRR given in decibels. CMR = 20 log|CMRR|. CMR is a nonlinear
function of common-mode voltage and depends on other factors such as temperature.

Common-mode rejection ratio (CMRR):  The ratio of the differential gain to the common-mode gain
of an amplifier.

Gain-bandwidth product (GBWP): The product of an amplifier’s highest gain and its corresponding
bandwidth. Used as a rough figure of merit for bandwidth.

Slew rate: The maximum attainable time rate of change of an amplifier’s output voltage in response
to a large step change in input voltage.
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48
Computer-Based
Instrumentation

Systems

48.1 The Power of Software
48.2 Digitizing the Analog World
48.3 A Look Ahead

Today’s computer-based and networked measurement and automation systems contain powerful software
that brings high-performance in a familiar environment. By using these systems, engineers lower their
costs while increasing productivity and create more customized solutions that directly match their needs.

Electrical and electronics test instruments have always borrowed from contemporary technology that
was widely used elsewhere. The jeweled movement of the nineteenth century used in clocks was first
adapted to build analog meters. In the 1930s, when the variable capacitor, variable resistor, and vacuum
tubes began to be widely accepted pieces of the radio, the first electronic instruments were introduced
using the same components. As display technologies were improved for use on the first televisions, oscillo-
scopes and analyzers began using the same technology to display the user’s measurements (see Fig. 48.1).
These first steps toward computer-based instrumentation met significant challenges. Computerized ins-
trument systems of the 1960s required custom hardware interfaces and low-level assembly languages.
The development of standards, such as the introduction in 1976 of the general-purpose interface bus for
instrument-to-computer connections, provided the foundation for revolutionary improvements in the
development and use of computer-based instruments.

Using the general-purpose interface bus, engineers began writing programs, first in BASIC, then C-
based languages, and ultimately graphical development environments, that transformed their computers
into efficient instrument controllers that also had the capability of electronically storing data. In the
1980s, digitizers and computer plug-in boards for data acquisition became widely accepted alternatives
to expensive standalone instruments. With this combination of software and hardware, engineers began
creating “virtual instruments.”

Throughout the 1980s and 1990s, the idea of virtual instruments gained wider acceptance as the power
of desktop computers increased exponentially. First consumer and then corporate demand for faster,
more efficient CPUs, more capable and compact ASICs, faster and larger hard drives, and more capable
interface buses played right into the hands of those designing computer-based instrumentation systems.

Today’s instrumentation systems are being greatly influenced by the personal computer and Internet
revolutions. Personal computers are now equipped with powerful computational engines that can be
combined with software to create a sophisticated measurement instrument. The data that are acquired
by the computer-based instrumentation system can then be easily transferred to anyone anywhere in the
world who is connected to the instrumentation machine via the Internet.

Kris Fuller
National Instruments, Inc.
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With advanced software and fast processing and data transfer speeds, computers could recreate the
input/output, signal conditioning, storage, digitizing, and analysis capabilities of traditional instruments,
using data acquisition (DAQ) and other measurement devices. Moreover, these computer-based devices
could experience continuous performance improvements at a much lower cost than traditional standalone
instruments as the overall technology of the computer industry continually advanced. Using computer-
based tools, engineers could update their instrumentation systems by simply buying a new computer.

To understand the flexibility of computer-based instrumentation, it is instructive to examine more
closely the individual components of these systems. First let us examine the software.

48.1 The Power of Software

Modern computer-based instrumentation involves a sophisticated mix of software, from instrument
drivers to development software to test management software that integrate seamlessly for a complete
enterprise solution. Software lies at the heart of computer-based instrumentation systems. They provide
the flexibility and interoperability to provide custom solutions for each application. Each scientist or
engineer can use the software to customize the particular test application to meet individual needs. Using
traditional instrumentation, the vendor defined the functionality, interface, and parameters of each
instrument. These limitations are no longer as prevalent. Scientists and engineers can now define and
change the functionality of instrumentation by updating the software or by changing individual hardware
components. The interface and parameters the operator interacts with can also be customized to meet
individual needs by manipulating the user interface created in the software.

Software used in today’s computer-based instrumentation systems reside in one of three levels. Instru-
ment drivers lie at the primary level of computer-based software architecture. Instrument drivers interact
with hardware, pulling measurement data into the computer. They also encapsulate the code that handles
the command creation and communication functions required to communicate across GPIB with stand-
alone instruments. Instrument drivers make test systems more maintainable because they can be easily
upgraded or changed whenever hardware changes are made.

The second level of the software architecture is made up of development software, which can build
the graphical user interface (GUI) for a particular instrument or measurement device. The application
software layer is also where the specific personality of the computer-based instrument is defined. The
customization available at this level depends on the software tool being used. Some software is written
for specific hardware, and the functionality, look, and personality are primarily fixed. More open devel-
opment environments exist and allow the user to greatly customize the instrumentation system. National
Instruments LabVIEWTM and Measurement StudioTM and Microsoft Visual Basic and Visual C++ are

FIGURE 48.1 History of instrumentation.
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examples of such development environments. Using either graphical-based programming or the tradi-
tional C-based languages, engineers can customize their measurement interfaces so that they contain
only the knobs, switches, and graphs they need for performing high-level analysis and data display. 

Since many different options exist when considering application software, it is important to understand
the primary uses for this software. Choose a development environment that can be used to increase
productivity and fulfill all requirements of the measurement application. National Instruments LabVIEW,
Microsoft Visual Basic, and Microsoft Visual C are the most used software packages for instrumentation
applications. National Instruments LabVIEW is a graphical development environment that has specific
functions for many common measurements and rapid user interface development. Microsoft Visual Basic
and Visual C are text-based languages popular in all types of software applications. To fully take advantage
of these text-based development environments, measurement focused add-ins are available from several
companies. 

The third level of the software architecture is typically made up of a test executive, which manages the
sequence or order that tests execute. They support several popular test codes and can generate reports
using many mainstream software programs such as Microsoft Excel. These off-the-shelf test packages
can reduce the cost of testing products while freeing engineers to concentrate on the kinds of tests they
are running. They no longer need to spend valuable time building proprietary software that carries out
test management functions.

48.2 Digitizing the Analog World

Before software can even begin to analyze measurement data, it must be converted from the analog
world into the computer’s way of thinking. This involves numerous types of hardware that digitize
analog signals. As explained previously, when acquiring these signals from standalone instrument hard-
ware, the instrument driver software arranges the data so that development software can perform an
additional level of data analysis and presentation. However, other hardware such as plug-in measurement
devices, programmable logic controllers (PLCs), distributed I/O systems, and devices that support USB,
IEEE-1394, and serial communication can also acquire signals using their own set of driver software
(see Fig. 48.2). 

As noted previously, with today’s technology, computer-based hardware can acquire signals at rates
that often match or exceed that of standalone instruments, and computer-based measurement devices
can digitize these signals at speeds and resolutions that rival traditional instruments. However, with
computer-based technology, hardware integration with software produces some key differences. With
this powerful combination, engineers can create instrumentation that specifically meets their needs. They
define the features instead of an instrument vendor making those decisions for them. Once more, with
computer-based devices, engineers can easily send data from their instruments across the Internet, using
Ethernet and other standard computer-based technologies.

This flexibility, of course, brings choices. When choosing among the different types of measurement
hardware, users must keep in mind their purpose or application. Acquiring high-speed signals, say up
to 100 MHz, or rapidly changing signals, such as with sound or vibration analysis, can be done with
digitizers and dynamic signal analyzers that plug-in to the computer via the PCI or PXI/CompactPCI
bus. Making the right choice depends on the application.

Plug-in data acquisition boards have the advantage of being able to acquire data directly into the
computer memory at very high speeds. One disadvantage to plug-in boards is that, by themselves, they
do not provide an industrial interface for all transducers and signals. For example, thermocouples generate
very small signals, and therefore their signals need to be linearized and require cold-junction compen-
sation. Other applications may require particular signal conditioning features, like multiplexing to
increase channel count, excitation for proper behavior, filtering to remove noise, isolation to protect
the system from high voltage signals, or amplification for low-voltage signals. A specialized signal
conditioning add-on is usually used in conjunction with a data acquisition board to fulfill the needs of
connecting the computer to the external world.
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Some applications are in areas where having computers located adjacent to the measurements is not
plausible. Distributed input–output devices are available for these types of applications. The digitizing
and conditioning hardware is connected back to the computer via a serial, RF, or Ethernet connection.

Various types of measurements can be brought into the computer and sent from the computer in
today’s measurement and automation applications. Image acquisition devices and motion controllers
can also be integrated into most measurement applications. 

48.3 A Look Ahead

Today’s software incorporates the power of the Internet and standard communication protocols, making
the development of networked measurement applications simple, whether collecting data across the Web
or publishing data via a Web browser.

This integration of the Web opens the door to new levels of software architecture that include entire
enterprises. Engineers and scientists increasingly understand that acquiring and analyzing data is only a
part of the equation. Data from these tests can be stored in central databases where it can be shared with
peers. This sharing or management of data can lead to powerful efficiencies. Re-analysis of tests, compar-
isons of tests, and combinations of data can lead to new understandings and better decision-making.

Setting up these management systems requires a web of data collection, data repository, and reporting
and analysis systems—all of which can be set up on computers.

Equally powerful changes are occurring with computer-based hardware. Embedded processors can now
run real-time operating systems that perform deterministic tasks independently of the computer’s CPU. 

Developing real-time applications now can occur on a familiar desktop computer and Microsoft Windows-
based environment. It opens a whole wealth of applications to engineers who are not steeped in the
intricacies of traditional real-time programming but need the demanding performance that it delivers.

The instrumentation industry has always leveraged common available technologies to create power
test equipment. Computer-based technologies and the Internet have enabled the measurement and
automation community to create more customized solutions that are more connected to the everyday
world than ever before.

FIGURE 48.2
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49
Software Design

and Development*1

49.1 The Notion of Software
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A software-based system can be neatly compared with a biological entity called a superorganism. Com-
prising software, hardware, peopleware and their interconnectivity (such as the Internet), and requiring
all to survive, the silicon superorganism is itself a part of a larger superorganism—for example, a medical
system including patients, drugs, drug companies, doctors, hospitals, and health care centers; a space
mission including the spacecraft, the laws of the universe, mission control, and the astronauts; a system
for researching genes including funding organizations, funds, researchers, research subjects, and genes;
a financial system including investors, money, politics, financial institutions, stock markets, and the health
of the world economy; or it could be just the business itself. 

Whether that business be government, academic, or commercial, the software-based system, like its bio-
logical counterpart, must grow and adapt to meet rapidly changing requirements. And, like other organisms,
the business has both physical infrastructure and operational policies, which guide and occasionally constrain
its direction and the rate of evolution, which it can tolerate without becoming dysfunctional.

Compared to a biological superorganism, which may take many generations to effect even a minor
hereditary modification, software can be modified immediately. This makes it far superior in this respect
to the biological entity in terms of its evolutionary adaptability. Continuity of business rules and/or
the physical infrastructure provides a natural tension between “how fast the software can change” and
“how rapidly the overall system can accept change.” Software, the brain of the silicon superorganism,
controls the action of the entire entity. Keep in mind, however, it was a human being that created the
software. 

In this chapter we will discuss the tenets of software, what it is and how it is developed, as well as
the precepts of software engineering, which are the methodologies by which ideas are turned into
software.2 

1* Parts of this chapter were taken from Object Thinking: Development Before the Fact, M. H. Hamilton and W. R.
Hackler, in press.

2001, 001 Tool Suite, DBTF, Development Before the Fact, SOO, and System Oriented Objects are all trademarks
of Hamilton Technologies, Inc.

Margaret H. Hamilton
Hamilton Technologies, Inc.
©2002 CRC Press LLC



 

    
49.1 The Notion of Software

Software is the embodiment of logical processes, whether in support of business functions or in control
of physical devices. The nature of software as an instantiation of process can apply very broadly, when
modeling complex organizations, or very narrowly as when implementing a discrete numerical algorithm.
In the former case, there can be significant linkages between reengineering businesses to accelerate the
rate of evolution—even to the point of building operational models, which then transition into application
suites and thence into narrowly focused implementations of algorithms, as above. Software thus has a
potentially wide range of application, and that well designed has a potentially long period of utilization.

While some would define software as solely the code that a programming language generates from the
compilation process, a broader and more precise definition includes requirements, specifications, designs,
program listings, documentation, procedures, rules, measurements, and data as well as the tools used to
create, test, optimize, and implement the software. 

That there is more than one definition of software is a direct result of the confusion about the very
process of software development itself. A 1991 study by the Software Engineering Institute (SEI) [1]
amplifies this rather startling problem. SEI developed a methodology for classifying an organization’s
“software process maturity” into one of five levels which range from Level 1, the initial level (where there
is no formalization of the software process), to Level 5, the optimizing level where methods, procedures,
and metrics are in place with a focus toward continuous improvement in software reliability. The result
of this study showed that fully 86% of organizations surveyed in the United States were at Level 1 where
the terms “ad-hoc,” “dependent on heroes,” and “chaotic” are commonly applied. And, given the com-
plexity of today’s Internet-based applications, it would not be surprising to see the percentage of Level 1
organizations increase.

Creating order from this chaos requires an insightful understanding into the component parts of
software as well as the development process. Borrowing again from the world of natural science, an
entelechy is something complex that emerges when a large number of simple objects are put together.
For example, one molecule of water is rather boring in its utter lack of activity. But pour a bunch of
these molecules into a glass and there is a ring of ripples on the water’s surface. If many of these molecules
are combined, the result is an ocean. So too software. By itself, a line of code is a rather simple item. But
combine many lines and the result is a complex program. Add additional programs and the result could
be a system that can put a person on the moon.

Although the whole is indeed bigger than the sum of its parts, one must still understand those parts
if the whole is to work in an orderly and controlled fashion. Like a physical entity, software can “wear”
as a result of maintenance, changes in the underlying system, and updates made to accommodate the
requirements of the ongoing user community. Entropy is a significant phenomenon in software, especially
for Level 1 organizations.

Software at the lowest programming level is termed source code. This differs from executable code
(i.e., which can be executed by the hardware to perform one or more specified functions) in that software
is written in one or more programming languages and cannot, by itself, be executed by the hardware. A
programming language is a set of words, letters, numerals, and abbreviated mnemonics, regulated by a
specific syntax, used to describe a program to a computer. There are a wide variety of programming
languages, many of them tailored for a specific type of application. C, one of today’s more popular
programming languages, is used in engineering as well as business environments while object-oriented
languages such as C++ [2] and Smalltalk have been gaining acceptance in both of these environments.
More recently, Java [3] has been gaining acceptance. In fact, it has become a language of choice for
Internet-based applications. In the recent past, engineering applications have often used programming
languages such as FORTRAN, HAL (or HAL/s) for NASA space applications, and Ada for government
applications while commercial business applications have favored COBOL (COmmon Business Oriented
Language). For the most part one finds that in any given organization there are no prescribed rules, other
than those related to what is most popular at the moment, which dictate which languages are to be used.
And, as one might expect, a wide diversity of languages is being deployed.
©2002 CRC Press LLC
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Interface. Provides a mechanism whereby the ultimate end-user can input, view, manipulate,
uery information contained in an organization’s computer systems. Studies have shown that
ctivity increases dramatically when visual user interfaces are provided. Known as GUIs

hical user interfaces), each operating system provides its own variation. Some common
ical standards are Motif for UNIX systems and Microsoft Windows for PC-based systems.

l Calculations. Perform the calculations or algorithms (step-by-step procedures for solving a
em) intended by a program, e.g., process control, payroll calculations, or a Kalman filter.

am Control. Exerts control in the form of comparisons, branching, calling other programs,
teration to carry out the logic of the program.

ge Processing. There are several varieties of message processing. Help-message processing is
nstruct by which the program responds to requests for help from the end-user. Error-message
ssing is the automatic capability of the program to notify and then recover from an error
g input, output, calculations, reporting, communications, etc. And, in object-oriented devel-
nt environments, message processing implies the ability of program objects to pass infor-
n to other program objects.

ng Data. Programs store data in a data structure. Data can be moved between data structures
n a program, moved from an external database or file to an internal data structure or from
nput to a program’s internal data structure. Alternatively, data can be moved from an internal
structure to a database or even to the user interface of an end-user. Sorting and formatting
ata moving operations used to prepare the data for further operations. 

ase. A collection of data (objects1) or information about a subject or related subjects, or a
 (for example, an engine in a truck or a personnel department in an organization). A database

nclude objects, such as forms and reports or a set of facts about the system (for example,
formation in the personnel department needed about the employees in the company). A
ase is organized in such a way so as to be easily accessible to computer users. Its data is a
sentation of facts, concepts, or instructions in a manner suitable for processing by computers.
 be displayed, updated, queried, printed, and reports can be produced from it. A database can
ize data in several ways including in a relational, hierarchical, network, or object-oriented format.

Declaration. It describes data and data structures to a program. An example would be
iating a particular data structure with its type (for example, data about a particular employee
t be of type person).

t. A person, place, or thing, which could be physical or abstract. An object contains other
 primitive objects (or data) and a set of operations to manipulate objects (or data). When
ht to life, it knows things (called attributes) and can do things (to change itself or interact

other objects). For example, in a robotics system a robot object may contain the functions
ve its own armature to the right, while it is coordinating with another robot to transfer yet
er object. Objects can communicate with each other through a communications medium
message passing, radio waves, Internet).

Time. A software system that satisfies critical timing requirements. The correctness of the
are depends on the results of computation, as well as on the time at which the results are
ced. Real-time systems can have varied requirements such as performing a task within a
c deadline and processing data in connection with another process outside of the computer.

cations such as transaction processing, avionics, interactive office management, automobile
s, and video games are examples of real-time systems.

object are used interchangeably throughout this chapter to define information in a software program.

 Press LLC



    

•

 

Distributed.

 

 Any system in which a number of independent, interconnected processes can coop-
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odel, a client initiates a distributed activity and a server carries out that activity.

lation. The representation of selected characteristics of the behavior of one physical or abstract
 by another system. For example, a software program can simulate an airplane or an orga-

on or another software program.

mentation. It includes the description of requirements, specification, and design as well as
n or generated documentation, which describe how each program within the larger system
tes and can be used; and comments which describe the operation of the program that are
 internally in the program.

 The software programs used to design, develop, test, analyze, or maintain system designs
other software program and its documentation. They include code generators, compilers,
rs, database management systems (DBMS), GUI builders, debuggers, operating systems, and
are development and systems engineering tools referred to in the 1990s as computer-aided
are engineering (CASE) tools and now often referred to as life-cycle design or life-cycle
opment environments, which combine a set of tools, including some of those listed above.

e reader should by now understand the dynamics of a line of source code, where that line
de fits into the superorganism of software is dependent upon many variables. This includes
 the reader hails from as well as the software development paradigm used by the organization.
unit, a line of code can be joined with other lines of code to form many things. In a traditional
ironment many lines of code form a program, sometimes referred to as an application

just plain application. But lines of source code by themselves cannot be executed. First, source
e run through what is called a compiler to create an object code. Next, the object code is
 a linker which is used to construct an executable code. Compilers are programs themselves.
on is twofold. The compiler first checks the source code for obvious syntax errors and then,
ne, creates object code for a specific operating system. UNIX, Linux (a spinoff of UNIX),
all examples of operating systems. An operating system can be thought of as a supervising
t controls the application programs that run under its control. Since operating systems (as
uter architectures) can be different from each other, the object code resulting from the source
ed for one operating system cannot be executed under a different kind of operating system—
compilation.
 complex business or engineering problem often requires more than one program. One or
ms that run in tandem to solve a common problem is known collectively as a system. The
n technique of object-oriented development dispenses with the notion of the program alto-
eplaces it with a classification-oriented concept of an object. 
program can be considered a critical mass of code, which performs many functions in the
olve a problem with little consideration for object boundaries, an object is associated with
solve a particular set of functions having to do with just that type of object. By combining
molecules, it is possible to create more organized systems than those created by traditional
are development becomes a speedier and less error-prone process as well. Since objects can

nce tested and implemented, they can be placed in a library for other developers to reuse.
jects in the library, the easier and quicker it is to develop new systems. And since the objects
 have, in theory, already been warranted (i.e., they’ve been tested and made error-free), there
ility that object-oriented systems will have major defects.
ss of writing programs and/or objects is known as software development, or software engi-
 composed of a series of steps or phases, collectively referred to as a development life cycle.
include (at a bare minimum) the following: an analysis or requirements phase, where the
blem is dissected and understood; a specification phase, where decisions are made as to how
ents will be fulfilled (e.g., deciding what functions are allocated to software and what

e allocated to hardware); a design phase, where everything from the GUI to the database to
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the output is designed or selected as part of a design; an implementation or programming phase, where
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inst a business test case and errors in the program are found and corrected; an installation
e the systems are placed in production; and a maintenance phase, where modifications are
 system. But different people develop systems in different ways. These different paradigms
 opposing viewpoints of software engineering.

he Nature of Software Engineering

ften use the term “systems engineering” to refer to the tasks of specifying, designing, and
 non-software system such as a bridge or electronic component. Although software may be
ulation purposes, it is but one part of the systems engineering process. Software engineering,
 hand, is concerned with the production of nothing but software.
0s industry pundits began to notice that the cost of producing large-scale systems was growing
e and that many projects were failing or, at the very least, resulting in unreliable products.
software crisis, its manifestations were legion and the most important include the following:

ammer Productivity. In government in the 1980s, an average developer using C was expected
duce 10 lines of code per day (an average developer within a commercial organization was

ted to produce 30 lines a month); today the benchmark in the government is more like 2 to
s a day while at the same time the need is dramatically higher than that, perhaps by several
s of magnitude, ending up with a huge backlog. Programmer productivity is dependent upon
hora of vagaries—from expertise to complexity of the problem to be coded to the size of the
am that is generated. The science of measuring the productivity of the software engineering
ss is called metrics. Just as there are many diverse paradigms in software engineering itself,
 are many paradigms of software measurement. Today’s metric formulas are complex and
 take into consideration the following: cost, time to market, productivity on prior projects,
ommunications, distributed functions, performance, heavily used configuration, transaction

online data entry, end-user efficiency, online update, complex processing, reusability, instal-
 ease, operational ease, and multiplicity of operational sites.

t Removal Costs. The same variables that affect programmer productivity affect the cost of
gging” the programs and/or objects generated by those programmers. It has been observed
he testing and correcting of programs consumes a large share of the overall effort.

opment Environment. Development tools and development practices greatly affect the quan-
nd quality of software. Most of today’s design and programming environments contain only
ment of what is really needed to develop a complete system. Life-cycle development envi-
ents provide a good example of this phenomena. Most of these tools can be described either
ressing the upper part of the life cycle (i.e., they handle the analysis and design) or the lower

of the life cycle (i.e., they handle code generation). There are few integrated tools on the
et (i.e., that seamlessly handle both upper and lower functionalities). There are even fewer
that add simulation, testing, and cross-platform generation to the mix. Rare are the tools
eamlessly integrate system design to software development.

evelopment. Developing GUIs is a difficult and expensive process unless the proper tools are
 The movement of systems from a host-based environment to the workstation and/or PC saw
try of countless GUI development programs onto the marketplace. But the vast majority of

 GUI-based tools do not have the capability of developing the entire system (i.e., the processing
onent as opposed to merely the front-end). This leads to fragmented and error-prone systems.
 efficient, the GUI builder must be well integrated into the software development environment.

f these problems is that most of today’s systems require more resources allocated to mainte-
to the original development of that system. Lientz and Swanson [4] demonstrate that the
in fact, larger than the one originally discerned during the 1970s. Software development is
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indeed complex, and the limitations on what can be produced by teams of software engineers given finite
amounts of time, budgeted dollars, and talent have been amply documented by Jones [5].
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y the many paradigms of software engineering attempt to rectify the causes of declining
 and quality. Unfortunately, this fails because current paradigms treat symptoms rather than
blem. In fact, software engineering is itself extremely dependent upon both the software and
 well as the business environments upon which they sit [6].
ess maturity grid very accurately pinpoints the root of most of our software development

he fact that a full 86% of organizations studied remain at the ad hoc or chaotic level indicate
ew organizations (the remaining 14%) have adopted any formal process for software engi-
ply put, 86% of all organizations react to a business problem by just writing codes. If they
 software engineering discipline, in all likelihood it is one that no longer fits the requirements
volving business environment.

70s, the “structured methodology” was popularized. Although there were variations on the
different versions of the structured technique included the popular Gane–Sarson method
 method), for the most part, it provided a methodology to develop usable systems in an era
puting. In those days, online systems with even the dumbest of terminals were a radical

 GUIs were as unthinkable as the fall of the Berlin Wall.
 times have changed and today’s hardware is one thousand times more powerful than when
echniques were introduced, this technique still survives. And it survives in spite of the fact
hors of these techniques have moved on to more adaptable paradigms, and more modern
elopment and systems engineering environments have entered the market.
inkelstein and Martin popularized “information engineering” [7] for the more commercially
rs (i.e., those whose problems to be solved tended to be more database centered) which, to
uite popular among mainframe developers with an investment in CASE strategies of the

mation engineering is essentially a refinement of the structured approach. However, instead
on the data so preeminent in the structured approach, information engineering focuses on
tion needs of the entire organization. Here business experts define high-level information
ell as detailed data models. Ultimately, the system is designed from these models.

ctured and information engineering methodologies have their roots in mainframe-oriented
applications. Today’s migration to client/server technologies (where the organization’s data
d across one or more geographically distributed servers while the end-user uses his or her GUI
perform local processing), disables most of the utility of these methodologies. In fact, many
urfacing in more commercial applications are not unlike those that needed to be addressed
 more engineering-oriented environments such as telecommunications and avionics.
ver environments are characterized by their diversity. One organization may store its data
 databases, program in several programming languages, and use more than one operating
hence, different GUIs. Since software development complexity is increased 100-fold in this
ment, a better methodology is required. Today’s object-oriented techniques solve some of
s. Given the complexity of the client/server environment, code trapped in programs is not
gh to meet the needs of this type of environment. We have already discussed how coding

ather than large programs engenders flexibility as well as productivity and quality through
ut object-oriented development is a double-edged sword.

s true that to master this technique is to provide dramatic increases in productivity, the sad
atter is that object-oriented development, if done inappropriately, can cause problems far

 problems generated from structured techniques. The reason for this is simple. The stakes
bject-oriented environments are more complex than any other, the business problems chosen
by object-oriented techniques are far more complex than other types of problems, and there
y conventional object-oriented methodologies and corollary tools to help the development
p good systems. There are many flavors of object orientation. But with this diversity comes
eal risks. As a result, the following developmental issues must be considered before the
 even turned on.
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• Integration is a challenge and needs to be considered at the onset. With traditional systems,
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her it be integration of object to object, module to module, phase to phase, or type of
cation to type of application, the process can be an arduous one. The mismatch of products
in design and development compounds the issue. Integration is usually left to the devices of
d developers well into development. The resulting system is sometimes hard to understand
bjects are difficult to trace. The biggest danger is there is little correspondence to the real
. Interfaces are often incompatible and errors usually propagate throughout development.
esult, systems defined in this manner can be ambiguous and just plain incorrect.

s need to be minimized. Traditional methods including those that are object oriented can
lly encourage the propagation of errors, such as propagating errors through the reuse of
ts with embedded and inherited errors throughout the development process. Errors must be
nated from the very onset of the development process before they take on a life of their own.

ages need to be more formal.2 Although some languages are formal and others are friendly,
ard to find languages both formal and friendly. Within environments where more informal
aches are used, lack of traceability and an overabundance of interface errors are a common
rence. Recently, more modern software requirements languages have been introduced (for
ple, the Unified Modeling Language, UML [8]), most of which are informal (or semi-formal);
 of these languages were created by “integrating” several languages into one. Unfortunately,
ad comes with the good—often, more of what is not needed and less of what is needed; and
the formal part is missing, common semantics need to exist to reconcile differences and

nate redundancies. 

yndrome of locked-in design needs to be eliminated. Often, developers are forced to develop
ms of an implementation technology that does not have an open architecture, such as a
c database schema or a GUI. Bad enough is to attempt an evolution of such a system; worse

 to use parts of it as reusables for a system that does not rely on those technologies. Well
ht-out and formal business practices and their implementation will help minimize this
em within an organization.

ility for change and handling the unpredictable must be dealt with up front. Too often it is
tten that the building of an application must take into account its evolution. Users change
minds, software development environments change, and technologies change. Definitions of
rements in traditional development scenarios concentrate on the application needs of the
but without consideration of the potential for the user’s needs or environment to change.
g to a new environment becomes a new development for each new architecture, operating
, database, graphics environment, or language. Because of this, critical functionality is often

ed for fear of the unknown, and maintenance, the most risky and expensive part of a system’s
cle, is left unaccounted for during development. To address these issues, tools and techniques

 be used to allow cross technology and changing technology, as well as provide for changing
volving architectures.

opers must prepare ahead of time for parallelism and distributed environments. Often, when
nown that a system is targeted for a distributed environment, it is first defined and developed
ingle processor environment and then redeveloped for a distributed environment—an unpro-

ve use of resources. Parallelism and distribution must be dealt with at the very start of the
ct.

rce allocation should be transparent to the user. Whether or not a system is allocated to
buted, asynchronous, or synchronous processors and whether or not two or ten processors
lected, with traditional methods, it is still up to the designer and developer to be concerned

ing Terms for definition of formal.
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with incorporating such detail into the application. There is no separation between the specifica-
tion of what the system is to do vs. how the system does it. This results in far too much imple-
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ation detail to be included at the level of design. Once such a resource architecture becomes
ete, it is necessary to redesign and redevelop those applications which have old designs
dded within them. 

ation that minimizes manual work needs to replace “make work” automated solutions. In
automation itself is an inherently reusable process. If a system does not exist for reuse, it
nly does not exist for automation. But most of today’s development process is needlessly
al. Today’s systems are defined with insufficient intelligence for automated tools to use them
ut. In fact, automated tools concentrate on supporting the manual process instead of doing
al work. Typically, developers receive definitions, which they manually turn into code. A
ss that could have been mechanized once for reuse is performed manually again and again.
r this scenario, even when automation attempts to do the real work, it is often incomplete
s application domains or even within a domain, resulting in incomplete code such as shell
 The generated code is often inefficient or hardwired to a particular kind of algorithm, an
ecture, a language, or even a version of a language. Often partial automations need to be
ated with incompatible partial automations or manual processes. Manual processes are
d to complete unfinished automations.

time performance analysis (decisions between algorithms or architectures) should be based
rmal definitions. Conventional system definitions contain insufficient information about a
’s run-time performance, including that concerning the decisions between algorithms or

ectures. System definitions must consider how to separate the system from its target envi-
ent. Design decisions, where this separation is not taken into account, thus depend on analysis
ults from ad hoc “trial and error” implementations and associated testing scenarios.

reation of reliable reusable definitions must be promoted, especially those that are inher-
 provided. Conventional requirements definitions lack the facilities to help find, create,
nd ensure commonality in systems. Modelers are forced to use informal and manual

ods to find ways to divide a system into components natural for reuse. These components
t lend themselves to integration and, as a result, they tend to be error-prone. Because

 systems are not portable or adaptable, there is little incentive for reuse. In conventional
odologies, redundancy becomes a way of doing business. Even when methods are object
ted, developers are often left to their own devices to explicitly make their applications
t oriented. This is because these methods do not support all that is inherent to the process
ject orientation. 

n integrity is the first step to usable systems. Using traditional methods, it is not known if
ign is a good one until its implementation has failed or succeeded. Usually, a system design
ed on short-term considerations because knowledge is not reused from previous lessons

ed. Development, ultimately, is driven towards failure. The solution is to have an inherent
s to build reliable, reusable definitions.

issues are addressed, software will cost less and take less time to develop. But time is of the
se issues are becoming compounded and even more critical as developers prepare for the
nvironments that go hand in hand with the increasing predominance of Internet applications.
ect to the challenges described above, an organization has several options, ranging from one
he other. The options include: (1) keep things the same; (2) add tools and techniques that
iness as usual, but provide relief in selected areas; (3) bring in more modern but traditional
hniques to replace existing ones; (4) use a new paradigm with the most advanced tools and
hat formalizes the process of software development, while at the same time capitalizing on
ady developed; or (5) completely start over with a new paradigm that formalizes the process

development and uses the most-advanced tools and techniques. 
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s chapter has explained the derivation of software and attempted to show how it has evolved
become the true “brains” of any automated system. But, like a human brain, this software brain
fully architected to promote productivity, foster quality, and enforce control and reusability.

al software engineering paradigms fail to see the software development process from the
ective of the superorganism described at the beginning of this chapter. It is only when we
are development process as made of discrete, but well-integrated, components can we begin
 methodology that can produce the very benefits that have been promised by the advent of
ades ago.
engineering, from this perspective, consists of a methodology as well as a series of tools with
plement the solution to the business problem at hand. But even before the first tool can be
software engineering methodology must be deployed to assist in specifying the requirements
m. How can this be accomplished successfully in the face of the issues needed to be addressed
he last section? How can this be accomplished in situations where organizations must develop
 run across diverse and distributed hardware platforms, databases, programming languages,
hen traditional methodologies make no provision for such diversity? And how can software
d without having to fix or “cure” those myriad of problems, which result “after the fact” of
e’s development?
quired is a radical revision of the way we build software, an approach that understands how

tems using the right techniques at the right time. First and foremost, it is a preventative
his means it provides a framework for doing things right the first time. Problems associated
nal methods of design and development are prevented “before the fact” just by the way a
fined. Such an approach would concentrate on preventing problems of development from
ing rather than letting them happen “after the fact,” and fixing them after they have surfaced
inopportune and expensive point in time. 
such an approach in its application to a human system. To fill a tooth before it reaches the
ot canal is curative with respect to the cavity, but preventive with respect to the root canal.
he cavity by proper diet prevents not only the root canal, but the cavity as well. To follow a
 root canal is the most expensive alternative, to fill a cavity on time is the next most expensive,
nt these cavities in the first place is the least expensive option.
ness is a relative concept. For any given system, be it human or software, one goal is to prevent,
st extent and as early as possible, anything that could go wrong in the life cycle process.
reventative philosophy, systems would be carefully constructed to minimize development
m the very outset. A system could be developed with properties that controlled its very own
evelopment. One result would be reusable systems that promote automation. Each system

ould model both its application and its life cycle with built-in constraints—constraints that
eveloper, but yet do not take away his flexibility.
sophy behind preventative systems is that reliable systems are defined in terms of reliable
ly reliable systems are used as building blocks, and only reliable systems are used as mecha-
egrate these building blocks to form a new system. The new system becomes reusable for
er systems.

reuse is a preventative concept. That is, reusing something (e.g., requirements or code) that
errors to obtain a desired functionality avoids both the errors and the cost of developing a
 It allows one to solve a given problem as early as possible, not at the last moment. But to
em truly reusable, one must start not from the customary end of a life cycle, during the
tion or maintenance phase, but from the very beginning.
ive systems are the true realization of the entelechy construct where molecules of software
mbine to form a whole much greater than the sum of its parts. Or one can think of con-
tems from the tinker toys of our youth. One recalls that the child never errs in building
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 structures from these tinker toys. Indeed, tinker toys are built from blocks that are architected
ually reusable, perfectly integratable, and infinitely user-friendly.
oach that follows this preventative philosophy is development before the fact (DBTF), as
. 49.1. Not yet in the mainstream, it has been used successfully by research and “trail blazer”
s and is now being adopted for more commercial use. This technology is described in order

 by example, the potential that preventative approaches have.
aditional approaches begin the process of developing software after the fact, the DBTF
 very much about beginnings. It was derived from the combination of steps taken to solve
s of traditional systems engineering and software development. DBTF includes a technology,
and a process (or methodology) based on a formal theory.

tood, the characteristics of good design can be reused by incorporating them into a language
 any system (i.e., not just a software system). One language based on DBTF is a formalism
ting the mathematics of systems. A system defined with this language has properties that
“for the ride” that in essence control its own destiny. Based on a theory (DBTF) that extends

athematics of systems with a unique concept of control, this formal, but friendly language
d within it a natural representation of the physics of time and space. With this language,

 is a system-oriented object (SOO), an integration that includes aspects of being function
cluding dynamics) and object oriented. Instead of systems being object oriented, objects are
nted. All systems are objects and all objects are systems. 
f this, many things heretofore not believed possible with traditional methods are possible.
em inherently integrates all of its own objects (and all aspects, relationships, and viewpoints
cts) and the combinations of functionality, including timing, using these objects; maximizes

ability and flexibility to change (including the change of target requirements, static and
hitectures, and processes and as well reconfiguration in real time); capitalizes on its own
nd traceability; supports its own run-time performance analysis; and maximizes the potential
reuse (providing inherent resource allocation and reuse without need for the designer’s
); and it provides the ability to automate design and development wherever and whenever
h DBTF system is defined with built-in quality, built-in productivity, and built-in control.
age—meta-language, really—is the key to DBTF. Its main attribute is to help the designer reduce
ity and bring clarity into his thinking process, turning it into the ultimate reusable, which is
lf. It can be used to define any aspect of any system and integrate it with any other aspect.

The development before the fact paradigm.
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 allocation architectures throughout all levels and layers of seamless definition, including hard-
re, and peopleware.
age based on DBTF can be used to define organizations of people, missile or banking systems,

stems, as well as real-time or database environments and is, therefore, appropriate across
cademia, or government.

gy

xperience sets the stage for the DBTF technology. Having evolved over three decades, the
oots in the worlds of systems theory, formal methods, and object technology. The DBTF
mbodies the theory, the language supports its representation, and its automation supports
n and use. Each is evolutionary (in fact, recursively so), with experience feeding the theory

ory feeding the language, which in turn feeds the automation. All are used, in concert, to
ms and build software.

 approach had its beginnings in 1968 with an empirical analysis of the Apollo space missions.
 was needed to define and develop systems than the ones being used and available because
ones (just like the traditional ones today) did not solve the pressing problems. Research for
oftware for man-rated missions led to the finding that interface errors accounted for approx-
 of all errors found in the flight software during final testing (in traditional development,

 as high as 90%). Such errors include data flow, priority, and timing errors from the highest
stem to the lowest level of detail. Each error was categorized according to how it could be
st by the way a system is defined. This work led to a theory and methodology for defining
t would eliminate all interface errors.
echnology derived from this theory concentrated on defining and building reliable systems.
zed the benefits of addressing one major issue, such as reliability, research continued to evolve
g other major issues the same way, that is, just by the way a system is defined [9–11].
a function- and object-oriented approach based on a unique concept of control, which is
y other software engineering paradigm. The foundations are based on a set of axioms and
ption of a universal set of objects. Each axiom defines a relation of immediate domination.
f the relations defined by the axioms is control. Among other things, the axioms establish
hips of an object for invocation, input and output, input and output access rights, error
d recovery, and ordering during its developmental and operational states. Table 49.1 sum-
e of the properties of objects within DBTF systems.

are engineering fails is in its inability to grasp that not only the right paradigm (out of many
must be selected, but that the paradigm must be part of an environment that provides an
utomated means to solve the problem at hand. What this means is that the paradigm must
with an integrated system of tools with which to implement the results of utilizing that
 develop the model of the system. 
y, the paradigm generates the model and a toolset must be provided to generate the system.
des this next-generation capability.
F approach is used throughout a life cycle, starting with requirements and continuing with
alysis, simulation, specification, analysis, design, system architecture design, algorithm devel-
lementation, configuration management, testing, maintenance, and reverse engineering. Its

e end users, managers, system engineers, software engineers, and test engineers.
F process combines mathematical perfection with engineering precision. Its purpose is to
 “doing things right in the first place” development style, avoiding the “fixing wrong things
al approach. Its automation is developed with the following considerations: error prevention
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Handles the unpredictable 
• throughout development and operation
• Without affecting unintended areas

er) • Error detect and recover from the unexpected
and under control • Interface with, change and reconfigure in asynchronous,
 set of axioms  distributed, real-time environment
dentification (intended, unintended)
(priority and timing) Flexible
hts: Incoming object (or relation), outgoing • Changeable without side effects
r relation) • Evolvable
ent • Durable

• Reliable
t, logically complete • Extensible
 and sufficient • Ability to break up and put together
 semantic base –one object to many: modularity, decomposition, 
ate identification   instantiation

(based on formal definition of “error”) –many objects to one: composition, applicative operators, 
ts the right answer at the right time and in   integration, abstraction
 place • Portable
sers and developers intent –secure
e unpredictable –diverse and changing layered developments

–open architecture (implementation, resource allocation, 
  and execution independence)

ster, cheaper) –plug-in (or be plugged into) or reconfiguration of 
  different modules

resources in operation and development –adaptable for different organizations, applications, 
um time and space   functionality, people, products
 fit of objects to resources

Automation
• the ultimate form of reusable

able, integratable and maintainable • formalize, mechanize, then automate
–it

ndards –its development
n –that which automates its development
efinitions
odularity Understandable, integratable and maintainable

l separation (e.g., functional architecture • Reliable
s resource architectures); • A measurable history
modules • Natural correspondence to real world
ct is integrated with respect to structure, –persistence, create and delete

or and properties of control –appear and disappear
n in terms of structure and behavior –accessibility
echanisms –reference
n maps (relate an object’s function to other –assumes existence of objects
ns) –real time and space constraints
type maps (relate objects to objects) –representation
res of functions and types –relativity, abstraction, derivation

• Provides user friendly definitions
ty –recognizes that one user’s friendliness is another user’s 
tiation   nightmare
orphism –hides unnecessary detail (abstraction)

t/child –variable, user selected syntax
/doing –self teaching
g/not having –derived from a common semantic base
tion –common definition mechanisms
sulation • Communicates with common semantics to all entities
ement • Defined to be simple as possible but not simpler 

(continued)
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ly stage of system definition, life cycle control of the system under development, and inherent
ly reliable systems. The development life cycle is divided into a sequence of stages, including
s and design modeling by formal specification and analysis, automatic code generation based
t and logically complete models, test and execution, and simulation. 

step in building a DBTF system is to define a model with the language. This process could
ase of the developmental life cycle, including problem analysis, operational scenarios, and

model is automatically analyzed to ensure it was defined properly. This includes static analysis
ve properties and dynamic analysis for user-intent properties.
xt stage, the generic source code generator automatically generates a fully production-ready
egrated software implementation for any kind of application, consistent with the model, for a
et environment in the language and architecture of choice. If the selected environment has
 configured, the generator selects that environment directly; otherwise, the generator is first
or a new language and architecture.
f its open architecture, the generator can be configured to reside on any new architecture
 to any outside environment), e.g., to a language, communications package, an Internet

database package, or an operating system of choice; or it can be configured to interface to
n legacy code. Once configured for a new environment, an existing system can be automat-
rated to reside on that new environment. This open architecture approach, which lends itself
onent-based development, provides more flexibility to the user when changing requirements
res, or when moving from an older technology to a newer one. 

ecomes possible to execute the resulting system. If it is software, the system can undergo
rther user-intent errors. It becomes operational after testing. Application changes are always
 requirements/specification definition—not to the code (the developer does not even need
e code). Target architecture changes are made to the configuration of the generator environ-
 generates one of a possible set of implementations from the model)—not to the code. If

em is hardware or peopleware, the software system serves as a simulation upon which the
an be based. Once a system has been developed, the system and the process used to develop
ed to understand how to improve the next round of system development.
integration is provided throughout from systems to software, requirements to design to code
ther requirements and back again; level to level and layer to layer. The developer is able to
equirements to code and back again.
 automation that has these capabilities, it should be of no surprise that an automation of
een defined with itself and that it continues to automatically generate itself as it evolves with

g including classification  of these objects)
 including both structure and • Traceability of behavior and structure and their changes 
ior (for object types and functions) (maintenance) throughout its birth, life and death
ion • Knows and able to reach the state of completion
ction –definition
nce –development of itself and that which develops it
itance -analysis

-design
-implementation
-instantiation
-testing
-maintenance

nderlined words point to a reusable.
milton, M., “Software Design and Development,” The Electronics Handbook, CRC Press, Boca Raton, FL,
ermission.
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hitectures and changing technologies. Table 49.2 contains a summary of some of the differ-
en the more modern preventative paradigm and the traditional approach.
ly small set of things is needed to master the concepts behind DBTF. Everything else can be
ing to powerful reuse capabilities for building systems. It quickly becomes clear why it is no
sary to add features to the language or changes to a developed application in an ad hoc
e each new aspect is ultimately and inherently derived from its mathematical foundations. 

xperience with DBTF

tative development is a superior alternative has been proven rather dramatically in several
. DBTF has been through many evaluations and competitions conducted and sponsored by
emic institutions, government agencies, and commercial organizations. In every evaluation
ition this alternative came out on top. What set this alternative apart from the others was
ed a totally integrated system design and development environment, whereas the traditional

erface errors (over 75% of all errors) No interface errors
Most found after implementation All found before implementation
Some found manually All found by automatic and 
Some found by dynamic runs analysis static analysis
Some never found Always found
biguous requirements Unambiguous requirements

Informal or semiformal language formal, but friendly language
Different phases, languages, and tools All phases, same language and tools
Different language for other systems than for 

software
Same language for software, hardware and 

any other system
tomation supports manual process Automation does real work
Mostly manual documentation, programming, 

test generation, traceability, etc.
Automatic documentation, programming,     

test generation, traceability, etc.
100% code automatically generated for any 

kind of software
 guarantee of function integrity after 
plementation

Guarantee of function integrity after 
implementation

stems not traceable or evolvable Systems traceable and evolvable
Locked in products, architectures, etc. Open architecture
Painful transition from legacy Smooth transition from legacy 
Maintenance performed at code level Maintenance performed at spec level
use not inherent Inherent reuse
Reuse is adhoc Every object a candidate for reuse
Customization and reuse are mutually exclusive Customization increases reuse pool
smatched objects, phases, products, architectures 
nd environment

Integrated & seamless objects, phases, products, 
architectures, and environment

System not integrated with software System integrated with software 
Function oriented or object oriented System oriented objects:  integration of 

function, timing, and object oriented
GUI not integrated with application GUI integrated with application
Simulation not integrated with software code Simulation integrated with software code
tomation not defined and developed with itself Automation defined with and generated by itself 

#1 in all evaluations
llars wasted, error prone systems Better, faster, cheaper systems
Not cost-effective 10 to 1, 20 to 1, 50 to 1…dollars saved 
Difficult to meet schedules Minimum time to complete
Less of what you need and more of what you 

don’t need
No more, no less of what you need
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nal Test Bed of the U.S. Department of Defense sponsored an experiment in which it provided
nt problem to each of three contractor/vendor teams chosen from a large pool of vendors
ment environments, based upon a well-defined set of requirements. The application was a
stributed, multiuser, client server system, which needed to be defined and developed under
ent 2167A guidelines.

 were able to complete the first part, the definition of preliminary requirements. Two teams
he detailed design. But only one team was able to generate complete, integrated, and fully
ready code automatically; a major portion of this code was running in both C and Ada at
e experiment [12]. The team that was able to generate the production-ready code was using

l Suite, a development environment based on the DBTF methodology.

onclusion

hat expected a big productivity payoff from investing in technology are, in many cases, still
ollect. A substantial part of the problem stems from the manner in which organizations are
ir automated systems. While hardware capabilities have increased dramatically, organizations
d in the same old methodologies that saw the rise of the behemoth mainframes. Old meth-

ply cannot build the new systems.
 other changes as well. Users demand much more functionality and flexibility in their systems.
e nature of many of the problems to be solved by this new technology, these systems must
-free as well.
e biological superorganism has built-in control mechanisms fostering quality and produc-
ow the silicon superorganism has had none. Hence, the productivity paradox.
 only way to solve major issues or to survive tough times is through nontraditional paths
n. One must create new methods or new environments for using new methods.
n for success often starts with a look at mistakes from traditional systems. The first step is
 the true root problems, then categorize them according to how they might be prevented.
f practical solutions is a logical next step. Iterations of the process entail looking for new

as in terms of the new solution environment and repeating the scenario. That is how DBTF
eing.

F all aspects of system design and development are integrated with one systems language
iated automation. Reuse naturally takes place throughout the life cycle. Objects, no matter
x, can be reused and integrated. Environment configurations for different kinds of architec-
 reused. A newly developed system can be safely reused to increase even further the produc-
 systems developed with it.
igm shift occurs once a designer realizes that many of the old tools are no longer needed to
evelop a system. For example, with one formal semantic language to define and integrate

f a system, diverse modeling languages (and methodologies for using them), each of which
 part of a system, are no longer necessary. There is no longer a need to reconcile multiple
ith semantics that interfere with each other.

 support a user in addressing many of the challenges presented in today’s software development
ts. There will, however, always be more to do to capitalize on this technology. That is part of
a technology like this so interesting to work with. Because it is based on a different premise
umptions (set of axioms), a significant number of things can and will change because of it.
continuing opportunity for new research projects and new products. Some problems can be
se of the language, that could not be solved before. Software development as we know it will

 same. Many things will no longer need to exist—they, in fact, will be rendered extinct, just
omenon occurs with the process of natural selection in the biological system. Techniques for
 gap from one phase of the life cycle to another become obsolete. Testing procedures and tools
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 to the development using traditional techniques, the productivity of DBTF developed systems
wn to be significantly greater. Upon further analysis, it was discovered that the larger and more
 system, the greater the productivity—the opposite of what one finds with traditional systems
t. This is, in part, because of the high degree of DBTF’s support of reuse. The larger a system,
as the opportunity to capitalize on reuse. As more reuse is employed, productivity continues to
suring productivity becomes a process of relativity—that is, relative to the last system developed.

ng on reusables within a DBTF environment is an ongoing area of research interest. An
nderstanding the relationship between types of reusables and metrics. This takes into con-
at a reusable can be categorized in many ways. One is according to the manner in which its
e (which translates to how it impacts cost and schedules). More intelligent tradeoffs can

e. The more we know about how some kinds of reusables are used, the more information
estimate costs for an overall system. Keep in mind also that the traditional methods for
ime and costs for developing software are no longer valid for estimating systems developed
tative techniques.
 other reasons for this higher productivity as well, such as the savings realized and time saved
 and processes that are no longer necessary with the use of this preventative approach. There
n and less to do—less analysis, little or no implementation, less testing, less to manage, less to
ess to maintain, and less to integrate. This is because a major part of these areas has been
r because of what inherently take place because of the nature of DBTF’s formal systems language.
, it is the combination of the technology and that which executes it that forms the foundation

l software. Software is so ingrained in our society that its success or failure will dramatically
th the operation and the success of an organization. For that reason, today’s decisions about
ineering and software development have far-reaching effects. 
is a relatively young technological field that is still in a constant state of change. Changing
tional software environment to a preventative one is like going from the typewriter to the
sor. Whenever there is any major change, there is always the initial overhead needed for
 new way of doing things. But, as with the word processor, progress begets progress.
 experience strongly confirms that quality and productivity increase with the increased use
s of preventative systems. In contrast to the “better late than never” after the fact philosophy,
ve philosophy behind DBTF is to solve—or if possible, prevent—a given problem as early as
ding a problem statically is better than finding it dynamically. Preventing it by the way a

fined is even better. Better yet is not having to define (and build) it at all.
 reliable system is better than reusing one that is not reliable. Automated reuse is better than
e. Inherent reuse is better than automated reuse. Reuse that can evolve is better than one that
e. Best of all is reuse that ultimately approaches wisdom itself. Then, have the wisdom to use it.
er continues to be in the results just as in the biological system; and the goal is that the
omorrow will inherit the best of the systems of today. 

s
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50.1 Overview

Data logging and recording is a very common measurement application. In its most basic form, data
logging is the measurement and recording of physical or electrical parameters over a period of time.
These parameters can be temperature, strain, displacement, flow, pressure, voltage, current, resistance,
power, or any of a wide range of other measurement types. Real-world data-logging applications are
typically more involved than just acquiring and recording signals, typically involving some combination
of online analysis, offline analysis, display, report generation, and data sharing. Also, many data-logging
applications are beginning to require the acquisition and storage of other types of data. One example
would be recording sound and video in conjunction with the other parameters measured during an
automobile crash test.

Data logging is used in a broad spectrum of applications. Chemists record data like temperature, pH,
and pressure when performing experiments in a lab. Design engineers log performance parameters like
vibration, temperature, and battery level to evaluate product designs. Civil engineers record strain and
load on bridges over time to evaluate safety. Geologists use data logging to determine mineral formations
when drilling for oil. Breweries log the conditions of their storage and brewing facilities to maintain
quality.

The list of applications for data logging goes on and on, but all of these applications have similar
common requirements. The purpose of this chapter is to provide a general background on data logging,
discuss the various functional requirements that are common to most logging applications, and examine
some of the modern hardware and software options available that allow scientists and engineers to
implement powerful PC-based data-logging systems.

Tom Magruder
National Instruments
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50.2 Historical Background

The earliest form of data logging involved taking manual measurements from analog instruments like
thermometers and manometers. These measurements were recorded into a written log, along with the
time of observation. To view trends over time, people manually plotted their measurements on paper.
In the late nineteenth century, it became possible to begin automating this process with machines, and
strip chart recorders evolved. Strip chart recorders are analog instruments that translate electrical impulses
from sensors into mechanical movement of an arm. A pen is attached to the arm, and long rolls of paper
are moved at a constant rate under the pen. The result is a paper chart displaying the parameters measured
over the course of time. Strip chart recorders were a great leap over manual data logging, but still had
drawbacks. For example, translating the traces on the paper into meaningful engineering measurements
was tedious at best, and the data that was recorded took up reams and reams of paper.

With the development of the personal computer in the ’70s and ’80s, people began to leverage computers
for analysis of data, data storage, and report generation. The need to bring data into the PC brought about
a new type of equipment for data logging, the dataloggers. Dataloggers are stand-alone box instruments
that measure signals, convert to digital data, and store the data internally. This data must be transferred
to the PC for analysis, permanent storage, and report generation. Data is typically transferred either by
manually moving a storage device, like a floppy, from the datalogger to the computer, or by connecting
the datalogger to the PC through some communications link, like serial or Ethernet.

In the 1990s, a further evolution in data logging took place, as people begin to create PC-based data-
logging systems. These systems combine the acquisition and storage capabilities of stand-alone data-
loggers with the archiving, analysis, reporting, and display capabilities of modern PCs. PC-based logging
systems finally enabled full automation of the data logging process. The move to PC-based data-logging
systems was enabled by the following three technological enhancements:

1. Increasing reliability of PCs
2. Steadily decreasing cost of hard drive space on PCs

FIGURE 50.1 PC-based data-logging application—performance testing of refrigerator designs.
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3. PC-based measurement hardware that could meet or exceed measurement capabilities of stand-
alone dataloggers

Today, PC-based logging systems provide the widest range of measurement types, analysis capabilities,
and reporting tools. The remainder of this chapter will focus on the functionality necessary to implement
a PC-based data-logging system.

50.3 Data Logging Functional Requirements

Every data-logging application, from fifteenth century monks manually recording weather patterns to
twenty-first century physicists logging the experimental parameters of a fusion reactor test, can be broken
down into a set of five common functional requirements, illustrated in Fig. 50.2. Acquiring is the process
of actually measuring the physical parameters and bringing them into your logging system. Online analysis
consists of any processing done to the data while you are acquiring. It includes alarms, data scaling, and
sometimes control, among others. Logging or storing the data is an obvious requirement of every data-
logging system. Offline analysis is everything that is done with the data after it has been acquired in order
to extract useful information from it. The final functional block is made up of display, reporting, and data
sharing. These are all the “miscellaneous” requirements that fill out the functionality of a data-logging system.
Let’s examine how each of these functional blocks is addressed with modern PC-based data-logging systems.

Acquisition

The acquisition function is one of the most critical components of every data-logging system. In a PC-
based system, the acquisition is accomplished by the measurement hardware, which can be further broken
down into sensors, signal connectivity, signal conditioning, and analog-to-digital (A/D) conversion, as
shown in Fig. 50.3. Each of these topics is covered in more detail in other chapters of this book; so only
a high-level overview will be given here.

Sensors

A wide variety of sensors are used to convert physical parameters into electrical signals. Temperature
sensors such as thermocouples, RTDs, or thermistors are some of the most common sensors used in
data-logging applications. Other widespread sensors are flowmeters, pressure transducers, strain gauges,
accelerometers, and microphones, to name a few. Proper selection and installation of sensors is beyond
the scope of this chapter.

Signal Connectivity

After sensors are installed, they must be connected to the data-logging system. Signal connectivity is the
component of your measurement hardware that allows you to connect your sensors to your logging
system. Screw terminals, which allow you to connect bare wires from sensors directly to your logging

FIGURE 50.2 Basic elements of a data-logging system.
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system, are the most basic form of connectivity. Screw terminals are a good choice for general-purpose
use, particularly when you need to connect a large number of signals into a small amount of space. The
disadvantage of screw terminals is that they are time consuming to connect and difficult to reconfigure.
Figure 50.4 shows some other standard connectivity options that are designed to make connecting and
disconnecting sensors less labor-intensive. Minithermocouple connectors are a widely used connectivity
option for thermocouples. BNC and SMB connectors are commonly used when electrical shielding is
required for noise immunity. Banana jacks are often used when measuring current, resistance, or higher
voltages. The sensor provider typically defines the connectivity options available for a sensor, and it is
up to you to choose measurement hardware that can accept that connectivity.

Signal Conditioning

Signal conditioning is one of the most important and most overlooked components of a PC-based data-
logging system. Many sensors require special signal conditioning technology. For example, signals from a
thermocouple are very low voltage and require amplification, filtering, and linearization. Other sensors,
like strain gauges and accelerometers, require power in addition to amplification and filtering, while other
signals may require isolation to protect the system from high voltages. No single stand-alone datalogger
can provide the flexibility required to make all of these measurements. However, with front-end signal
conditioning, you can combine the necessary technologies to bring these various types of signals into a
single PC-based data-logging system.

FIGURE 50.3 Measurement hardware components of PC-based data-logging system.

FIGURE 50.4 Examples of signal connectivity options.
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Most signals require some form of preparation before they can be digitized. As previously mentioned,
thermocouple signals involve very small voltage levels that must be amplified before they can be digitized.
Other sensors, such as RTDs, thermistors, strain gauges, or accelerometers, require electrical power to
operate. Even pure voltage signals can require special technologies to block large common-mode signals
or to allow you to safely measure high voltages. All of these preparation technologies are forms of signal
conditioning. Because of the vast array of signal-conditioning technologies, the role and need for each
technology can quickly become confusing. A list of common types of signal conditioning, their func-
tionality, and examples of when you need them are given below.

• Amplification. When the voltage levels you are measuring are very small, amplification is used to
maximize the effectiveness of your digitizer. By amplifying the input signal, the conditioned signal
uses more of the effective range of the A/D converter. This allows better accuracy and resolution
of the measurement. Typical sensors that require amplification are thermocouples and strain gauges.

• Attenuation. Attenuation is the opposite of amplification. It is necessary when the voltages to be
digitized are outside the input range of the digitizer. This form of signal conditioning divides the
input signal so that the conditioned signal is within the range of the A/D converter. Attenuation
is necessary for measuring high voltages.

• Isolation. Voltage signals outside the range of the digitizer can damage the measurement system
and harm the operator. For that reason, isolation is usually required in conjunction with attenuation
to protect the system and the user from dangerous voltages or voltage spikes. Isolation may also
be required when the sensor is on a different electrical ground plane from the measurement sensor
(such as a thermocouple mounted on an engine).

• Multiplexing. Typically, the digitizer is the most expensive part of a data acquisition system.
Multiplexing allows you to automatically route multiple signals into a single digitizer, providing
a cost-effective way to greatly expand the signal count of your system. Multiplexing is necessary
for any high channel count application.

• Filtering. Filtering is required to remove unwanted frequency components from a signal. This
prevents aliasing and reduces signal noise. Thermocouple measurements typically require a low-
pass filter to remove power-line noise from the signals. Vibration measurements normally require
a higher-frequency low-pass filter to remove high-frequency signal components that are above the
range of the acquisition system.

• Excitation. Many sensor types, including RTDs, strain gauges, and accelerometers, require some
form of power to make a measurement. Excitation is the signal conditioning technology required to
provide this power. This excitation can be a voltage or current source, depending on the sensor type.

• Linearization. Some types of sensors produce voltage signals that are not linearly related to the
physical quantity they are measuring. Linearization is the process of interpreting the signal from
the sensor as a physical measurement. This can be done either with signal conditioning or through
software. Thermocouples are the classic example of a sensor that requires linearization.

• Cold-junction compensation. Another technology that is required for thermocouple measurements is
cold-junction compensation (CJC). Any time a thermocouple is connected to a data acquisition system,
the temperature of the connection must be known in order to calculate the true temperature the
thermocouple is measuring. A built-in CJC sensor must be present at the location of the connections.

• Simultaneous sampling. When it is critical to measure multiple signals at exactly the same moment
in time, simultaneous sampling is required. Front-end signal conditioning can provide a much
more cost-effective simultaneous sampling solution than purchasing a digitizer with those capa-
bilities. Typical applications that might require simultaneous sampling include vibration measure-
ments and phase-difference measurements.

Most sensors require a combination of the above signal conditioning technologies. Again, the thermo-
couple is the classic example because it requires amplification, linearization, cold-junction compensation,
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filtering, and sometimes isolation. Ideally, a good PC-based data-logging platform should give you the
ability to select the type of signal conditioning that is needed for your application. In some systems, front-
end signal conditioning is an option, but in other systems, front-end signal conditioning is a necessity to
make the required measurements. As a rule of thumb, your measurement system should include front-end
signal conditioning if you are planning to use any of the following: thermocouples, RTDs, thermistors,
strain gauges, LVDTs, accelerometers, switching, multiplexing, mixed low-voltage/high-voltage signals,
current inputs, or resistance inputs.

Conversion

After physical parameters have been converted into electrical signals and properly conditioned, it is time
to convert the analog electrical signals into digital values and pass those values back to the computer.
The A/D conversion can be accomplished with either a plug-in data acquisition (DAQ) board, or it can
be integrated into a single package with the conditioning and connectivity. For more details on the
conversion process, please refer to Chapters 6.1 and 6.3 of this book.

The combination of sensors, signal connectivity, signal conditioning, and A/D conversion makes up
the measurement hardware portion of a data-logging system. In a PC-based system, the measurement
hardware is configured and controlled through software, and it is critical to use software that is designed
to integrate smoothly with all components of your data-logging system.

Online Analysis

The next functional component in a typical data-logging system is online analysis. In PC-based systems,
online analysis is accomplished through software. Many different forms of online analysis can be needed
in various data-logging applications. We will discuss some of the most common ones here.

Channel scaling is the conversion of the raw binary values returned by the acquisition system into
properly scaled measurements with appropriate engineering units. One example is computing temper-
ature (in ∞C) from a thermocouple reading. The digitizer returns binary measurements of the thermo-
couple voltage and the cold-junction sensor voltage. The software converts the binary measurements into
voltages, and then uses a thermocouple conversion formula to compute temperature. Similar channel
scaling routines are used for strain gauges, RTDs, accelerometers, and others. Fortunately, modern PC-
based measurement software handles most scaling functions automatically.

Another important online analysis function is alarming and event management. This includes mon-
itoring a channel and providing some notification if preset limits are exceeded. This notification can be
as basic as turning on a warning light, or as complex as paging someone with information about the
problem. Alarming can also include an automated response to certain events. For example, a data-logging
system could shut down a machine being monitored if the oil temperature exceeded a certain limit.

A wide range of online analysis functionality can be required in different data-logging applications.
This functionality could include feedback control systems or advanced signal analysis. Only PC-based
data-logging systems have the flexibility to implement these differing requirements.

Logging and Storage

The logging (or storage) functional block is, by definition, required in every data-logging system. Methods
of storing data vary widely across different systems. Strip chart recorders use paper, traditional dataloggers
can use internal nonvolatile memory, floppy disks, or a variety of other mediums. PC-based data-logging
systems typically use the hard drive of the PC, although they can also use tape drives, network drives,
RAID drives, and other more exotic options.

Software is of critical importance in PC-based data-logging systems, because well-written logging
software determines how data is stored, how quickly data can be written to disk, and how efficiently disk
space is used. Logging software also gives you data management capabilities, such as changing data
formats, archiving data, and connecting to databases.
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The data storage format has a strong link to the performance and ease-of-use of your data-logging
system. There are three general formats that are commonly used for storage in data-logging systems:
ASCII text files, binary files, and databases.

ASCII text files are the most common and flexible form of data storage. Text files for data-logging
applications are typically made up of a header section and columns of data. The header section gives
information like channel names, units, test equipment, and user comments. The first data column is
usually the time stamp of each sample, and it is followed by another column for each channel being
logged. Text files are useful because they can be opened or imported into almost any software packages,
and they are easily transferred between operating systems. Some disadvantages of text files are that they
use disk space inefficiently, and they require additional processing overhead to write and read from files.
ASCII text files are commonly used when the speed of the acquisition is slow (<1000 samples per second),
the total amount of data to log is not large, and the user needs to easily share data between different
software applications.

Binary files are the most efficient method of data storage. With binary files, the raw bytes that the
computer is using to store data in memory are written directly to the file. This data takes up considerably
less space than the same information written in ASCII text format, and it requires much less processor
overhead than formatting into text. Binary files cannot be viewed in common software applications like
MS Excel. Instead, they must be translated by a software routine into meaningful data. With PC-based
data-logging systems you can log scaled data that is already processed into correct engineering units, or
you can log the raw binary values returned by the digitizer. The raw binary values representing the A/D
conversions of each sample returned from a 16-bit DAQ device take up 16-bits, or 2 bytes, of memory.
The channel scaling routines in your logging software automatically convert this raw data into a real
number that represents the physical value you measured. Scaled data is typically handled inside your
data-logging software as a double precision floating-point value, which refers to a data type taking up 8
bytes of memory on most computer systems.

For performance reasons, some high-speed data-logging systems might log the raw binary values to disk,
along with the necessary scaling constants to convert them to scaled data at a later time. Figure 50.5 shows
the relationship between logging raw binary, scaled binary, and ASCII text. Binary files take up less space
and allow greatly improved stream-to-disk speed. Raw binary files can be less than one-tenth the size of a
text file containing the same information. The disadvantage of binary files is that they typically must be
translated to another format before they can be shared between different application types.

FIGURE 50.5 Data storage file size example.
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Many data-logging software packages log data into databases. Databases are typically binary files that
provide a structured format for inserting and retrieving data. They are optimized for efficiently handling
large amounts of data and for searching through information in the database without loading everything
into memory. Databases also are often designed to allow easy backup and archiving of data, and multiple
user access. They usually have software methods to make it easy to import data into different software
packages for analysis and report generation. In many ways, databases are the ideal storage format for PC-
based data-logging systems. Two disadvantages of using databases for storage are that they add increased
complexity, and they are difficult to implement if starting from scratch.

Many different storage media types are used for data logging. Stand-alone dataloggers can use on-board
nonvolatile memory, floppy disks, PCMCIA memory cards, tapes, or a variety of other options. PC-based
data-logging systems usually rely on the computer’s internal hard disk. This is possible because of the
trends towards more reliable and higher capacity hard drives. The 20 GB (and larger) hard drives that
are readily available today make hard drives one of the most economical storage devices. It is still advisable
to periodically back up or archive data stored on a local hard drive.

High-speed data-logging applications (more than 1 M samples per second) can start to exceed the write-
to-disk speeds of normal PC hard drives. One of the advantages of PC-based logging systems is that you can
move to more high-performance storage devices and higher performance computers, often with little or no
modifications to your logging software or measurement hardware. One type of high-performance storage
devices is the RAID (redundant array of independent disks) controller. RAID controllers use multiple hard
drives in concert to greatly enhance the combined stream-to-disk speed and to provide improved data
integrity. Audio-visual (AV) drives are another type of storage device that is used for high-speed data logging.
AV drives are optimized for streaming large amounts of audio and video information to disk, and this
optimization also makes them well suited for high-performance data-logging applications. Finally, some
companies make custom hardware that allows DAQ devices to stream data across the computer’s PCI bus,
directly into device storage. The stream-to-disk rates of these devices are limited by the available bandwidth
of the PCI bus, which has a theoretical maximum of 132 MB/s on most computer systems.

Offline Analysis

Offline analysis is performing mathematical functions on data after it has been acquired in order to
extract important information. Types of offline analysis can include computing basic statistics of mea-
sured parameters, as well as more advanced functions such as the frequency content of signals and order
analysis. Offline analysis can be integrated with the rest of the data-logging application, or it can occur
separately through stand-alone analysis software packages. Often, offline analysis is combined with the
report generation, historical display, and data-sharing functions.

Display

Most data-logging applications require some form of display to view the measurements that are being
recorded. The display function can be further broken down to viewing live data and historical data. Live
data display is necessary if you need to view data as it is being acquired. Many stand-alone dataloggers
have a live data display integrated into the box with them. Historical display lets you view data that was
previously acquired. Most stand-alone dataloggers require you to move the data to a PC for historical
viewing. PC-based data-logging applications allow you to combine both live display and historical display
into the same user interface. Data-viewing utilities should provide an intuitive user interface, scrolling
and zooming capabilities, cursors, and general customization features. Figure 50.6 is an example of a
typical historical data display found with commercially available software.

Report Generation

Report generation is a function that is often not considered part of the data-logging application. In reality,
almost every data-logging application requires some form of reporting capabilities, for the simple reason
that if you’re recording the data, somebody needs to see it in a presentable format. Report generation
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can be integrated into PC-based data-slogging applications for increased efficiency. The logging application
can be set up to periodically generate predefined reports and distribute them to the appropriate people.
Powerful commercial software is available, which is designed to give you advanced capabilities for anlyzing
data and generating reports from your measurements. Figure 50.7 shows an example of some of the report
generation capabilities possible with commercially available packages. When choosing software for report
generation, it is critical that it integrate smoothly with the rest of your data-logging software. Ideally, the
logging software should be able to pass data directly to the report generation application and trigger
automatic reports.

Data Sharing and Publishing

In order for data that has been logged to be useful, it must be available to the right people. With the
networking capabilities found in modern data-logging software, sharing data and publishing it to the
network no longer requires a degree in computer science. Logging applications can be set up to publish

FIGURE 50.6 Example of historical data display from National Instruments VI Logger software.

FIGURE 50.7 Advanced report generation capabilities with National Instruments DIAdem software package.
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live data to the network, as it is acquired, periodically e-mail both raw data and analyzed results to key
personnel, or automatically post reports to a Web page.

In widely distributed data-logging applications, each logging node can publish its measurements to
the network, and a main computer can serve as the central collection facility. The central computer
retrieves the measurements from each node, combines them for further analysis, logs the results for
permanent archiving, and periodically generates reports analyzing the data.

50.4 Data-Logging Systems

Now that we’ve seen the functional components of a data-logging system, let’s examine how these
components can be implemented in real systems. All PC-based data-logging systems are made up of
hardware and software. The measurement hardware handles the acquisition portion of the logging
application, and the hardware choice defines channel count, sensor type, acquisition speed, and mea-
surement accuracy. The measurement software, in addition to controlling the hardware, also handles the
online analysis, logging, offline analysis, display, reporting, and data sharing.

Software Options

Choosing software is one of the most critical steps when defining a PC-based data-logging system. Your
logging system depends on software to give you a productive, flexible solution. The measurement software
must be designed to integrate seamlessly with your hardware. In addition to the basic task of acquiring
data and logging it to disk, your software should provide tools to handle configuration of measurement
hardware, scaling of data from channels, and calibration of your system. The software should allow you
to complete your entire application—including report generation, analysis, archiving, and sharing. There
are two general categories of software that can be used for PC-based data-logging applications—turnkey
software, also known as configuration-based software, and application development environments.

Turnkey packages are ready-to-run data-logging software applications that interface with your mea-
surement hardware to acquire and log data. These applications provide a user-friendly environment for
configuring your logging task and getting up and running quickly. A good configuration-based data-
logging software package should provide:

• Intuitive user interface. The software configuration should be through a Windows-based, menu-
driven interface with easily accessible help functions and tutorials.

• Automatic data storage and archiving. One of the primary functions of any data-logging software
package is to handle the storage of the data. It should automatically store the data in an efficient
manner, and the software should provide a method for backing up and archiving data.

• Capability to export data. At a minimum, the software package should allow you to export data
to ASCII text files so you can import it into other packages. More advanced data-logging software
packages will allow data to automatically be transferred into common databases and analysis
programs.

• Alarming and event management. The data logging software must provide the capability to handle
alarms and events. This includes detecting if a signal is over or under a limit, outside of a range,
or inside of a range. If an alarm occurs, the software should allow a range of actions, such as
sending pages or performing some type of digital or analog output.

• Display and trending tools. All turnkey logging software packages need to have a good interface
for viewing both live and historical data. This interface must let you scroll through data, zoom-
in on regions of interest, and see long-term trends in data.

A disadvantage of configuration-based applications is that, unless there is a method for customization,
you are locked into the functionality provided by the manufacturer. If your measurement needs change,
and you need to add a different type of signal, you can be out of luck if your turnkey software doesn’t
support that measurement type. Also, if you want to integrate offline analysis, report generation, and
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network connectivity into your data-logging application, a closed turnkey software application can make
that difficult. On the other hand, there are turnkey software applications that provide methods for
customization with popular application development tools. These customizable logging software packages
provide the best of both worlds, allowing you to get up and running quickly with your logging application,
and also giving you a method for integrating more advanced functionality at a later date.

Application development tools are the other option available for developing PC-based data-logging
systems. Development tools can range from text-based programming languages to graphical program-
ming environments. Figure 50.8 is an example of the software code for a data-logging application developed
in a graphical programming environment. Development tools allow you to build your own customized
data-logging application that does exactly what you need. Application development tools give you the
abilities to modify your application as your needs change, integrate customized analysis and report
capabilities with your logging application, and fully automate your data-logging system.

When developing data-logging applications, it is advisable to choose a development environment with
productivity features that enable you to create powerful PC-based logging systems. Some features to look
for when evaluating application development tools are:

• Wide range of graphical user interface components. Developing user interface components, such as
graphs, displays, and controls, from scratch is extremely time consuming. You should choose a
development environment that contains high quality user interface components.

• Tight integration with measurement hardware. It is critical that you use software designed to work
with your measurement hardware. Not only does proper software integration result in significantly
shorter development times, but it also helps ensure you get measurements you can trust.

• Analysis functions. One of the primary reasons for custom developing a data-logging software
application is to integrate advanced analysis functions. A good application development environ-
ment will provide a wide range of analysis functions to handle almost any need.

• Network connectivity. In today’s networked environment, the ability to connect your data-logging
application to the Web can be very important. Your application development software should
provide tools to make publishing results to the network a trouble-free process.

• Report generation. Your application development environment should either allow you to generate
reports automatically, or allow programmatic control of external report generation packages.

The choice between turnkey software and development tools depends on the complexity of your data-
logging application and the amount of customization required. With either choice, it is important to use
a software vendor that specializes in connecting measurements to computers and that provides high
quality service and support.

FIGURE 50.8 Example of graphical programming of data-logging applications with National Instruments LabVIEW.
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Hardware Options

Many different hardware platforms are available for data-logging systems. The platform choice depends
on your requirements for size, operating environment, and installation. Although the combinations are
nearly endless, platforms for PC-based data-logging can be broadly broken down into four categories:
portable, desktop, rack mount/industrial, and distributed. One of the key benefits of PC-based data-
logging systems is that the same data-logging software scales across all of these platforms.

Portable data-logging solutions are needed in a variety of applications, such as in-vehicle data logging
or field-testing of equipment. Portable PC-based solutions use laptops for the computer, and measure-
ment hardware that is designed to be easily portable. Figure 50.9 shows a portable, PC-based data-logging
system from National Instruments. The digitizer is a plug-in PCMCIA data acquisition card, which cables
to small, laptop-sized boxes for signal conditioning and connectivity. Portable systems are typically limited
to less than 40 channels due to size constraints.

Desktop systems, like the one shown previously in Fig. 50.3, use measurement hardware designed to
work with standard desktop PCs. Desktop systems are ideal for a wide range of laboratory-based data-
logging applications, such as validation testing of new product designs. Since fixed desktop systems are
not as constrained by size, the signal connectivity and conditioning functions are typically accomplished
by a modular front-end signal conditioning system that provides the capability to measure a wide range
of sensor and signal types and to easily expand to log hundreds of channels.

Many times desktop systems take up too much space or do not fit well in environments like large lab-
oratories or manufacturing facilities. In these cases, the more compact and clean solution of a modular
industrial PC, based on the PXI or CompactPCI standard, might be a more appropriate data-logging
solution. Figure 50.10 is an example of a PXI-based data-logging system. One modular system contains the
PC, DAQ board, signal conditioning, and connectivity. These systems are designed to be rack-mountable,
so they can be cleanly installed into an industrial or laboratory environment.

Finally, some data-logging systems need to be distributed away from the PC. This is the case when
you need to log data from multiple locations around a facility, such as when logging the performance
parameters of a chemical plant. Distributed logging systems should be compact so they can be mounted

FIGURE 50.9 Portable PC-based data-logging system.
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unobtrusively, and they typically must operate in extended temperature ranges. With distributed logging
systems, you typically have multiple measurement nodes that communicate back to a central computer
through a communications link such as RS-485 or Ethernet. Figure 50.11 is an example of a distributed
logging system.

The choice of logging platform depends on the requirements of your data-logging system, and some
systems might require using multiple platforms together. With properly designed hardware and software,
data-logging systems can scale from simple, low channel count laboratory systems up to very high channel
count, distributed industrial logging systems.

50.5 Conclusions

Data logging allows scientists and engineers to evaluate a variety of phenomena, from weather patterns
to factory performance. PC-based data-logging systems provide the most flexibility, customization, and
integration. To define a data-logging system, you must evaluate your requirements for acquisition, online
analysis, logging, offline analysis, display, report generation, and data sharing. Based on these require-
ments, you can choose data-logging software and hardware to meet your needs.

Related Information

More information about PC-based data-logging systems is available from National Instruments in the
form of white papers, application notes, customer solutions, and product information. Visit www.ni.com
and search for “data logging” to view available information.

FIGURE 50.10 Rack-Mount industrial PC-based data-logging system.

FIGURE 50.11 Distributed data-logging system.
©2002 CRC Press LLC
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